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1 Introduction

Consider an experiment which can result in k possible events, say, E1,--- , E, where k > 2 is an integer
and F1,- -, Fj form a partition of the sample space. Repeat the experiment n times independently and
let o; denote the observed frequency of event E; for ¢ € {1,--- ,k}. Then (o01,---,0;) has a multino-
mial distribution. To test the null hypothesis that the probabilities for events Ey,--- , F} are equal to
p1,- -, Pk, respectively, where py,--- ,pr are k specified positive numbers with p; + - -+ + pr = 1, define

the following chi-squared test statistic

X =Y % (1.1)

where e; = np; is the expected number of events E; to occur in the n trials of the experiment for
i € {1,---,k}. The limiting distribution of X2 is a chi-squared distribution with k — 1 degrees of freedom
when k is a fixed integer. This is the well-known chi-squared goodness-of-fit test proposed by Pearson [15].
A test with approximate size o rejects the null hypothesis if X2 > Xﬁ_l(a), where X%_l(a) denotes the
a-level critical value of a chi-squared distribution with k& — 1 degrees of freedom for a € (0, 1).

As a statistical method, Pearson’s chi-squared goodness-of-fit test is one of the most popular topics
offered in college statistics courses. The above testing problem can be restated in a different form.
Let fo be a discrete probability mass function defined over {z;,1 < i < k} and set p; = fo(x;) for
1 < i < k. Assume that a random sample of size n, Xq,---, X, is drawn from the distribution of a
discrete random variable X, where X is a discrete random variable having a probability mass function
f(x) for x = 1, -+ ,x. Now we can define E; = {z;} for 1 <i < k and set o; = Z?=1 I(X; € E;) for
1 <i<k,and e; = np;. Then Pearson’s test statistic X2 defined in can be used to test hypothesis
Hy: f= fo;ie f(x;) = fo(z;) for 1 <i < k. Traditionally, Pearson’s chi-squared goodness-of-fit test is
suggested to use only if the value of k is relatively small compared with the sample size n. When there
are infinite many values for a discrete random variable X or the number of distinct values of X is too
large compared with the sample size n, one can first select a proper integer k and then re-group values
of X into k categories by putting the values of X with small probabilities (under the null hypothesis)
into one category. When fj is a probability density function, one can discretize the variable X so that
Pearson’s chi-squared goodness-of-fit test can be used to test whether the density function of X is equal
to fo.

When a probability function or density function fy is not fully specified, that is, fy depends some
unknown parameters, say 6, the probabilities pi,--- ,pr depend on 8. We can replace 8 with some
estimators such as the maximum likelihood estimator, then X2 still converges in distribution to a chi-
squared distribution with & —r — 1 degrees of freedom where r is the dimension of 8. For more topics
and their developments related to Pearson’s test statistics, we refer to Voinov et al. [19].

When the sample size n is small or k is relatively large, some expected frequencies e; may become too



small. A variety of estimates of the discrete probability distribution of Pearson’s test statistics have been
discussed in the literature, see, e.g. Cochran [2], Yarnold [20], Larntz [I1], Lawal [I2], Hutchinson [8] and
references therein. Baglivo et al. [I] derived formulas for the exact distributions and significance levels
of Pearson’s goodness of fit test statistics. Cressie and Read [4] provided a comprehensive review for
Pearson’s goodness-of-fit test and the likelihood ratio test.

In this paper, we are interested in the goodness-of-fit test when both n and k go to infinity, that is,
we allow that k = k,, changes with n and k,, can be even much larger than n. We note that asymptotic
normality of Pearson’s chi-squared test statistics has been obtained by Tumanyan [I8] and Holst [7]
when n/k, — a € (0,00) and some restrictive conditions are held. A recent work by Rempala and
Wesotowski [I7] extended this scope by imposing conditions on the following decomposition of Pearson’s

test statistics:

k k
™ (0; — €;)* N0, —e; N0, —e€;
Xz = Sn +Sn2, where S,,; = E - ! o LA E 1 ! o z, Spo = E 1 % (12)
1= 1= =

By assuming that S,2 is negligible, Rempata and Wesotowski [I7] showed that X2 is asymptotically
normal if n?/k, — oo as n — co. The conditions imposed in Rempala and Wesotowski [17] will be
discussed further in Section Since the negligibility condition is trivially true for equiprobable cells,
that is, p; = -+ = pg,, &2 has a normal limit, and furthermore, Rempata and Wesotowski [17] showed
in this case that X2, after properly normalized, converges in distribution to a Poisson distribution if
n?/k, — X € (0,00).

Pearson’s chi-squared test has been proven to be unbiased if one uses equiprobable cells, see, e.g.
Mann and Wald [I3] and Cohen and Sackrowitz [3]. Koehler and Larntz [9] provided empirical evidence
for the accuracy of the normal approximation when n?/k, is reasonably large.

If one does not use equiprobable cells, Haberman [6] noted that Pearson’s test can be biased when
some expected frequencies become too small. And this is the case if &, is too large compared with n.
To overcome this drawback, Zelterman [21], 22] proposed to use D? statistic for the test, i.e. S,1 in the
decomposition . Kim et al. [I0] compared some asymptotic properties of X’ statistic and D? statistic
for large sparse multinomial distributions.

In this paper, we investigate the limiting distribution for Pearson’s goodness-of-fit test statistic X2
and D? statistic. By using the decomposition for Pearson’s goodness-of-fit test statistic we propose
some new test statistics which are more powerful in general.

The rest of the paper is organized as follows. In Section [2| we investigate the limiting distributions
of Pearson’s goodness-of-fit test statistics and new test statistics. In Section 3] we carry out a simulation
study to compare the performance of these test statistics in terms of the size and the power of the tests.
In Section [d] we apply Pearson’s goodness-of-fit test statistics to test whether the winning numbers from
Minnesota Lottery Game Daily 3 were randomly selected with equal probabilities. Then we summarize

the paper with some concluding remarks. All proofs are given in the Supplement.



2 Main results

Throughout, we always assume that k = k,, — oo as n — co. We adopt some notations as follows. The
symbol % denotes the convergence in distribution, N (0, 1) denotes a standard normal random variable,
and ®(z) = (2m)"1/? ffoo e~¥/2dt is the cumulative distribution function of the standard normal. We

also define .

2(k, — 1)(n—1) 1 1
ot = 20D o - (3K, o=kt (21)
i=1 1"

where 02, 02, and 02, are the variances of X2, S,1 and Sz, respectively. In Read and Cressie [16],
the first three asymptotic moments have been derived for the so-called power-divergence statistics which
include Pearson’s X2 statistic as a special case.

We need to impose the following conditions in deriving the limiting distributions for Pearson’s
test statistic X2 and some new test statistics that we will propose in the paper:

We first investigate the asymptotic properties of Sy,; (i.e. D? statistic) and X2.

k
1 1
25 ;1 —ZQ — 0 asn — oo, (2.2)
Z§ﬁ1 %5 — kyy 2
. =1 p; g
min (7130_;112[(0'7212 > 0), kij) — 0 as n — oo. (23)
Theorem 2.1. If (2.2)) holds, then we have
Sp1 — (kn — 1
S = =1 4 N 1) a5 — oo, (2.4)

Onl
where oy is defined in (2.1)).
Theorem 2.2. Under conditions (2.2)) and (2.3) we have

X2 —(k, —1
Ay = (o = 1) LN N(0,1) asn— oo, (2.5)
On

where oy, is defined in (2.1]).

Based on the normal approximation , a test with approximate size a rejects the null
hypothesis if X2 > k, — 1 + 0,24, Where z, denotes the a-level critical value of the standard
normal distribution for each o € (0,1). Based on , a test with approximate size « rejects
the null hypothesis if S;,1 > k, — 1 + on12a.

A test of size « is said to be unbiased if the power of the test is at least o under alternative

hypotheses. The test based on the statistic X? is not unbiased under some alternatives as



pointed out by Haberman [6]. More seriously, our simulation study indicates that the test has a
nearly zero power under some alternatives, that is, the test loses its power completely in those
cases; see Table [2| In order to understand why this happens, we will look at the decomposition
for the goodness-of-fit test statistic X2. From Lemma in the Supplement, we have
under the null hypothesis P(E;) = p; for 1 <1i < kj, that

E(Snl — (kn — 1)) =0 and E(SnQ) = O,

and under the alternative Hy: P(E;) = p) for 1 <i < k,, that

\

E(Snl - (kn - 1)‘H1 n -1 Z pl and E n2|Hl (2.6)
i=1

’l

||P1w

The variances under H; can be calculated for both S,1 and S,2. Since the rejection region of
the goodness-of-fit test is one-sided, the test gains its power from a shift to right in location of
the test statistic X2 under the alternative. In Sy, the effect of a shift is always positive, but
the sign of Zk” P; Zp *, the location shift in S,2, can be negative. If this shift in location to left
in S,,2 is overwhelming, the observed values for X2 can be very small and will result in rejecting
the alternative hypotheses.

Since we are considering the situation when both n and k,, are large, from (2.6)), |[E(S,2|H1)|
can be very large compared with E(Snl — (kp — 1)|H1) when £k, is much larger than n. This
indicates that using |Sp2| in the test statistics can be more powerful than S,2. We propose a
class of test statistics S,1 + ¢|[Sh2|, where ¢ > 0 is a constant. Their limiting distributions are

given as follows.

Theorem 2.3. Under conditions (2.2)) and (2.3) we have as n — oo
Snl + C’Sn2| - (kn — 1)

Onl

COn2

Sup‘P( §x) —P<Z1+ A <x)‘ 0, (2.7)

nl
where Z1 and Zy are independent random variables with the standard normal distribution, and

c > 0 is any given constant.

For each s, define ¥(z, s) as the cumulative distribution function of Z; + s|Zs/, i.e.

U(x,s) = P(Z1+s|Zs2] <x) = \/E/OOO ®(x — st) exp(—t?/2)dL. (2.8)

For each a € (0,1), let 1, (s) denote an a-level critical value of W(-, s), that is, 1 — ¥ (1)4(s),s) =

a. The integral in (2.8)) has no close form solution but it can be evaluated numerically by using



function ‘integrate’ in R. Critical values ¥, (s) can be solved via the Newton-Raphson method.
Note that ¥(x,0) = ®(x) and thus ¥, (0) = z, for a € (0,1).

Three test statistics, S,1, &2, and Sp1 + ¢|[Spa| with ¢ > 0, can be used to test the null
hypothesis that P(E;) = p; for 1 < i < k,,, and their rejection regions at level a, according to

equations (2.4), (2.5) and (2.7)), are given by

Ro = {Snl >k, —1 +0nlza}u

R = {X,f >k — 14 anza}, (2.9)

and

R, = {snl Fe|Sna| > — 1+ am%(m"Q)} (2.10)

Onl

for ¢ > 0. Note that test Ry can be considered as a special case of R. defined in with
c=0.

The aforementioned test statistics (or their corresponding rejection regions) are the same
when p; = -+ = py, since 02, = 0 and Sp2 = 0 in this case. Note that Theorem can
be considered as a special case of Theorem with ¢ = 0, but in Theorem we impose
only condition which is less restrictive than conditions in Theorem If we assume
p1 = -+ = Dg,, condition is equivalent to lim,, oo kn/n? = 0. Immediately we have the

following corollary.

Corollary 2.1. Assume that {ky} is a sequence of positive integers such that k, — oo and

kn = o(n?) as n — oo. Then under the assumption that py = --- = py, , we have
X2 — (k, —1
n = (kn )iN(O,l) as m — oo.
Onl
Under the assumption of the equiprobable cells with p; = -+ = pg,,, we have Sj2 = 0 =

2?21 %2i=¢ for any samples, regardless of how large for any single term 2%=%.

P As a remedy,

we can assign a weight for each term such that the weighted sum is not degenerate. Now we

introduce a weighted version for S, as follows
=y o) (2.11)

where ¢; > 0for 1 <4 <k, and Ef;l ¢; = k. Obviously, S,2 is a special case of S5 with

Cl =" " =Cg =1.

n



We can verify that

kn
72— R(S2,) =1 % 12) and E(S,) = 0: 2.12
On2 = (n2)_n Zp' n ) al (Sn2) = 0; (2.12)
i=1 "

see ([A.31)) in the Supplement.

Now we propose a new class of test statistics S,1 + c]§n2|, where ¢ > 0 is a constant. We

need the following condition for the asymptotic normality for those test statistics.

4
S G g —2
min (#4”[(622 > 0), %) — 0 asn— oo. (2.13)
n2 n

Theorem 2.4. Under conditions (2.2)) and (2.13) we have as n — oo
Snl + C‘§n2| - (kn — 1)

Onl

COn2

sup‘P( §$>—P<Zl+
X

where Z1 and Zy are independent random variables with the standard normal distribution, and

25| < x)‘ -0, (2.14)
Onl

c > 0 s any given constant.

For given weights c1,--- , ¢, and constant ¢ > 0, a test of size a based on approximation

n

([2.14) for test statistic Sy1 + ¢|Sp2| has the following rejection region

)}, (2.15)

COp2

Re = {Sn1 + c[Sn2| > kyn — 1 + dn1thal

nl

where 7,2 is defined in ([2.12]).

Of particular interest, we offer a discussion for the selection on weights ¢y, --- , ¢k, so that
S, is non-degenerate and condition is satisfied for the equiprobable cells. When p; =

=D, = é, we select weights ¢y, - -, ¢, such that they are not identically equal to 1. This
ensures o4, > 0.

A very simple way is to select an integer ko such that kg ~ hk,, for some h € (0, 1) and assign

a value ky,/ko to ko of ¢;’s and 0 to the remaining k, — ko weights. Then for any integer r > 1,

we have
kn r+1
Ci r T kn r+1 T k’fl r T —r r
D R =Rk ()t = (G )R (-

Then the first term in the parentheses in approximately equals
(h=3 — 1)k R3—-1 1
n((h=1 = 1)k2)*) T (=12

as n — o0o. That is, holds.

—0




3 A simulation study

In this section, we compare the performance of the test statistics defined in Section [2] through
some simulations.

We first compare the sizes and powers of the test statistics be, Sp1 and Sp1 + ¢|Spa| under
some general null hypotheses. Then we compare the performance of X2 and S,1 + ¢|Sp2| under
equiprobable cells with p; = --- = pg,,.

Firstly, we consider the following five tests, including R, Rg, R1, Rs and Rs5 as defined in
and with selection of & = 0.05 and several combinations of n and k,,. For each case,
the simulation is repeated 10000 times by using R package, and the sizes and powers of these
tests are estimated.

We assume ky, is an even integer and define

r _2—r7

plz"':pkn:aa kan_i_l:'“:pkn_ kn

2
for r € (0,2). For given n and k,, each of the above probability distributions is uniquely

(3.1)

determined by r. We note that py =--- =pg, = é if and only if r = 1.

Table (1| contains estimated sizes for the five tests R, Rg, R1, R3 and Rs with n = 100, 1000
and some selected values for k,. For each combination of (n, k,), we take three probability
distributions from with » = 0.1, 0.2, 0.6 and 1.0, respectively. When r = 1.0, all the five
tests are the same. From Table [I] the estimated sizes for all five tests are very close to the
nominal level 0.05, and thus, we conclude all the five tests perform very well in terms of the
accuracy in type I error.

To assess the overall performance of the distributional approximations to the standardized
test statistics (Sp1 + ¢|Sn2| — (kn, — 1)) /opn1 under the null hypothesis, we compare the empirical
distributions of the test statistics based on 10000 samples and their theoretical cumulative
distribution functions under the null hypothesis with a distribution from family . Figure
contains plots for both the empirical distributions and the approximate distributions of the test
statistics with ¢ = 0, 1, 3. The parameter of the distribution under Hy is set to be r = 0.2.
We discover from Figure [1| that all three theoretical distributions for the test statistics fit the
empirical distributions very well, and their accuracies improve when sample size is getting large.
Results for other distributions are similar and are not reported here.

To estimate the power for these tests, for each combination of n and k,, we choose prob-
ability distribution as the null hypothesis with » = 0.2 (or r = 0.6), and use probability



distribution with 7 = 0.24+0.1 (or accordingly, r = 0.6+0.1) as alternative hypotheses from
which random samples are generated. Table [2] lists the estimated powers for the five tests. Sur-
prisingly, the power of test R is nearly zero when the value of r in the true alternative hypothesis
is smaller than the value of r specified in the null hypothesis, that is, Pearson’s goodness-of-fit
test is seriously biased in those cases. As we have explained below equation , this is mainly
due to Zf“l b Zplp == For example, if r = 0.2 for the distribution under the null hypothesis and

r = 0.1 under the alternative, we have

02 t1s

2 9

Zpl pz_ —0.1 O.I)kn 2k,

=1

We can also estimate the standard deviation of X2 under the alternative hypothesis and find
out that it is much smaller than order k,. This explains the incapability of Pearson’s goodness-
of-fit test in detecting an alternative in this case. We also notice that the performance of R
is quite regular when r = 0.2 for the distribution under the null hypothesis and » = 0.3 under

the alternative. Since Zk" P o P % > 0 in this case, Pearson’s goodness-of-fit test gains its

power. In both examples, the power of test R, increases with c¢. In the first example, test R, is

superior to R for all ¢ > 0. In the second example, test R, outperforms R when ¢ > 3.

kn p PirPi §s quite different

from zero. It is interesting to know how much improvement can be made When Z n P o i s
2

zero or very close to zero. To make an empirical comparison, we introduce a new family of

It seems plausible that test R. with ¢ > 0 improves upon R when ) ;"

probability distributions. For convenience, we assume that k, is divisible by 4 and define a

family of probability distributions

1.577 0.5r" 22—
/ / / / / /
- .= — S — —- .= — 3.2

for ' € (0,2). For given n and k,,, each probability distribution above is uniquely determined by
r’. Tt is easy to see that for a probability distribution (p1,- -, pk,) from (3.1]) and a probability
distribution (p},---,p}, ) from (3.2, Zk" PiPi_ () if p = ¢/, Table |3 includes estimated

powers of the five tests for several comblnatf(z)ns of n and k, with r = v/ = 0.6, 1.4. The
probability distribution under the null hypothesis is from family with parameter r and the
true probability distribution under the alternative is from with parameter v = r. From
Table|3| the power of R, decreases with c¢ for large c. We note that the constant ¢ represents the

weight of |Sy2| we take into account in the test, and S, has always a positive shift in location



under the alternative, and thus it is more likely to detect the alternative if the weight of |S,2|
in the test is smaller. In other words, increasing the weight ¢ can decrease the power of R, in
this case. Therefore, we do not recommend to use a large c in general. In Table [3] we have used
least favorable distributions to the use of S, under alternatives since the expectations of Sy
under the alternatives are zero. Overall, the performance of test Ry is slightly better than test
R from Table

Now we compare X2 and Sy1 +c|Spa| for the case of equiprobable cells. Recall that X, = Sy
in this case. We define S,2 by using the method discussed at the end of Section [2| that is, we
define kg = 0.8k,, and set ¢; = % = ﬁ = 1.25 for 1 < ¢ < ky and 0 otherwise. This time,
we consider only two tests, Ry and R, as defined in and with ¢ = 1. For several
combinations of n and k,, the sizes for the two tests are estimated based on 10000 replicates.
The powers for the two tests are also estimated when the distributions under the alternatives
are from family with r = 0.8, 1.2 and 1.4 or from family with 7/ = 0.8, 1.1 and 1.2.
The estimated sizes and powers are reported in Table [4]

From Table 4] we conclude that the sizes for both R and R; are close to the nominal level
0.05, and in general, R is more powerful than R;. These empirical results are consistent with
Theorem and adding the term S,,5 defined in , a non-trivial linear combination of the
terms (0; — €;)/e;, can improve the power of the test significantly.

Next, we extend our comparison of S,,1 and Sj,1 —|—c|§n2| to some none-equiprobable cases. We
also use the method discussed at the end of Section [2]to define S5 by setting ko = 0.40k,, this
time. We consider the distributions from family and use the same settings as in Table
Only for an illustration purpose, we demonstrate the weighted test statistics can improve the
power of the test R; when the expectation of S,2 under H; in is zero. Both the sizes
and powers for tests Ry and R; are reported in Table 6l From the table, we see that both the
tests maintain reasonable sizes for all combinations of n and k,,. From Tables [3| and [5| we can
conclude that test Ry performs significantly better than Ry and R in terms of power.

Finally, we compare the performance of these tests under sparsity. To this end, we introduce

a class of distributions as follows

r 160 — 197

Sk’ P0.95ky+1 = *** = Pk, = sk, (3.3)

P1 == D0.95k, =

for r € (0,8), where k, is a multiple of 20. We see that only 5% of probabilities p;’s take a
larger value w in (3.3). In our study, we select » = 2 for the distribution under the null

10



hypothesis and estimate the sizes of the five tests considered in Table[l]and estimate the powers
of the tests under the alternatives » = 1 and r» = 3 for some combinations of n and k,. The
estimated sizes and powers are reported in Table [6]

Results in Table [6] are quite similar to Tables [I] and [2] in the following aspects: a. the
estimated type I errors are close to nominal level 0.05 for all five tests; b. Pearson’s test R
loses its power totally for some distributions under the alternative while tests Ri, R3, and
Rs outperform with large powers. Although test Rg is better than Pearson’s test, its overall
performance is not quite satisfactory. For example, for some distributions under the alternative,
its powers are smaller than the type I errors. We examine the results in Table [6] when n = 100
with » = 1 under the alternative and find out that the power of the test decreases from 0.0416
to 0.0246 when k,, increases from 100 to 400. The same phenomenon can also be observed when
n = 1000.

It is worth mentioning that conditions and that ensure the asymptotic normality
of Sp1 and X2 may be moderately violated if k;, is too large compared with n. This is the case
for some combinations of n and k,, and for some distributions used in Table[6] In our study, the
sizes (type I errors) of all five tests are reasonably close to the nominal level 0.05; see Tables
and [6] In terms of power, test R, R3, and Rj5 are also very robust as they gain good powers
from Tables 2 and [6l

To conclude this section, we present more discussion on selection of ¢. Our simulation study
indicates that there is no answer for optimal section of ¢ in general. As we have pointed out,
c represents the weight of |S,2| in test R.. When c is large, the test R. is almost the same as
{|Sn2l/on2 > 242}, Where 2,5 is the a/2-level critical value of the standard normal distribution.
On the one hand, the power of test R, increases with ¢ in most cases in Tables 2] and [6] By
comparing the powers of the test R. for various values of ¢ in our simulation study, we find out
that the increment in the power for the test R, is very limited when c¢ is larger than 3, and
the power of Rq is close to that of R3 in most cases. On the other hand, Table |3| indicates
that one may prefer to employ a test R. with a smaller value ¢ in the worst scenarios such as
those distributions given in . We observe from Table |3| that the power of R is very close
to that of Rg in most cases. Our simulation study also shows that the power of Ry is only
slightly smaller than that of Ry in most cases. Intuitively, the power of test R. depends on the
probability distributions under both the null and alternative hypotheses as well as the relative

convergence rate of n and k,. A theoretical investigation on how the power function of the test

11



R. depends on these factors can be very helpful but may be very complicated. In practice, the
distributions under the alternative are unknown, and the optimal choice of ¢ that works for all
distributions does not exist. To balance different situations, one can use tests Rq or Ro. As
a general recommendation, one can calculate tests R, Rg, R1 and Rs for comparison purpose.
One should be cautious about accepting the null hypothesis based on R or R since the powers
of the two tests may be much smaller than their sizes or type I errors. In other words, tests
R and Rg may reject the alternative hypotheses with a probability close to one when the null

hypotheses are not true.
4 A real data application

As an application, we study the winning numbers from the Minnesota Lottery Game Daily 3.
The game has been played for many years, and a winning number consisting of three digits is
drawn daily. The three digits are drawn from digits 0,1,---,9. Minnesota Lottery does not
reveal how the three digits are selected in its official website. According to the State Lottery Re-
port Card (available at the site https://www.lotterypost.com/lottery-report-card.asp),
the winning numbers for Minnesota Daily 3 are drawn by computer programs.

In Game Daily 3, there are 1000 possible drawing outcomes. We are interested in whether the
drawing mechanism for Daily 3 is random, this is, whether all 1000 possible outcomes are equally
likely. Recent winning numbers for this game can be found at the Minnesota Lottery web site
https://wuw.mnlottery.com/games/lotto_games/daily_3/winning_s/. As an application,
we examine some early data from Game Daily 3. We have collected a total of 2919 data
points from August 14, 1990 to August 13, 1998. The winning numbers were drawn every
day except Christmas days in years 1990, 1991 and 1992. This old dataset was obtained from
the official Minnesota lottery website but now it is no longer available. One may find it from
https://www.lotterypost.com/results.

Since our null hypothesis is that p; = -+ = p1goo = 1/1000, all three test statistics, X2,
Sn1, and Sp1 + ¢|Spe|, are the same. We first apply all 2919 data for the test. The observed
X2 is 978.5677 with mean 999 and standard deviation 44.69, and the standardized statistic is
(978.6777 — 999) /44.69 = —0.4572, which has a p-value 0.6962. To apply the new test R, we
assign a value 1.25 to these 800 weights ¢; to the cells associated to the drawing numbers whose
first digits are smaller than 8. Then we have an observed value —0.1774 for (Sp1 + [Sna| — (kn —
1))/0n, and the corresponding p-value is 0.6927. Therefore, at the 5% significance level, we
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Figure 1: Plots of the empirical distribution for the standardized test statistics (Sy1 + ¢|Sna| —
(kn, — 1))/0n1 and their theoretical limiting cumulative distribution W(z,cona/0p1) under the
null hypothesis from family with 7 = 0.2. ¥ is defined in . We select ¢ = 0,1, and 3,
corresponding to the tests Rg, R1 and R3. In these plots, the red/smooth lines represent the

theoretical cumulative distributions ¥(x, copna/opn1).
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Table 1: Estimated Sizes of Tests (Nominal Level a = 0.05): Probability distributions
under null hypotheses and the true distributions that are used to generate samples are from
family (3.1)) with different values for parameter r

Sample Distribution True Probability of Rejecting Hy for Tests

Size (n) kn under Hy | distribution R Ro Ri Rs Rs
100 50 r=0.1 r=0.1 | 0.0679 | 0.0638 | 0.0642 | 0.0536 | 0.0500
100 50 0.2 0.2 | 0.0663 | 0.0614 | 0.0668 | 0.0633 | 0.0599
100 50 0.6 0.6 | 0.0609 | 0.0593 | 0.0628 | 0.0672 | 0.0674
100 50 1.0 1.0 | 0.0576 | 0.0576 | 0.0576 | 0.0576 | 0.0576
100 100 r=0.1 r=20.1 ] 0.0610 | 0.0595 | 0.0569 | 0.0482 | 0.0450
100 100 0.2 0.2 | 0.0667 | 0.0610 | 0.0594 | 0.0567 | 0.0526
100 100 0.6 0.6 | 0.0579 | 0.0562 | 0.0594 | 0.0616 | 0.0642
100 100 1.0 1.0 | 0.0531 | 0.0531 | 0.0531 | 0.0531 | 0.0531
100 200 r=0.1 r=0.1 | 0.0644 | 0.0679 | 0.0567 | 0.0491 | 0.0413
100 200 0.2 0.2 | 0.0619 | 0.0579 | 0.0622 | 0.0536 | 0.0544
100 200 0.6 0.6 | 0.0580 | 0.0550 | 0.0606 | 0.0579 | 0.0539
100 200 1.0 1.0 | 0.0691 | 0.0691 | 0.0691 | 0.0691 | 0.0691
1000 300 r=0.1 r=0.1 ] 0.0571 | 0.0543 | 0.0574 | 0.0521 | 0.0519
1000 300 0.2 0.2 | 0.0552 | 0.0523 | 0.0567 | 0.0562 | 0.0538
1000 300 0.6 0.6 | 0.0515 | 0.0518 | 0.0527 | 0.0536 | 0.0556
1000 300 1.0 1.0 | 0.0514 | 0.0514 | 0.0514 | 0.0514 | 0.0514
1000 1000 r=0.1 r=20.1 | 0.0570 | 0.0594 | 0.0583 | 0.0533 | 0.0543
1000 1000 0.2 0.2 | 0.0525 | 0.0548 | 0.0526 | 0.0523 | 0.0489
1000 1000 0.6 0.6 | 0.0538 | 0.0534 | 0.0526 | 0.0505 | 0.0516
1000 1000 1.0 1.0 | 0.0530 | 0.0530 | 0.0530 | 0.0530 | 0.0530
1000 3000 r=0.1 r=0.1 | 0.0542 | 0.0600 | 0.0515 | 0.0501 | 0.0505
1000 3000 0.2 0.2 | 0.0549 | 0.0568 | 0.0570 | 0.0511 | 0.0510
1000 3000 0.6 0.6 | 0.0544 | 0.0546 | 0.0561 | 0.0553 | 0.0532
1000 3000 1.0 1.0 | 0.0565 | 0.0565 | 0.0565 | 0.0565 | 0.0565
1000 10000 r=0.1 r=0.1 | 0.0485 | 0.0648 | 0.0447 | 0.0468 | 0.0472
1000 10000 0.2 0.2 | 0.0544 | 0.0614 | 0.0506 | 0.0493 | 0.0494
1000 10000 0.6 0.6 | 0.0520 | 0.0590 | 0.0567 | 0.0491 | 0.0486
1000 10000 1.0 1.0 | 0.0567 | 0.0567 | 0.0567 | 0.0567 | 0.0567

14



Table 2: Estimated Powers of Tests (o = 0.05): Probability distributions under null hy-
potheses and the true distributions that are used to generate samples are from family (3.1]) with

different values for parameter r

Sample Distribution True Probability of Rejecting Ho for Tests

Size (n) kn under Hy | distribution R Ro R1 Rs3 Rs
100 50 r=0.1 r=0.05 | 0.0042 | 0.0455 | 0.1044 | 0.1408 | 0.1315
100 50 0.2 0.1 | 0.0041 | 0.0677 | 0.1998 | 0.3646 | 0.3864
100 50 0.2 0.3 | 0.3207 | 0.1377 | 0.2608 | 0.3679 | 0.3884
100 50 0.6 0.5 | 0.0436 | 0.0699 | 0.0909 | 0.1316 | 0.1614
100 50 0.6 0.7 | 0.1247 | 0.0856 | 0.1066 | 0.1463 | 0.1768
100 200 r=0.1 r=0.05 | 0.0025 | 0.0372 | 0.1120 | 0.1096 | 0.0893
100 200 0.2 0.1 | 0.0010 | 0.0413 | 0.2627 | 0.3577 | 0.3730
100 200 0.2 0.3 | 0.3890 | 0.1156 | 0.3178 | 0.3831 | 0.3935
100 200 0.6 0.5 | 0.0231 | 0.0573 | 0.0924 | 0.1526 | 0.1743
100 200 0.6 0.7 | 0.1399 | 0.0723 | 0.1111 | 0.1678 | 0.1946
1000 300 r=0.1 r=10.05 | 0.0000 | 0.0936 | 0.7955 | 0.9723 | 0.9823
1000 300 0.2 0.1 | 0.0001 | 0.2739 | 0.9465 | 0.9996 | 1.0000
1000 300 0.2 0.3 | 0.8806 | 0.3361 | 0.8425 | 0.9876 | 0.9951
1000 300 0.6 0.5 | 0.0369 | 0.1202 | 0.2360 | 0.5269 | 0.7207
1000 300 0.6 0.7 | 0.2917 | 0.1464 | 0.2591 | 0.5150 | 0.6971
1000 1000 r=0.1 r=10.05 | 0.0000 | 0.0577 | 0.9308 | 0.9825 | 0.9856
1000 1000 0.2 0.1 | 0.0000 | 0.1123 | 0.9937 | 0.9999 | 1.0000
1000 1000 0.2 0.3 | 0.9678 | 0.2041 | 0.9463 | 0.9953 | 0.9968
1000 1000 0.6 0.5 | 0.0072 | 0.0814 | 0.2860 | 0.7165 | 0.8531
1000 1000 0.6 0.7 | 0.3585 | 0.1000 | 0.2880 | 0.6896 | 0.8311
1000 3000 r=0.1 r=0.05 | 0.0000 | 0.0423 | 0.9741 | 0.9874 | 0.9880
1000 3000 0.2 0.1 | 0.0000 | 0.0657 | 0.9996 | 1.0000 | 1.0000
1000 3000 0.2 0.3 | 0.9951 | 0.1545 | 0.9902 | 0.9974 | 0.9979
1000 3000 0.6 0.5 | 0.0004 | 0.0632 | 0.4394 | 0.8597 | 0.9174
1000 3000 0.6 0.7 | 0.5278 | 0.0826 | 0.4314 | 0.8272 | 0.8948
1000 10000 r=0.1 r=0.05 | 0.0000 | 0.0431 | 0.9838 | 0.9883 | 0.9891
1000 10000 0.2 0.1 | 0.0000 | 0.0476 | 1.0000 | 1.0000 | 1.0000
1000 10000 0.2 0.3 | 0.9974 | 0.1292 | 0.9952 | 0.9967 | 0.9969
1000 10000 0.6 0.5 | 0.0000 | 0.0575 | 0.7122 | 0.9226 | 0.9377
1000 10000 0.6 0.7 | 0.7677 | 0.0777 | 0.6766 | 0.8997 | 0.9165
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Table 3: Estimated Powers of Tests (o = 0.05): Probability distributions under null hy-
potheses and the true distributions that are used to generate samples are from family (3.1) with
parameter r and family (3.2]) with parameter 7/, respectively

Sample Distribution | Distribution Probability of Rejecting Hy for Tests

Size (n) kn, under Hy under H; R Ro R Rs Rs
100 100 r =0.6 r’ =0.6 | 0.1562 | 0.1511 | 0.1536 | 0.1400 | 0.1173
100 100 1.4 1.4 | 0.3179 | 0.3418 | 0.3386 | 0.2895 | 0.2168
100 200 r =0.6 r’ =0.6 | 0.1197 | 0.1238 | 0.1215 | 0.0992 | 0.0808
100 200 14 1.4 | 0.1940 | 0.2260 | 0.2241 | 0.1647 | 0.1185
1000 300 r =0.6 r’ =0.6 | 0.8606 | 0.8739 | 0.8716 | 0.8513 | 0.8083
1000 300 1.4 1.4 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000
1000 1000 r =0.6 r’ =0.6 | 0.4694 | 0.4939 | 0.4833 | 0.4016 | 0.2968
1000 1000 1.4 1.4 | 09713 | 0.9758 | 0.9721 | 0.9403 | 0.8441
1000 3000 r =0.6 r’ =0.6 | 0.2252 | 0.2575 | 0.2370 | 0.1556 | 0.1104
1000 3000 1.4 1.4 | 0.6195 | 0.7019 | 0.6605 | 0.4225 | 0.2482
1000 10000 r =0.6 r’ =0.6 | 0.1156 | 0.1547 | 0.1292 | 0.0794 | 0.0671
1000 10000 1.4 1.4 | 0.2212 | 0.3412 | 0.2761 | 0.1275 | 0.0924

Table 4: Estimated Sizes and Powers for Tests Ry and R; for Equiprobable Cells
(o = 0.05). The distributions under alternatives are from family (3.1)) with parameter r and
from family (3.2)) with parameter 7/, respectively

Sample Power under family Power under family

Size (n) kpn | Tests Sizes | r=08 | r=12 | r=14 |7 =08 | =11 | r =12
100 100 | Ro 0.0531 | 0.0964 | 0.0900 | 0.3009 0.2013 0.3030 0.4264
100 100 | Ry 0.0593 | 0.1306 | 0.1262 | 0.4449 0.2544 0.3208 0.4656
100 200 | Ro 0.0691 | 0.0976 | 0.0973 | 0.2342 0.1830 0.2428 0.3349
100 200 | R1 0.0604 0.1256 0.1140 0.3720 0.2084 0.2234 0.3450
1000 300 | Ro 0.0514 0.4804 0.4739 0.9999 0.9978 0.9998 1.0000
1000 300 | Ry 0.0556 | 0.6341 | 0.6264 | 1.0000 0.9990 0.9998 1.0000
1000 1000 | Ro 0.0530 | 0.2249 | 0.2238 | 0.9515 0.9501 0.9998 0.9945
1000 1000 | R4 0.0552 | 0.5072 | 0.4986 | 0.9993 0.9604 0.9998 0.9988
1000 3000 | Ro 0.0565 | 0.1384 | 0.1435 | 0.6444 0.4710 0.6459 0.8444
1000 3000 | R 0.0561 0.5650 0.5587 0.9984 0.8342 0.7316 0.9675
1000 10000 | Ro 0.0567 0.0963 0.0972 0.3176 0.2268 0.3136 0.4599
1000 10000 | R1 0.0494 | 0.7127 | 0.7153 | 1.0000 0.8199 0.4869 0.9097
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Table 5: Estimated Sizes and Powers of Tests Ry and R; (a = 0.05): Probability
distributions under null hypotheses are from family (3.1) with parameter r and the distributions
under alternatives are from family (3.2]) with parameter 7’

Sample Distribution | Sizes for Tests | Distribution | Powers for Tests
Size (n) kn under Hy Ro R1 under H; Ro R1
100 100 r=0.6 | 0.0562 | 0.0612 r’ =0.6 | 0.1511 | 0.1844
100 100 1.4 | 0.0612 | 0.0665 1.4 | 0.3418 0.4478
100 200 r=0.6 | 0.0550 | 0.0515 r’ =0.6 | 0.1238 | 0.1525
100 200 1.4 | 0.0564 | 0.0606 1.4 | 0.2260 | 0.3704
1000 300 r=0.6 | 0.0518 | 0.0560 r’ =0.6 | 0.8739 0.9227
1000 300 1.4 | 0.0537 | 0.0548 1.4 | 1.0000 | 1.0000
1000 1000 r=0.6 | 0.0534 | 0.0547 r’ =0.6 | 0.4939 | 0.7565
1000 1000 1.4 | 0.0573 | 0.0560 1.4 | 0.9758 | 0.9995
1000 3000 r =0.6 | 0.0546 | 0.0542 r’ =0.6 | 0.2575 | 0.6527
1000 3000 1.4 | 0.0515 | 0.0547 1.4 | 0.7019 | 0.9949
1000 10000 r=0.6 | 0.0590 | 0.0497 r’ =0.6 | 0.1547 | 0.6164
1000 10000 1.4 | 0.0576 | 0.0505 1.4 | 0.3412 | 0.9947

couldn’t reject the null hypothesis and conclude that the 1000 possible winning numbers may
be drawn with equal probability.

Next, we test the hypothesis that p; = -+ - = p1goo = 1/1000 based on each of eight periods.
A period starts from August 14 in one year and ends next August 13. Namely, Period 1 is from
August 14, 1990 to August 13, 1991, and Period 2 is from August 14, 1991 to August 13, 1993,
so on. For each of the first seven periods, both tests result in large p-values. For Period 8, that
is, during Aug 14, 1997 to Aug 13, 1998, the p-value for test R is 0.00085, and the p-value from
test Ry is 0.002867. We identify that the data during August 14, 1997 and August 13, 1998
seem highly abnormal. We find out that both winning numbers (3,7,5) and (4,4, 8) appeared 4
times, and each of the other 11 numbers appeared 3 times.

Our second test procedure consists of 8 individual tests. In order to control the overall type
I error at the 5% level, we use the Bonferroni inequality for multiple comparisons, that is, we
reject the null hypothesis that p; = - -+ = p1goo = 1/1000 at level 0.05 if any of the 8 individuals
tests is rejected at level 0.05/8 = 0.00625. Since both tests R and R; have a p-value smaller
than 0.00625 for Period 8, we conclude that the hypothesis of equiprobability can be rejected at
level 0.05.
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Table 6: Estimated Sizes and Powers of Tests under Sparsity (Nominal Level a =
0.05): Probability distributions under null hypotheses and the true distributions that are used
to generate samples are from family (3.3)) with different values for parameter r

Sample Distribution True | Size or Probability of Rejecting Hy for Tests

Size(n) kn under Hy | distribution | power R Ro R1 Rs3 Rs
100 100 r=2 r =2 | size 0.0623 | 0.0607 | 0.0610 | 0.0547 | 0.0509
100 100 2 1 | power | 0.0000 | 0.0416 | 0.7327 | 0.8545 | 0.8613
100 100 2 3 | power 0.6877 | 0.2145 | 0.6008 | 0.7410 | 0.7559
100 200 r=2 r =2 | size 0.0609 | 0.0632 | 0.0597 | 0.0516 | 0.0520
100 200 2 1 | power | 0.0000 | 0.0331 | 0.7878 | 0.8529 | 0.8688
100 200 2 3 | power | 0.7450 | 0.1899 | 0.6616 | 0.7526 | 0.7626
100 400 2 2 | size 0.0584 | 0.0617 | 0.0517 | 0.0476 | 0.0468
100 400 2 1 | power 0.0000 | 0.0246 | 0.8237 | 0.8714 | 0.8712
100 400 2 3 | power | 0.7837 | 0.1690 | 0.6973 | 0.7543 | 0.7611
1000 300 r =2 r =2 | size 0.0598 | 0.0559 | 0.0601 | 0.0547 | 0.0518
1000 300 2 1 | power 0.0000 | 0.9779 | 1.0000 | 1.0000 | 1.0000
1000 300 2 3 | power | 0.9999 | 0.8164 | 0.9997 | 1.0000 | 1.0000
1000 1000 r =2 r =2 | size 0.0582 | 0.0602 | 0.0579 | 0.0540 | 0.0544
1000 1000 2 1 | power 0.0000 | 0.5604 | 1.0000 | 1.0000 | 1.0000
1000 1000 2 3 | power | 1.0000 | 0.5143 | 1.0000 | 1.0000 | 1.0000
1000 3000 r =2 r =2 | size 0.0551 | 0.0597 | 0.0536 | 0.0515 | 0.0516
1000 3000 2 1 | power | 0.0000 | 0.1361 | 1.0000 | 1.0000 | 1.0000
1000 3000 2 3 | power | 1.0000 | 0.3219 | 1.0000 | 1.0000 | 1.0000
1000 10000 r =2 r =2 | size 0.0511 | 0.0633 | 0.0520 | 0.0488 | 0.0487
1000 10000 2 1 | power | 0.0000 | 0.0384 | 1.0000 | 1.0000 | 1.0000
1000 10000 2 3 | power | 1.0000 | 0.2211 | 1.0000 | 1.0000 | 1.0000

5 Concluding remarks

In this paper, we investigate the performance of Pearson’s goodness-of-fit test when both the
number of cells and the sample size go to infinity. Under quite general conditions, we have
obtained the limiting distributions for Pearson’s goodness-of-fit test statistic and Zelterman’s
D? test statistic. By decomposing Pearson’s test statistic, we propose new test statistics so as
to overcome the bias problem of Pearson’s chi-squared test. Our simulation study indicates that
test R is superior to Pearson’s goodness-of-fit test R in general. R gains a much larger power
than R in most cases and is no longer biased. Our new test R is also much more powerful than
R for testing the equiprobable cells. For small and moderate sample sizes, as pointed out by

a referee, one can apply permutation procedures (Drikvandi et al. [5]) or bootstrap procedures
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(Nordhausen et al. [14]) to conduct the tests.

Supplementary material

Proofs of the main results in the paper are given in the Supplement.

Acknowledgements

The authors would like to thank the associate editor and three referees for their constructive
suggestions that have led to improvement in the paper. Chang’s research was supported in part
by the Major Research Plan of the National Natural Science Foundation of China (91430108), the
National Basic Research Program (2012CB955804), the National Natural Science Foundation
of China (11771322), and the Major Program of Tianjin University of Finance and Economics
(ZD1302). The research of Deli Li was partially supported by a grant from the Natural Sciences
and Engineering Research Council of Canada [grant no. RGPIN-2019-06065]. The research of
Yongcheng Qi was supported in part by NSF Grant DMS-1916014.

Disclosure statement

No potential conflict of interest was reported by the authors.

References

[1] Baglivo J., Olivier D. and Pagano M. (1992). Methods for exact goodness-of-fit tests. Jour-
nal of the American Statistical Association 87, 464—469.

[2] Cochran, W. G. (1952). The x? test of goodness of fit. Annals of Mathematical Statistics
23, 315-345.

[3] Cohen, A. and Sackrowitz, H.B. (1975). Unbiasedness of the chi-square, likelihood ratio,
and other goodness of fit tests for the equal cell case. The Annals of Statistics 3, 959-964.

[4] Cressie, N. and Read, T.A.C. (1989). Pearson’s x? and the loglikelihood ratio statistic G2:

a comparative review. International Statistical Review 57, 19-43.

19



[5]

[6]

[10]

[11]

[13]

[14]

Drikvandi, R., Khodadadi, A. and Verbeke, G. (2012). Testing variance components in
balanced linear growth curve models. Journal of Applied Statistics 39, 563-572.

Haberman, S.J. (1988). A warning on the use of chi-squared statistics with frequency tables
with small expected cell counts. Journal of the American Statistical Association 83, 555—
560.

Holst, L. (1972). Asymptotic normality and efficiency for certain goodness-of-fit tests.
Biometrika 59, 137-145.

Hutchinson, T. P. (1979). The validity of the chi-squared test when expected frequencies
are small: A list of recent research references. Communications in Statistics - Theory and
Methods 8, 327-335.

Koehler, K. J. and Larntz, K. (1980). An empirical investigation of goodness-of-fit statistics

for sparse multinomials. Journal of the American Statistical Association 75, 336—344.

Kim, S., Choi, H. and Lee, S. (2009). Estimate-based goodness-of-fit test for large sparse
multinomial distributions. Computational Statistics and Data Analysis 53, 1122-1131.

Larntz, K. (1978). Small-sample comparisons of exact levels for chi-squared goodness-of-fit

statistics. Journal of the American Statistical Association 73, 253-263.

Lawal, H. B. (1980). Tables of percentage points of Pearson’s goodness-of-fit statistic for
use with small expectations. Applied Statistics 29, 292—-298.

Mann, H.B. and Wald, A. (1942). On the choice of the number of class intervals in the
application of the chi-squared test. Annals of Mathematical Statistics 13, 306-317.

Nordhausen, K., Oja, H., Tyler, D. E. and Virta, J. (2017). Asymptotic and bootstrap
tests for the dimension of the non-Gaussian subspace. IEEFE Signal Processing Letters 24,
887-891.

Pearson, K. (1900). On the criterion that a given system of deviations from the probable
in the case of a correlated system of variables is such that it can be reasonably supposed to

have arisen from random sampling, Philosophical Magazine 50, 157-175.

20



[16]

[17]

[18]

[21]

22]

Read, T. R. C. and Cressie, N. A. C. (1988). Goodness-of-Fit Statistics for Discrete Multi-

variate Data. Springer, New York.

Rempala, G. A. and Wesotowski, J. (2016). Double asymptotics for the chi-square statistic.
Statistics and Probability Letters 119, 317-325.

Tumanyan, S. Kh. (1956). Asymptotic distribution of x? criterion when the number of
observations and classes increase simultaneously. Theory of Probability and its Applications
1, 131-145.

Voinov, V., Nikulin, M. and Balakrishnan, N. (2013). Chi-Squared Goodness of Fit Tests

with Applications. Academic Press.

Yarnold, J.K. (1970). The minimum expectation in y? goodness of fit tests and the accuracy
of approximations for the null distribution. Journal of the American Statistical Association
65, 864—886.

Zelterman, D. (1986). The log likelihood ratio for sparse multinomial mixtures. Statistics
and Probability Letters 4, 95-99.

Zelterman, D. (1987) Goodness-of-fit tests for large sparse multinomial distributions. Jour-

nal of the American Statistical Association 82, 624-629

21



Supplement

Pearson’s goodness-of-fit tests for sparse distributions

Shuhua Chang®®, Deli Li¢, Yongcheng Qi

?Coordinated Innovation Center for Computable Modeling in Management Science, Yango University,
Fujian 350015, China

Coordinated Innovation Center for Computable Modeling in Management Science, Tianjin University of
Finance and Economics, Tianjin 300222, China

Email: szhang@tjufe.edu.cn

“Department of Mathematical Sciences, Lakehead University Thunder Bay, Ontario, Canada P7B 5E1.
Email: dli@lakeheadu.ca

dDepartment of Mathematics and Statistics, University of Minnesota Duluth, 1117 University Drive,
Duluth, MN 55812, USA.
Email: yqi@d.umn.edu

Appendix: Proofs of the Main Results

For each j € {1,---,n}, define random variable X; = ¢ if E; occurs in the j-th trial of the
experiment. Then X;, 1 < j < n, are independent and identically distributed random variables
with P(X; =i) =p; for 1 <i <k,, 1 <j <n. Define

bij=I1(X;=i)—p; for1<i<k,, 1<j<n

and set ,
Aig=> 6ij for1<i<hky, 1<l<n.
j=1
For convenience, set A; g =0 for any 1 <7 < k,,.
From now on, we use E(-) to denote the expectation under the null hypothesis that P(E;) = p;
for 1 <4 < k,. When an alternative is specified as Hy: P(E;) = p} for 1 < i < k,, where
(1, ,p;n) # (p1,-* , Dk, ), E(|H1) denotes the conditional expectation under Hj.



We can easily verify the following equations:

E(6;j) =0, E(67;) = pi(1 — pi); (A1)
E(dij0i5) =0 if j # 5 (A.2)
pi(1—pg), ifi=1;
E(6;,0i ) = { o (A.3)
—pipi’, if i #4',
kn kn
Z 51‘7]' =0 and Z Ai,j == O, (A4)
i=1 i-1

where 1 <i4,7 < k,, 1 <j,j/ <n in the above equations.
Since Z§:1 I(X; = 1) is the sum of ¢ independent Bernoulli random variables, its distribution

is binomial. We have

E(A})) =tpi(1—p;), 1<L<n. (A.5)
We can also verify that
E(Ai ¢Aiye) = —lpipin, 1<y #ip <k,, 1<0<n. (A.6)
For each i € {1,--- ,k,}, we have
0; = zn:I(Xj =i) ando;—e; = Zn:(Sm- =0 (A.7)
j=1 j=1

We also need the following expectations under the alternative Hq

E(6;,5

Hy)=p;—p; and E(6;0; 5 |H1) = (p} — pi)* (A.8)

for 1 <i<kn, 1<j#5 <n
Lemma A.1. Let S,1 and Spa be defined in (1.2)). Then
11
Sp1 = ﬁ Z — Z (5@3‘152‘,]'2 +k,—1 (Ag)
i=1 Plicjizia<n

and

1 n  kn 51,]‘
Sna =~ d Y (A.10)

== Pi



Under the null hypothesis that P(X

Under the alternative Hy: P(Xq = 1)

=1) =p; for 1 <i<k,, we have

E(Sp1 — (kn — 1)) =0, E(Sp2) =0; (A.11)
=p} for 1 <i<k,, we have
kn / \2

E(Sp1 — (kn — 1)|Hy)

—w-py Bl g

p
(Sn2|H1) Z ! pz'
=1

i=1 ¢

Proof. With the notations in the beginning of the section, (A.10) can be verified easily by using

(A.7)). To show ([A.9)), notice that

kn
v o
i=1

*Z

*Z

Since 5% =I(X;

1 kn 1 n )

i) — 21(X; = i)p; + p. o8 I(X;

2
?:1 5@3]’)
np;
Z > b
b j1=1j2=1
e 1 &
Do il t oD ) 6 (A.13)
1<Jl¢32<n i—1 Pi j=1

i) =1, and Zf;lpi =1, we have

*ZZ( D orix, = i)+ i)

Z].j].

Ly (=D

]121

*Z(Z

= 1) +pz’)

n  kn

LYy A

j].l].

*ZZ o2

j=11=1 pi
Sn2+kn_1

(kn — 1)

which, together with (A.13)), yields (A.9).
Equations (A.11)) and (A.12)) follow from (A.9)), (A.10)), (A.2)) and (A.8). This completes the

proof.

O]



Lemma A.2. Let ¢;, 1 < i < k,, be non-negative numbers with E i1 ¢ = ky. Then for any
j=1

kn cj-‘rl
Buj =Y =k >0, (A.14)
i=1 7

and the equality holds only if for some ¢ > 0, ¢; = cp; for 1 <i < k.

Proof. We will prove ((A.14) by induction. By using the Cauchy-Schwarz inequality we get

I )2 o 1/2y2 NNV
% ? _ 1.2
% Z 1 /2 Z (Z 1/2Pi ) = kn
i=1 =1 pz =1 =1 pi
and the equality holds only if (-2 T C’;Z ) = c(\/P1, " »\/Dk,) for some ¢ > 0, and the latter

is equivalent to ¢; = ¢p; for 1 < i < k,. This implies (A.14)) holds with j = 1. Now assume
holds for all j < jg for some jo > 1. We need to show holds with j = jo + 1. If
jo+ 1 =2k is an even number where k£ > 1, then it follows from the Cauchy-Schwarz inequality
that

kn Cj0+2 1 kn k+1/ kn  k+1

1 ; 2 1 .
> g o (e Z PPz () 2w =k

i=1 Vi i=1 1 =1 i—1 Di

and the equality holds only if ¢; = ¢p; for 1 < i < k, for some ¢ > 0, proving (A.14) with
j=jo+1. If jo+1=2k~+1is an odd number with £ > 1, then again from the Cauchy-Schwarz

inequality
Cjo Ck+1 9 1/2\2 ;

Z Jorl Z( (2k+1)/2) Z(Pi )z (Z (2k+1)/2>
i=1 Pi i=1 DP; i=1 i=1 P;

En  k+1 o

ct .
> () = () =k,
-1 Pi

i.e. (A.14) holds with j = jo + 1. Similarly, we have the equality only if ¢; = ¢p; for 1 <1i < k,,
for some ¢ > 0. This completes the proof. O

Lemma A.3. Assume {n,, r > 1} is an increasing sequence of positive integers. If (2.2)) holds

with n = n, as r — oo, then (2.4) holds with n = n, as r — oo.

Proof. For brevity, we will drop the subscript r» and write n, as n in the proof.



To prove (2.4), we will employ a martingale technique. To this end, we first rewrite S, as

k
1 <=1
Sn1 = (kn—1) = Z — Z 0,1 0i o
= - Z Y Gigdig,
1<]1<]2<TL
k n (-1
2 =1
= 22 > D Gl
-1 P j=1
n kn /-1

Let Fpp = o(X1, Xa,--+,X¢) denote the o-algebra generated by {Xi, Xa, -+, X} for 1 <
¢ <mn, and F,o = {4, Q} is the trivial o-algebra. Now set

k
2 -1
Ze==Y —Nje1big, 1<0<n. (A.15)
n-—'pi
Note that 2,1 = 0. By the independence of d;  and F,,(,_1), we have
E(2ne| Fr(e—1) Z N 1 E(i 0| Fue—1y) =0 for 1 <L <n.

Therefore, {zps, Fne, 1 < £ < n, n > 2} form an array of martingale differences. Since
Sn1 = >_p_1 Znt, it is sufficient to show that

Ze 1 #nl d

Onl

In view of Corollary 3.1 in Hall and Heyde [1], the martingale central limit theorem (A.16)) holds

4 N(0,1). (A.16)

if the following two conditions hold:

21 ZE (22,1(|2ne] > €0n1)|Fne—1)) = 0 in probability (A.17)
Tn /=1

for every € > 0, and
1 n
—= Y E(27|Fae-1y)) = 1 in probability. (A.18)
L p=1

2
On

5



Recall z, is defined in (A.15)). We have
: Aiy 18,01
e = n? Z “’.—412751'1,551-2,5- (A.19)
1<iy,i2<kp, pllplg

By taking conditional expectations on F,,,_1), using the independence of d;, ¢0;, ¢ and Fy,p_1)

we get

E(zgl Fae-1))
Ajy—10, 0
Z ME(éil,e&g,Afn(ﬁ—l))

\<it i<k, PP

S Sttt )

1<iy ia<kn PirPiz

4 Aiy-1Diy0-1 Ai-1Diy0-1
- 7( D, T Qg+ ) %E(%ﬁm,z))'
" 1<iy=ia<kn, PiyPiz 1<in 212 <kn PiiDiy

In view of (A.3)) and (A.4]), we get for 2 </ <n

3[0‘ N

3{0‘ N

E (20| Frge-1))

A?
- %( Z TN ) — Z A¢1,£—1Ai2,6—1)

P

1<i<kn 1<y #ia<kn
1 et A; 1A Aj 1A
= 3 Yo ——1-p)+ > ine-1Bi01— Y i -1, 01
1<i<k, Dl 1<iy—ia<kn 1< i <kn
4 Az@ 1 2
- A(Z e © st (X )
1<i<kn ¢ 1<i<kn 1<i<n
_ 4 Z Ay
n? Pi '

1<i<knp

Therefore, we get the conditional variance for the martingale differences {z,s, Fne, 1 < £ <

n, n>2}

n|c‘ ZE nZ|‘F (e— 1 QZ Z ZK 1 (AQO)

=2 1<i<kp pi



and from ({A.5])

Bz = 5y 3 imior)

=2 1<i<ky,
4 n
= -y Y 0w
(=2 1<i<kn
4 n(n—1)
= 2 g D)
_2(n—1)(k, - 1)
N n
. (A.21)

where 02, is the variance defined in Theorem
Taking into account the above computation, (A.17)) and (A.18) follow if we can verify the

following equations

ZE(ZiE) =o(ol)) asn — oo (A.22)
and
E(UZ‘C — 022 =o(ck) asn — oo (A.23)

We will prove (A.23) first. Rewrite

2 o zél
A= > Y e

=2 1<i<kp

= nQZZ > il

(=2 i= 1 1<]1j2<f 1

Y] Z Z (i 675 +2 Z 5i,j15i,j2>

1= i=1 PN 3 1<j1<j2<€ 1

4nkn

1
= B2 Zfﬁ o QZZ D G

)

(=2 i=1 1= im1 P Y 1< <ja<t—1
= p + Ino.
Then (A.23) follows if
2
E(Inl — 031) = 0(031) and E(I,QLQ) = 0(031). (A.24)



Note that

n -1 ky
R DD DI
1= j=1i=1 P
n f{—1 kn
) 3) I = NP o)
(=2 j=1 i=1
n (-1 kn
- nzzz@ 1)
(=2 j=1 i=1
n /-1 kn
= LYY (IR )
=2 j=1 =1
n f—1 kn
- n222<2 ’]—HC _1)
(=2 j=1 i=1
n (-1 kp 4 n (-1
S5 ) 3 LHIES 3) po
(=2 j=1 =1 (=2 j=1
n -1 ky
- 2222 -
=2 j=1 i=1
nlk"

- 2
- ar g

7j=11i=1

The last step is obtained from the previous one by taking summation over ¢ first. In view of



(A.2) and (A.3) we get

p \2 16 S (n— j)6ij 2
Bl -k’ = 2gp(3 >0 D)
=1 i=1 ¢

16 Z Z (n—j1)(n _j2)]E(5i1,j15i2,j2)

Diy Dig

1<41,42<n—11<i1,i2<kn

n—1 :
16 (n— 7)*E(8,,504,.5)
- 7’L4 Z Z Pi1Dis

j=1 1<iy,i2<kn

16 ( pi(1 —pi) pz —pilpz-g)

j= 1 1<i<kn 1<i175i2§kn

Il
o)
—
S)
S
N—

We have used the fact that lim,, #(Zf"l pi — k%) = 0, which follows from condition (2.2)

since

= o(nkn)k/? = o(nk?) (A.25)

from the Cauchy-Schwarz inequality. The first part of (A.24) is obtained.
To prove the second part of (A.24]), we can take summation over ¢ first. Then we have

Ino = 2 Z Z Z i ,j16i,j2

1= i=1 P P 1< <jo<t—1

= 222 ]AJ 103,

7j=21=1

We note that E(Ail,jl—lfsil,ﬁAi27j2—15i27j2) = 0if j; # jo for any 1 < iy,i5 < k,,. We thus have



from equations (A.1)), (A.3), (A.5) and (A.6]) that

64 n — j1 n— jg)
E(L%Z) = nt Z Z ( X E(Aihﬁ*l‘sihhAiz,h*léiz,jz)

2< 1 j2<n 1<is iz <kn PirPiz

64 — )2
= i > > ME(Ah,jfléil,inz,jfl(siz,j)

95 <n 1<is ig<k, P0Pi2

64 — )2
= A > 2 ME(Aimflﬁia,jfl)E(5i1,j5i2,j)

9<j<n 1<is ig<k, P0Pi2

i — 1)p2(1 — p;)? | 1)p? p?
_ 64 (n_j)2< 3 (4 1)pz2(1 P > (J 1)p“p12)

4 . .
" 2<in 1<i<kn Py \<iyZiack,  PiPi>
64 N
T ot (”_3)2(9_1)< . W=p+ > pz-lng)
2<j<n 1<i<kn, 1<i1 #i2<hn
64(kn — 1) N2
= — D (=G-
2<j<n
= O(kn—1)
= O(Uil)v

proving the second part of (A.24)).
Finally, we show (A.22). To estimate E(z2,), we need the following calculations which are

straightforward:

dy(i): = E(5%) =pi(1—p)* +pi(1—pi),
ds1(i,5): = BE(6},0;0) = pipj(1 — pi — pj) — (1 — pi)’pips — 0} (1 — p;)pj,
doo(iyg): = E(67,0%,) = pipj(1 — pi — pj) + pi5 (1 — pi)® + pipi (1 — p;)*,
do1(i,j,m) : = E(67, ]é(smf) Pipipm(1 = pi — pj — Pm) + (1 = pi)*pip;pm

—pipj(l — Dj)Pm — Pipipm(1 — pm),
diia(i, 5, m,r) = (0005 00m,00r0)
= piPiPmpr(1 —pi — pj — pm — pr) — PiPjpmpr(1 — pi)
—piPjPmpPr(1 — pj) — PiDjPmPr(1 — Pm) — PipjPmpr(1 — pr)
= —3piDiPmpr,

where integers i, j,m,r € {1,--- ,k,} assume different values if they appear in the same equa-

10



tions. Then it follows from the above equations that

dy(i) < 2p;, |d3,1(4,7)] < 3pipj, da2(i,j) < 3pipj, |d2,1,1(4, 5, m)| < 4pipipm

and
di,1,1,1(%, 5, m, 1) = =3piPiPmpr-

Now we estimate E(Az‘l,zAz‘g,EAi3,éAi4,£)~ Note that

¢ ¢ ¢ ¢
E(Aj 0Dy oDy eDNiye) = E( Z Oiy 01 Z Oig 0 Z Ois,05 Z Oists)

l1=1 lo=1 l3=1 l4=1
= E( Z 51'1 N4 5i2,52 5i3753 51'4754)

1<8y o l3,04<L

- Z E((Silygl 51’2742 51'3,&3 (51'4,&1) .

1<0y ,€2,03,04 <L

It is easy to see that E(éll,gléwb&&@ 147&) % 0 only if {1 = €y = €3 = Ly, or {1,402, 03,04 form

two distinct matching pairs such as ¢1 = £y # {3 = £4. Therefore, we have

E(Ail,EAig,éAig,EAm,é) = Z (6117j512,]523,j624,]) Z E(6i17m5i2, ) (513, 614,7")
1<j<€ 1<m#r<t

+ Z 21, 13 m)E(5u7 524, ) Z E(5i17m5i4,m)E(512, 523,7")-
1<m#r<j 1<m#r<j

This, together with (A.3)), yields

V@) = E(AL) = tda(i) + 3000 = D)p? (1 - pi)?,

Déﬂ(z,a): = E(AYA;0) = bds 1(3,5) — 30(¢ — 1)p2(1 — pi)ps,

$00.5) = E(A2,A%) = Lda (i, ) + (0 — 1) (pipi(1 — pi) (1 — pj) + 2p7p?),
m): = E(AFA; 1A ) = lda1 (i, ,m) + €0 — 1) (3pipjpm — PipjPm);
) (A

i 0N A oAy p) = Ldy 11,1, §,m, 1) 4+ 30(0 — 1)pipipmpr,

£)
Déll(l ]’

l
D§7%7171(z jm,r): = E

where i, j, m,r are different integers if they appear in the same equation. Therefore, we get

11



DY V)da(i) < alp? + 603},
D:(ff (i,4)ds (i, 5) < 9pip; + 9pip3,
DYV (i, j)dap(ig) < 9Cp2p?,
DYV, Gom)dan 1 iy j,m) < 160p2p2p2,,
DTGy goma )i aa(iyjym,r) < 9Cp2pipl p2.

It follows from (A.19) that for 2 < /¢ <n
4 AN —10y 010 0-10, o
4 _ * Z i1 0—1824y f—1 43 4—1344,0—1

Z =
nl 4
1<y in, i3 yia <hn PirPizPisPia

iy 005005500, 0

and thus
E(A m18, -1 0-10,,0-1)
DPi1PisPisDiy

E (8, ,60i,00i5,00i40)- (A.26)

1<y, iz,i3,ia<kn
We will divide {(i1,42,13,74) : 1 < 'i1,12,143,44 < n} into several subsets, and classify these subsets
into groups. The contributions to E(sz) from subsets within each group are the same, and we
will list only one representative subset within each group. The above inequalities will be used

in the following estimations.
e Group 1: iq,19,13,14 are the same, that is, {(i1,12,43,14) : 1 < i3 =iy = i3 =iy < n} =: Gy.
The sum of the summands over (G; on the right-hand side of (A.26)) is equal to
1
o)=Y D“ D(i)da()) <46 -1)Y 5 +6(0- 12y —.
1<i<n pl i=1 471 im1 Pi
e Group 2: Exactly three of i1, 12,173,174 are the same. A representative is {(i1,42,13,74) : 1 <

i1 =9 = i3 # iy < n} =: Gy. There are 4 such subsets. The sum of the summands over
G2 on the right-hand side of (A.26) is equal to

k

1 "1

ot = 3 DTV ) (i) 9 1)) — +9( — 1)k,
1<17éy<np2p] =1 Y

e Group 3: iy,i9,13,44 form two distinct matching pairs. A representative is {(i1,i2,i3,74) :
1 <iy =19 # i3 = iy < n} =: G3. There are 3 such subsets within this group. The sum
of the summands over G5 on the right-hand side of (A.26) is equal to

¢ 1 -1, . o
7y = > ﬁDé,z (i, §)da(i,5) < 9(€ — 1)%K2.
1<ij<n P17

12



e Group 4: Exactly two of i1, 19, 13,74 are the same and there is only one matching pair. A
representative is {(i1,42,13,14) : 1 < i1 = ig # i3 # 14 < n} = G4. There are 6 subsets
within this group. The sum of the summands over G4 on the right-hand side of (A.26) is
equal to

¢ 1 —1),. . .
o) = Y DY Vi, j,m)da11 (i, G, m) < 16— 1)%k,.
1<ijAm<n PiPIPM

e Group b5: 41,149,153, 14 are distinct, that is, {(il,ig,ig,u) 1 <ip FigFizFig < n} =: Gs.
The sum of the summands over G5 on the right-hand side of (|A.26) is equal to

¢ 1 1) . . .
Ué ) = Z ng,l,l?l(ZLj? m, r>d1,171,1(17.77 m, T) S 9(£ - 1)2
1<ijEmetr<n DiPjPmPr
Therefore, we have for 2 </ <n

4

E(zie) < v (Uge) + 4056) + 30:(3@ + GJY) + Uéz)).

By summing up on both sides of the above inequality we have

n

SEGL) < ;ﬂ(ia@ 1Y 33 o0 463 ol + 30 0l)
(=2 (=2 (=2 (=2 (=2

(=2

k k k
2 «— 1 8= 1 72~ 1 48k,
< (5) G- )+ —+
ETAR TR AN
36k2 T2k, 12
+—"+ =+ =
n n n
k k
2 =1 801 36(kn+2)?
n im1 D; - Di n
Since 02, ~ 2k, equation ([A.22) follows immediately from (A.25) and condition (2.2). This
completes the proof. O

Lemma A.4. Let ¢; > 0, 1 < i < k,, be given weights such that Zf;l ¢ = k,. Assume

{n,, r> 1} is an increasing sequence of positive integers. If

k2
Bn’f —0 and r— — 0 asr — oo, (A.27)
nrﬂnrl nrﬂnrl
where B, ;’s are defined in (A.14), then we have
S.
one2 4, N(0,1) asr— o0, (A.28)
On,2

13



where Tpo is defined in (2.12). If, additionally, (2.2]) holds with n = n, as r — oo, we have

Sp1— (kn, —1) S
( i jﬂ) 4 (71, 2,), (A.29)
On,1 On,.2
where Z1 and Zy are i.i.d. standard normal random variables.
Proof. As in the proof of Lemma we denote n, as n for brevity.
It follows from (2.11)) and (A.7) that
kn o
SnQ = ZQ(;: — 1)
i=1
1om e &
= = - I(X: =4) —c )
w2 (2106 =0 —em
=1 7=1
1 s e GI(Xj =)
- I (yettis ),
i im bi
Set .
el (X; =1
ynjzzw—kn, 1<j<n. (A.30)
i=1 b
Then S,» = %Z?:l Ynj- Note that yp1,---,ynn are n iid. random variables with mean 0.
Since for any integer r > 2
E(Z al(X; = l))r _ E(Z CH(Xi = Z)> _
i=1 pi i=1 P i—1 Pi
we have . i
Nel(X; =1i)\2 ¢
B) =B(3 T g oy g
- Di — D;
i=1 i=1
which implies
Gog = Var(Spe) = @ (A.31)
n

14



Furthermore, we have

kn —
E(ym) = E(Z CJ();J_Z) - k”>4
i=1 ’
ko B kn
_ E(ZCZI();} Z))4_4knE<ZCzI();j—Z)>3
1 7 i=1 ¢
o En
+6k§E(Z CZI()Z(;. z)) _4sz<Z al(X; = 1)) + k2
- i1 . =1 . )
_ ﬁ—k,‘i—zlkn( %—kg)“Lsz(Zﬁ i)
=141 =1 "7 =1
kn CZ-’L 4 2 o 2
< zp—g—kn—l—ﬁkn(zpi _kn)
i=1 Tt =1
= Buz + 6k2Bm
from ~
Note that as n — oo
1 n E ;41 /Bn 6]437%
T D) = S S g s Y

j=1
from ([A.27)). This is Lyapunov’s condition for the central limit theorem

Sua _ =19 4oy,

On2 VnBn
Therefore, we have proved (A.28)).

Since both % and % converge in distribution to the standard normal, to show

(1A.29), it suffices to show that for any s,t € R

S — (kp, — 1 S
g2nt — A\ ) (ki ) —i—tjm A N(0, s? +t2),
Onl 0n2

or equivalently

nl — n_l 7n
5 Sm=(ka—1) E Sw2 4y ), (A.33)

Th(s,t) = + =
n( ) V82 + t2 Onl V82 + 12 Tn2

Now fix s,t € R. Set

15



Note that y,, = Zfﬁl Ciﬁj”“’. Define

Tne = ApZpe + bnynfv

where z,,’s are defined in (A.15) in the proof of Lemma Then we have

n
t) = Z Tnp.
/=1

Obviously, {ne, Fne, 1 <€ <mn, n>1}is an array of martingale differences.

In view of (A.3]) and (A.4]), we have E(6;¢dy¢) = pil(i = i') — pjpir and ngl Aie—1 =0,
which imply

'IL TL C/
E(yneznel Fae-1)) = *ZZ — A o-1E(8; 001 ¢)
=1 4/= 1pl i!
-2 > o—1Pi —*ii Y Aipipi
— z ) z —1PiPy
"y ciTi<g, PiPY i=1 =1 PPV

= 72074 b 1_*27102 ZAZK 1
_ 2 i cilAig—1
B n; Di '

Therefore, we have
E(E(ynéznf"rn(ﬁ—l))) =0.

Define .
Tn = ZE(ynfznAfn(ffl))‘
/=1
Then 7,, can be written as
9 n—1 ' kn . 5 9 n—1 -
Tn = *Z(”_])Z = *Z(n_J)ynjv
et =1 Pi et

where y,;’s, as defined in (A.30)), are iid random variables with mean 0 and variance £,1. We
conclude that
E(72) < 4nBp1. (A.34)

16



By using the formula

:177216 = (anznf + bnynﬁ) = CL znf + b2 nYne + 2anbyp, ZnlYnk,

we get the conditional variance for the martingale differences {xz,,}

)\n|c: = ZE(xie’fn(efl))
=1

= al Y Bl Fue-n) 02D EWadFae-1) + 2anbn Y E(zaeynel Fae-1)
=1 =1 =1

= aia?ﬂc + nbiﬁnl + 2a,b, Ty
Therefore, we have from (A.20]) and ( - ) that
()\nlc) = a0l 4 nb2Bu +0=1.

By using the same argument as that in the proof of Lemma if we can show

> E(ah) = o(1) (A.35)
(=1

and
E(A2, — 1)? = o(1), (A.36)

then we can apply the martingale central limit theorem to obtain (A.33)). In fact, since

>‘n|c 1= CL?L(O',?”C - 01211) + 2a,b, 7y,

we have from the c,-inequality
B2, —1)? < 2(ahB(o?, - 02)? + 4a262E(72))

nlc

IN
DO

E(U?ﬂc — o)’ 4E(72)

( * b
nl O-nlnﬂn1
— 0

in view of (A.23) and (A.34). This proves (A.36). Again, by using the ¢,-inequality we have

that as n — oo

ZE(xiz) < 82<E ¢)+bE (yiz))

=1 =
< i y E(2ng) + S — Zn:E(y4e)
= O i
— 0

17



from (A.22) and (A.32)), proving ({A.35)). This completes the proof of the lemma. O

Proof of Theorem[2.1] Theorem [2.1]is a direct consequence of Lemma when n, is the entire

sequence of all positive integers. ]

Proof of Theorem . We will employ subsequence arguments, that is, holds if and only
if for any increasing sequence of positive integers, there exists its further subsequence, say,
{n,, r > 1} such that holds along n = n, as r — oo. Since 02,/02 € [0,1), n, can be
selected in a way that o2 ,/02 has a limit in [0,1]. Therefore, it suffices to show that
holds for n = n, for any increasing sequence of integers {n,} as long as

2
lim Tn,2
r—00 o'nr1

= v for some v € [0, 1].

First, consider the case v = 0. From Chebyshev’s inequality, we have that for every § > 0

’Sn 2’ 1 ‘Sn 2| 2 1 O'?L 2
p(Pn2l S s <—]E< ”):— 2 )
( On, )< 52 On, 62 o2

as r — 0o0. This implies S),,2/0y, converges to zero in probability as r — oco. Since ([2.2)) implies

(2.4) from Theorem we obtain

XT%« B (kn'r _ ]‘) — On,1 Snrl — (knr — 1) + SnTQ
On,. On,. On,1 On,.
S — (k. —1
= (o= =l
On,1
4 N(0,1)

as r — 00, i.e. (2.5) holds with n = n,.
Now consider the case v € (0,1]. We can use Lemma for ¢ = -+ = ¢, = 1. In this
case, Sp2 = Sp2, Tno = 02, and conditions (2.13)) and (2.3)) are the same.

Since 02, ~ 2k, we have

2 2 2
o-n,«2 ~ 20-1%2 _ 20—7%2 N 2v >0
2 - 2 2 _ :
K, On,1 Onp — On,2 L—w

The above limit is interpreted as infinity if v = 1. This, together with (2.3)), implies that the
first term within the parentheses in (2.3)) must tend to zero as n = n, goes to infinity, that is,

8 S e — K
ny3 =1 Py Ny
= 1 — 0

2
nr By 1 nga—nﬂ
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as 7 — 00. We have used (A.31)) here. Furthermore, (2.2) and (A.14]) with 7 = 2 imply that
“n — (0 as n — oo, and thus

k2 k, k
— T = T 2”* —0 asr— oo.

nfrﬂnrl n72~ On,1
Therefore, (A.27)) is satisfied. In view of (A.29)) we have

‘)C;%T - (knr - 1) o On,1 Snrl - (k'nr - 1) + On,.2 Snr

24 SoZy NI — 0.
2

On, On, On,1 On, On,

The above limit is a standard normal random variable. Thus, we have proved (2.5) with n =
Ty OJ

Proof of Theorem [2.3 Theorem [2.3]is a special case of Theorem [2.4] O

Proof of Theorem . When ¢ = 0, the test statistic S,1 + ¢[Sp2| is the same as Sy, and
Theorem ensures Theorem Therefore, we focus on the case ¢ > 0. We note that

Sp1 + ¢|S co
sup‘P(nlU|nQ|§a:) —P<Z1+ n2|22| Sl‘)‘
x nl Onl
— sup ‘P( L SmtclSnal x) - P(i,(z1 + 921 7,) < x)‘ —: 0.
T 14+ 76;:12 Onl 1+ 7657?12 Onl

We will also use subsequence arguments as those in the proof of Theorem To show that ©,,
converges to zero, it suffices to prove that ©,, — 0 as r — oo for every increasing sequence of

integers {n,} such that
COn,p2
Ongpl
COn,.

L+ 2

Onpl

The proof is similar to that in the proof of Theorem

COny2

Onpl

— v for some v € [0,1].

When v = 0, we have

that

— 0 as 7 — oco. By using Chebyshev’s inequality we can show

CSnTZ COp,.2 Snr2 . .
= — converges to zero in probability,
On,1 On,1 On,2

which, coupled with Lemma, yields that

1 Sp1+clS 1 S, cS. S,
L 1+ ¢S, 2 _ — nel | SOme2 (1+0(1)) nel 0p(1) S N(0,1).
1 + g':rf O-nrl 1 + #7‘12 O-n'rl 0n7'1 O-nTl
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Obviously, we have m L (Z1+ ci"ff |Z2]) = Z1. Therefore, we get

Eovy
1S, Sh
sup |p< L Swait AlSna| x) —®(z)] > 0 (A.37)
x 1 + #’412 O'nrl
and
1 T
sup\P(T(Zl—i— T2y 700) Sa:) —®(z)| >0 (A.38)
T 1+ an On,1

as r — 0o. By using the triangle inequality, ©,, is dominated by the sum of the two suprema
above and thus converges to zero.

When v € (0, 1], by following the same arguments in the proof of Theorem we can show
is satisfied. Hence, we can have (A.29), and both " 1 SnpitelSnpal g 1 (Z1 +

Conp2 Onpl + COnyp2

Tngpl Tngpl

Cnrz| 7,|) converge in distribution to (1 — v)Z; + v|Zs| which is a continuous random variable.

Onpl

Denote the cumulative distribution of this limit as ®,. Then (A.37) and (A.38) hold if ® is

replaced by ®,. Again, by using the triangle inequality we get that ©,, converges to zero as

T — 00. O
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