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ABSTRACT. We give conditions for regularity of solutions of three dimensional incompressible Navier-Stokes

equations based on the pressure and on structure functions.

On the occasion of the centennial anniversary of O. A. Ladyzhenskaya

1. Introduction

We consider solutions of incompressible Navier-Stokes equations in R3, with smooth and localized

initial data, and discuss conditions in terms of pressure and structure functions that are easily accessible

and guarantee that solutions which are smooth on a time interval [0, T ) have smooth (and hence unique)

extensions beyond T . The literature on regularity issues for Navier-Stokes equations is so extensive that we

are not able to give here even the beginning of a survey. We mention just some minimal references in this

short paper, with apologies to the many authors and works we knowingly or unknowingly leave out.

We discuss unforced Navier-Stokes equations

∂tu+ u · ∇u− ν∆u+∇p = 0, (1)

with

∇ · u = 0, (2)

and

u(x, 0) = u0. (3)

The kinematic viscosity ν is a strictly positive constant, u is the velocity, p is the pressure. Most of this

paper is concerned with solutions in the whole space, but there will be a few instances in which we refer to

the bounded domain case. In that case the assumed boundary conditions are homogeneous Dirichlet,

u| ∂Ω = 0. (4)

We maintain a sparing notation throughout the paper, omitting arguments and indices as often as we can.

We recall the local existence result for initial data (at time T0) in V . The spaces H (mentioned below)

and V are spaces of divergence-free vector fields which are completions of smooth compactly supported

divergence free fields in the topologies of L2 and H1. The norm in V is called the enstrophy. In the whole

space it corresponds to the Ḣ1 norm. Initial data with finite enstrophy lead to local strong solutions, that is

unique solutions belonging to L∞(T0, T0+τ ;V )∩L2(T0, T0+τ ;H2∩V ) for some τ > 0. Strong solutions

are C∞ smooth for t > T0 in smooth domains [5]. By ”conditions for regularity” for smooth solutions on

a time interval [0, T ) we mean conditions which guarantee u(T ) ∈ V . These are global regularity condi-

tions. We note here that we are not talking about ε- regularity concepts ([11]) which are conditions on weak

solutions in space-time cylinders, which imply pointwise local regularity inside a smaller cylinder. When

assembled over space time, these conditions lead to partial regularity, and may lead to global regularity if

additional assumptions are in place, (for instance a single potential first singularity at one point). In this

paper we consider conditions which lead directly to persistence of regularity.
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There are several well-known conditions for regularity. One of the simplest is
ˆ T

0
‖u(t)‖4V dt ≤ MV < ∞. (5)

From it, we have in a straightforward manner [5] that

‖u(t)‖2V ≤ ‖u(0)‖2V exp
(
Cν−3MV

)
(6)

for all 0 ≤ t ≤ T . We adhere to the good practice that arguments of exponentials or logarithms should be

nondimensional. Another easy to prove explicit condition is based on ‖∇u‖L3 (see below, Theorem 5).

The celebrated Ladyzhenskaya-Prodi-Serrin conditions [11] are
ˆ T

0
‖u(t)‖pLqdt ≤ Mp,q < ∞, (7)

with
2

p
+

3

q
= 1, (8)

and 3 < q ≤ ∞. When q = 3 the condition is

‖u(t)‖L3 ≤ M3 < ∞, t− a.e. on [0, T ]. (9)

As it is very well-known, the Ladyzhenskaya-Prodi-Serrin conditions imply regularity. The following is the

explicit bound on the enstrophy.

THEOREM 1. Let Ω be a bounded open domain in R3 with smooth boundary, let q > 3 and let u be a

strong solution of the Navier-Stokes equations in Ω on the interval [0, T ]. There exists an absolute constant

C such that

‖u(t)‖2V ≤ ‖u(0)‖2V exp

[
Cν

− q+3
q−3

ˆ t

0
‖u(s)‖

2q
q−3

Lq ds

]
. (10)

holds for 0 ≤ t ≤ T . In particular, if (7) holds then

‖u(t)‖2V ≤ ‖u(0)‖2V exp
[
Cν

− q+3
q−3Mp,q

]
. (11)

PROOF. Here is a brief proof. We recall that the Stokes operator is defined as

Au = −P∆u, (12)

where P is the Leray projector on divergence-free vector fields. We recall

‖u‖H2(Ω) ≤ C|Au|H , (13)

the fact that

‖u‖V = ‖u‖H1(Ω), (14)

and the notation

B(u, v) = P(u · ∇v). (15)

We start with the enstrophy evolution

1

2

d

dt
‖u‖2V + ν|Au|2H = −(B(u, u), Au)H ≤ |B(u, u)|H |Au|H (16)

Now, because P is a projector, it follows that

|B(u, u)|H ≤ ‖u · ∇u‖L2 . (17)

A Hölder inequality with exponents q, 2q
q−2 , 2 yields

|B(u, u)|H ≤ ‖u‖Lq‖∇u‖
L

2q
q−2

, (18)
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and because 2 < 2q
q−2 < 6, interpolation yields

‖u‖Lq‖∇u‖
L

2q
q−2

≤ ‖u‖Lq‖∇u‖1−
3
q

L2 ‖∇u‖
3
q

L6 (19)

Using the embedding H2(Ω) ⊂ W 1,6(Ω), (13) and (14), we have

|B(u, u)|H ≤ C‖u‖Lq‖u‖1−
3
q

V ‖Au‖
3
q

H (20)

Thus, from(16) we have
1

2

d

dt
‖u‖2V + ν|Au|2H ≤ ‖u‖Lq‖u‖1−

3
q

V |Au|1+
3
q

H (21)

and Young’s inequality with exponents (12(1 +
3
q
))−1, (12(1− 3

q
)))−1 yields

1

2

d

dt
‖u‖2V + ν|Au|2H ≤ ν

2
|Au|2H + Cν

− q+3
q−3 ‖u‖

2q
q−3

Lq ‖u‖2V . (22)

The claimed inequality (10) follows by integrating the ODE inequality (22). �

REMARK 1. The same result holds in R3 or T3 with the same proof.

If q > 3, the bound on the enstrophy is precise and quantitative. In the case q = 3, in order to have

a good quantitative control it is useful to have a form of finite uniform integrability of |u(x, t)|3. This

condition is

∃δ > 0, ∀t, ∀A, |A| ≤ δ ⇒
ˆ

A

|u(x, t)|3dx ≤
( ν

2C

)3
. (23)

In the left hand side, |A| is the Lebesgue measure of A. In the right hand side, ν is the kinematic viscosity

and C is the constant in Morrey’s inequality,

‖u‖L6(R3) ≤ C‖u‖Ḣ1(R3). (24)

REMARK 2. The condition (23) is uniform in time, but it is much weaker than uniform integrability,

because ν
2C is fixed.

THEOREM 2. Let u be a strong solution of the NSE in R3 on [0, T ]. Assume (23). Then

‖u(t)‖2
Ḣ1 ≤ min





‖u0‖2Ḣ1 exp {t
(

‖u0‖2
L2

δν

)
},

‖u0‖2
Ḣ1

+ 2
δν2

‖u0‖4L2 ,
(25)

where δ is the constant in (23).

REMARK 3. The time exponential bound is better than the time independent bound for times shorter

than δν
‖u0‖2

L2
log

(
1 +

2‖u0‖4
L2

δν2‖u‖2
Ḣ1

)
. After that time, the time independent bound is smaller. In either case, the

bound (25) implies that the enstrophy is bounded on [0, T ], which in turn implies that the solution has a

unique strong extension beyond T .

PROOF. The proof (based on ([7]) follows from the enstrophy equation (16) using the fact that

|{x; |u(x, t)| ≥ U}| ≤ U−2‖u0‖2L2 (26)

with the choice of

U = δ−
1
2 ‖u0‖L2 , (27)

and estimating the nonlinear term separately in the region where |u(x, t)| ≥ U and where |u(x, t)| ≤ U by

‖u · ∇u‖L2 ≤
(
ˆ

|u||≥U

|u|3dx
) 1

3

‖∇u‖L6 + U‖∇u‖L2 . (28)
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Then, using the assumption (23) we obtain

‖u · ∇u‖L2 ≤ ν

2
‖∆u‖L2 + U‖∇u‖L2 , (29)

we absorb the first term in half the dissipation and use a Young inequality in the second term. We end up

with ODE inequality

ẏ ≤ U2

ν
y (30)

for the quantity y = ‖u‖2
Ḣ1 with U given by (27). The exponential bound in inequality (25) follows from

Gronwall, and the time independent bound follows by using ν
´ t

0 y(s)ds ≤ 2‖u0‖2L2 . �

REMARK 4. The same result holds in bounded domains Ω or the periodic case T3, with the same proof.

We use the enstrophy equation (16), and the inequality (17). Then we estimate like in (28) and note that

‖∇u‖L6 ≤ C|Au|H .

As the reader may have already noticed, we are interested in explicit conditions, involving constants

known a priori, without the need to sample solutions, and which yield explicit enstrophy bounds. These

conditions are useful if additionally it is true that if they are satisfied uniformly on solutions of approxima-

tions that converge only almost everywhere, then the solutions are smooth. We refer to such conditions as

”easily accessible”. The conditions (7), (23) are easily accessible.

THEOREM 3. Let un(x, t) be an approximation of the NSE solution u(x, t) on the interval [0, T ]. As-

sume that

un(x, t) → u(x, t) (x, t)− a.e. on Ω× [0, T ]. (31)

(i) If there exists Mp,q < ∞, such that (7) holds for un uniformly for all n, then u obeys (7) with the same

constant Mp,q.

(ii) If there exists M3 such that (9) holds for un uniformly for all n, then u obeys (9) withe the same constant

M3.

(iii) If there exists a constant δ > 0 such that (23) holds for un uniformly for all n, then u obeys (23) withe

the same constant δ.

REMARK 5. In the case (i), the solution u obeys the quantitative bound (11). In the case (iii), the

solution u obeys the quantitative bound (25). In these cases the H1 bound on u(T ) is explicit.

PROOF. The proof of (i), (ii), (iii) follows from applications of Fatou’s lemma. �

This paper is devoted to conditions based on pressure and on structure functions. There is a good motiva-

tion to seek conditions in terms of the pressure. In the absence of the pressure, the Navier-Stokes equations

are Burgers equations in 3D and obey a maximum principle. This implies that the velocity is bounded, (if

initially so), and the solutions are smooth for all time. The pressure in the Navier-Stokes equations is the

only reason the equations are not local and the velocity magnitude is not a priori controlled. Conditions of

regularity in terms of the pressure are known in L2 [1] and one sided in L∞ [12]. We present in this paper

an L
3
2 condition, the analogue of the q = 3 condition (23) expressed in terms of only the pressure (Theo-

rem 8, Theorem 9). We also give the analogues of the Ladyzhenskaya-Prodi-Serrin conditions (Theorem 10).

The motivation to express conditions for regularity in terms of structure functions comes from experi-

mental, numerical and theoretical turbulence studies. Structure functions are averages of moments of veloc-

ity increments. They obey remarkable and robust statistical relations. The relations need interpretation and

then the may serve as reasonable hypothesis for the solutions of Navier-Stokes equations. One of the more

widely verified relations is the ”four-fifths” law [8]

〈(δ‖`u)3〉 = −4

5
ε|`| (32)
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where δ
‖
` (u) = (u(x + `) − u(x)) · `

|`| is the longitudinal velocity increment and ε = −〈dE
dt
〉 is the rate

of dissipation of energy, which in the case of unforced NSE equals ν〈|∇u|2〉. The four-fifths law is shown

to hold for homogeneous and isotropic turbulence in the limit of time to infinity, followed by Reynolds

number to infinity, followed by ` → 0, in this order. The Navier-Stokes solutions are assumed to be smooth.

The braces 〈·〉 are expectations (ensemble average). Long time and space averages are usually assumed to

realize them, and in numerical experiments these averages are used. The assumption of finite positive ε
is also made, in the limit of time to infinity, followed by Reynolds number to infinity, in this order. The

Reynolds number is defined as

Re =
UL

ν
(33)

where U is a velocity scale, and L is a length scale. The classical K’41 Kolmogorov theory proposes scaling

exponents ζp =
p
3 for structure functions

〈(δ‖`u)p〉 = Cp(ε|`|)ζp . (34)

These relations are expected to hold in a range of scales, |`| ∈ (η, L) where η is the Kolmogorov dissipation

scale,

η =

(
ν3

ε

) 1
4

(35)

which is determined by the kinematic viscosity and energy dissipation rate, alone. Below the Kolmogorov

dissipation scale, it is assumed that viscous effects dominate, with smooth behavior. The length scale L
is the integral scale of turbulence. Turbulence findings are average statements, they refer to typical long

time behavior, and are asymptotic in Reynolds number. Interpreting them for the initial value problem for

Navier-Stokes equations is challenging. It is however reasonable to expect that there are many solutions

which give statistical weight to the turbulence laws and have properties that are consistent with them.

We give quantitative conditions in Theorem 11, Theorem 12. They involve a cutoff scale r = r(t). We

modify the structure function S2(x, r) (see (54) below) to take into account a possibly non-universal viscous

regularization below r. The regularity condition (101) requires
´ T

0 r(t)−4dt < ∞, a condition satisfied by

the Kolmogorov length r = η. The condition requires in addition the smallness of
´

A
S

3
2
2 (x, r)dx ≤

(
ν
C

)3
on sets of small enough measure, |A| ≤ δ.

Modern theories modify the scaling ζp = p
3 in (34) of the K’41 theory, reflecting experimental and nu-

merical observation of intermittency. The turbulent signal is intermittent, that is, regions of high gradients of

velocity are found to be sparse in both time and space. The connection between intermittency and regularity

was explored in several mathematical works, (see for instance [10] and references therein) where assump-

tions of sparse behavior in physical space are used to deduce improved conditional regularity. In a different

setting [2], multifractal scaling exponents were connected to ratios of volume averages, and conditions for

regularity were given on the basis of intermittency dimension.

In terms of the exponents, it is found numerically (see for instance [9]) that ζ2 >
2
3 and, while ζ3 remains

close to 1, ζp become smaller than p/3 for large p, and perhaps even tends asymptotically to a constant,

suggesting depletion of regularity, significantly below Hölder. We express conditions of regularity in terms

of a Dini modulus of continuity which give regularity if logarithmic scaling is assumed (Theorem 13). In

Section 4.3 we consider a multifractal scenario where regularity still persists. In Section 4.4 we give a

condition for regularity which requires small increments of velocity only in time dependent regions of high

velocity and high gradients.

The proofs are based on observations concerning the pressure.

2. The pressure

We consider solutions of

−∆p = ∇ · (u · ∇u) (36)
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in Ω ⊂ R3, where u is divergence-free and sufficiently regular. We recall representation results from [4].

We use the notation

f(x, r) =
1

4πr2

ˆ

|x−y|=r

f(y)dS(y) =

 

|ξ|=1
f(x+ rξ)dS(ξ) (37)

where dS is surface area and
ffl

denotes the integral normalized by the area of the region of integration,

which in the above case is 4π. We denote

σij(ŷ − x) =
3(yi − xi)(yj − xj)

|y − x|2 − δij (38)

where

ŷ − x =
y − x

|y − x| . (39)

The following lemma was proved in [4].

LEMMA 1. Let x ∈ Ω ⊂ R3, let 0 < r < dist(x, ∂Ω), and let p solve (36) with divergence-free

u ∈ C2(Ω)3. Let v ∈ R3. Then

p(x) = p(x, r)− 1
3 |u(x)− v|2 +

ffl

|ξ|=1 |ξ · (u(x+ rξ)− v)|2 dS(ξ)
+P.V.

´ r

0
dρ
ρ

ffl

|ξ|=1 σij(ξ)(ui(x+ ρξ)− vi)(uj(x+ ρξ)− vj)dS(ξ).
(40)

All terms in the right hand side of (40) are determined solely by information in the ball of radius r about

x. We denote the singular integral

K(x, r) = P.V.
1

4π

ˆ

|y−x|≤r

σij

(
ŷ − x

)

|y − x|3 (ui(y)− vi)(uj(y)− vj)dy. (41)

Thus, (40) reads

p(x) = p(x, r)− 1

3
|u(x)− v)|2 +

 

|ξ|=1
|ξ · (u(x+ rξ)− v)|2 dS(ξ) +K(x, r). (42)

Evidently, K depends on the choice of the vector v. In applications we want to be able to choose v appro-

priately. For divergence free functions u, it holds that
 

|ξ|=1
ξi (ξ · u(x+ rξ)) dS(ξ) +

1

4π
PV

ˆ

B(x,r)

σij(x̂− y)

|x− y|3 uj(y)dy =
1

3
ui(x). (43)

This follows from
1

4π

ˆ

B(x,r)

yi − xi
|y − x|3 (∇ · u)(y)dy = 0

by integration by parts. We also note that
 

|ξ|=1
(ξ · v)2dS(ξ) = 1

3
|v|2. (44)

This is true for any v that does not depends on ξ. Therefore, the representation (40) is valid even if v is a

function of x and r (but not ξ). Indeed, this follows by opening brackets in the right hand side of (40), using

(43) and (44), and identifying what remains as (40) for v = 0, which was proved independently in [4].

We average (42) 1
R

´ 2R
R

dr and obtain the representation [4]

THEOREM 4. Let p solve (36) with divergence-free u ∈ C2(Ω)3. Let x ∈ Ω ⊂ R3, v ∈ R3 and let

0 < r < 1
2dist(x, ∂Ω). Then,

p(x) = β(x, r) + π(x, r)− 1

3r

ˆ 2r

r

|u(x)− v|2dρ (45)
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with

β(x, r) =
1

r

ˆ 2r

r

p(x, ρ)dρ (46)

and

π(x, r) =
1

r

ˆ 2r

r

[
K(x, ρ) +

 

|ξ|=1
|ξ · (u(x+ ρξ)− v)|2dS(ξ)

]
dρ (47)

The explicit expression for π(x, r) is

π(x, r) = P.V. 1
4π

´

|x−y|≤2r w
(
|y−x|

r

)
σij(ŷ−x)
|y−x|3

(ui(y)− vi)(uj(y)− vj)dy

+ 1
4πr

´

r≤|y−x|≤2r
1

|y−x|2

(
y−x
|y−x| · (u(y)− v)

)2
dy,

(48)

where the weight w is given by

w(λ) =





1, if 0 ≤ λ ≤ 1,
2− λ if 1 ≤ λ ≤ 2,
0 if λ ≥ 2

(49)

We recall bounds on β and π (Propositions 2 and 3, [4])

PROPOSITION 1. There exists an absolute constant C such that, for any r > 0,

‖∇β(·, r)‖L2(R3) ≤ Cr−1‖u‖2L4(R3) (50)

and

‖β(·, r)‖L∞ ≤ Cr−2‖∇u‖L2‖u‖L2 (51)

hold. Moreover, for any 1 < q < ∞, there exists Cq independent of r, such that

‖β(·, r)‖Lq(R3) ≤ Cq‖u‖2L2q(R3) (52)

holds.

We choose now v = u(x). Then from (52) and the corresponding bound for p it follows also that

‖π(·, r)‖Lq(R3) ≤ Cq‖u‖2L2q(R3). (53)

We denote by

S2(x, r) =
1

4π

ˆ

|y|≤2r

1

|y|3 |u(x+ y)− u(x)|2dy (54)

. We note that

|π(x, r)| ≤ 2S2(x, r) (55)

follows from (48). For any measurable set A ⊂ Ω with dist(A, ∂Ω) > 2r we have
ˆ

A

S2(x, r)
q ≤ Cqr

2q

ˆ

A+rB(0,1)
|∇u(x)|2qdx (56)

for any q ≥ 1 where B(0, 1) is the unit ball in R3. This follows in straightforward manner by writing

the integral in (54) in polar coordinates with y = ρξ, ρ = |y|, ξ = ŷ, expressing u(x + y) − u(x) =
´ 1
0

d
dλ
u(x+ λρξ)dλ, and using Schwarz and Hölder inequalities.

REMARK 6. The bounds (52) and (53) for β and π are valid in bounded domains with smooth boundary

if we add bounds for ‖p‖Lq(∂Ω), see Lemma 2 in [6]. Once these are obtained the rest of the bounds which

are local bounds are valid.
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3. Conditional regularity

THEOREM 5. Assume
ˆ T

0
‖∇u(t)‖2L3dt = N < ∞. (57)

There exists an absolute constant C such that

sup
0≤t≤T

‖∇u(t)‖2L2 ≤ ‖∇u0‖2L2 exp
CN

ν
(58)

holds.

PROOF.

1

2

d

dt

ˆ

R3

|∇u|2dx+ ν

ˆ

|∆u|2dx =

ˆ

R3

(u · ∇u) ·∆udx ≤ ‖u‖L6‖∇u‖L3‖∆u‖L2

followed by Schwartz and Morrey inerqualities results in

1

2

d

dt
‖∇u(t)‖2L2 ≤ C

ν
‖∇u(t)‖2L3‖∇u(t)‖2L2 ,

and the proof is finished by Gronwall. �

Let

Λ = (−∆)
1
2 . (59)

THEOREM 6. Assume
ˆ T

0
‖Λ 3

2u(t)‖2L2dt = M < ∞. (60)

There exists an absolute constant C such that

sup
0≤t≤T

‖∇u(t)‖2L2 ≤ ‖∇u0‖2L2 exp
CM

ν
(61)

holds.

PROOF. This is a consequence of (58) and of the inequality N ≤ CM which follows from the familiar

[13] Riesz potential inequality

‖f‖L3 ≤ C‖Λ 1
2 f‖L2 (62)

with f = ∂iuj , for i, j = 1, . . . 3. �

REMARK 7. The finiteness (58) is a stronger regularity condition (i.e., more general) than the finiteness

(61). Both conditions are analogues of the Ladyzhenskaya-Prodi-Serrin condition (7) for q = ∞. The

finiteness (58) and (7) for q = ∞ are logically independent of each other.

THEOREM 7. There exists an absolute constant C such that

sup
0≤t≤T

‖Λ 1
2u(t)‖L2 ≤ ‖Λ 1

2u0‖L2 + C

ˆ T

0
‖Λ 3

2u(t)‖2L2dt (63)

holds for smooth solutions of Navier-Stokes equations.

PROOF. We take the scalar product of the Navier-Stokes equation with Λu(t) and integrate. We obtain

1

2

d

dt
‖Λ 1

2u‖2L2 + ν‖Λ 3
2u‖2L2 ≤

∣∣∣∣
ˆ

(u · ∇u) · Λudx
∣∣∣∣ ≤ C‖u‖L3‖∇u‖L3‖Λu‖L3 ≤ C‖Λ 1

2u‖L2‖Λ 3
2u‖2L3 ,

(64)

where we used (62). We divide by ‖Λ 1
2u‖L2 and integrate in time. �

REMARK 8. In view of (62), the inequality (63) implies the boundedness of the L3 norm. Hence, via

the Navier-Stokes equation, the finiteness (60) implies (9). The main virtue of (63) is that it is viscosity-

independent, and is valid for Euler equations as well.
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The analogue of the L3-based condition (9) in terms of only the pressure is the following.

THEOREM 8. There exists an absolute constant C, such that, if p = RiRj(uiuj) satisfies the finite

uniform integrability condition

∃δ > 0, ∀t, ∀A |A| ≤ δ ⇒
ˆ

A

|p(x, t)| 32dx ≤
( ν
C

)3
(65)

on [0, T ], then u ∈ L∞(0, T ;L3(R3)) with explicit bounds depending only on δ, ν, T, ‖u0‖L3 , ‖u0‖L2 .

PROOF. We take the evolution of the L3 norm of u:

1

3

d

dt

ˆ

R3

|u|3dx+ ν

ˆ

R3

|u|[|∇u|2 + |∇|u||2]dx = −
ˆ

R3

|u|(u · ∇p)dx =

ˆ

R3

p(u · ∇|u|)dx (66)

Let U be a large positive number and φ a positive smooth function of one variable which is compactly

supported in [0, 2], satisfies 0 ≤ φ ≤ 1 and identically equals 1 on [0, 1]. We split the RHS of (66) ,
ˆ

R3

p(u · ∇|u|)dx =

ˆ

R3

φ

( |u|
U

)
p(u · ∇|u|)dx+

ˆ

R3

(
1− φ

( |u|
U

))
p(u · ∇|u|)dx.

We estimate the first term, using that on the support of φ we have |u| ≤ 2U ,

∣∣∣∣
ˆ

R3

φ

( |u|
U

)
p(u · ∇|u|)dx

∣∣∣∣ ≤ (2U)
1
2

√
D

√
ˆ

R3

p2dx (67)

where

D =

ˆ

R3

|u||∇u|2dx (68)

and then using the boundedness of Riesz transforms in Lp spaces and then interpolating L4 between L3 and

L9, we have
ˆ

R3

p2 ≤ C

ˆ

R3

|u|4dx ≤ C‖u‖
5
2

L3‖u‖
3
2

L9 . (69)

Now we use the fact that there exists a constant C such that

D ≥ C‖u‖3L9 . (70)

This fact follows from Morrey’s inequality ‖∇f‖L2 ≥ C‖f‖L6 applied for with f = |u| 32 . Thus, from (67)

and (70) we have ∣∣∣∣
ˆ

R3

φ

( |u|
U

)
p(u · ∇|u|)dx

∣∣∣∣ ≤ CU
1
2D

3
4 ‖u‖

5
4

L3 . (71)

With Young’s inequality we have
∣∣∣∣
ˆ

R3

φ

( |u|
U

)
p(u · ∇|u|)dx

∣∣∣∣ ≤
ν

2
D + CU2ν−3‖u‖5L3 . (72)

We know from the energy inequality, interpolation L2 − L6 and Morrey’s inequality that
ˆ T

0
‖u‖4L3dt ≤ C‖u0‖2L2

ˆ T

0
‖∇u‖2L2dt ≤ Cν−1‖u0‖4L2 , (73)

and thus the factor CU2ν−3‖u‖2
L3 multiplying the ‖u‖3

L3 is time integrable. The second term is estimated

as ∣∣∣∣
ˆ

R3

(
1− φ

( |u|
U

))
p(u · ∇|u|)dx

∣∣∣∣ ≤ C
√
D‖u‖

1
2

L9‖((1− φ)p‖
L

9
4

(74)

by using Hölder with exponents 9
4 , 18, 2. One more interpolation,

‖(1− φ)p‖
L

9
4
≤ ‖(1− φ)p‖

1
2

L
9
2
‖(1− φ)p‖

1
2

L
3
2
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and the inequality based on the fact that Riesz transforms are bounded in Lp

‖(1− φ)p‖
L

9
2
≤ C‖u‖2L9 ,

together with (70) yield from (74)
ˆ

R3

(
1− φ

( |u|
U

))
p(u · ∇|u|)dx ≤ CD‖((1− φ)p‖

1
2

L
3
2
. (75)

Now the support of 1− φ
(
|u(x,t)|

U

)
is included in the set

BU (t) = {x | |u(x, t)| ≥ U} (76)

which has uniformly small Lebesgue measure

|BU (t)| ≤ U−2‖u0‖2L2 (77)

and, by assumption, the function x 7→ |p(x, t)| 32 satisfies (65), so that

‖((1− φ)p‖
1
2

L
3
2
≤ ν

2C
(78)

holds uniformly for t ∈ [0, T ], if U is chosen large enough. �

REMARK 9. The condition (65) is weaker than uniform integrability, because ν
C

is fixed. The condition

holds if |p(x, t)| 32 is uniformly integrable in x on [0, T ]. In particular, it holds if

p ∈ C(0, T ;L
3
2 (R3)), (79)

or if p is piece-wise continuous on [0, T ] with values in L
3
2 , because in these cases the curve t 7→ p belongs

to a compact subset of L
3
2 and therefore |p(x, t)| 32 is uniformly integrable in x on [0, T ]. The condition also

holds if |p(x, t)| ≤ f(x), x-a.e., with f ∈ L
3
2 (R3) time independent, because this again implies uniform

integrabilty.

REMARK 10. As it is seen in the proof above, the condition (65) is not applied on just any set, but rather

on a set of interest, namely the set where the absolute magnitude of velocity exceeds a fixed large threshhold,

(76). It is easy to see that this set can be replaced by a smaller, and even more interesting set

BU,G(t) = {x | |u(x, t)| ≥ U, and |∇u(x, t)| ≥ G}. (80)

The proof of this fact is similar to the proof above, using two cutoffs, and showing that the regions |u| ≤ U
and, separately |∇u| ≤ G lead each to a priori bounds on the size of the L3 norm of u, leaving only the

contributions from BU,G(t) to require control.

The following result shows that the condition (65) leads to easily accessible bounds.

THEOREM 9. Let r ≥ 4. There exists a constant C = Cr such that if (65) holds on [0, T ] then

u ∈ L∞(0, T ;Lr(R3)) (81)

holds. More precisely, we have the single exponential bound

‖u(·, t)‖Lr ≤ ‖u0‖Lr exp

(
Ct‖u0‖2L2

νδ

)
(82)

where δ is the constant in (65).

PROOF. The evolution of the Lr norm is given by

1

r

d

dt

ˆ

R3

|u|rdx+ ν

ˆ

R3

[|∇u|2|u|r−2 + (r − 2)|∇|u||2|u|r−2]dx =

ˆ

R3

pu · ∇|u|r−2dx. (83)
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We let U be a large positive number and φ a positive smooth function of one variable which is compactly

supported in [0, 2], satisfies 0 ≤ φ ≤ 1 and identically equals 1 on [0, 1]. We split the RHS of (66) . We split

the right hand side of (83),
ˆ

R3

p(u · ∇|u|r−2)dx =

ˆ

R3

φ

( |u|
U

)
p(u · ∇|u|r−2)dx+

ˆ

R3

(
1− φ

( |u|
U

))
p(u · ∇|u|r−2)dx.

We estimate the first term using Hölder inequalities with exponents r
2 for p, 2 for a term involving the

gradient, |u| r−2
2 |∇u|, and 2r

r−4 for the term |u| r−2
2 , taking advantage of the fact that on the support of φ we

have |u| ≤ 2U , and using the boundedness of Riesz transforms in Lp spaces. We deduce that the first term

is bounded by ∣∣∣∣
ˆ

R3

φ

( |u|
U

)
p(u · ∇|u|r−2)dx

∣∣∣∣ ≤ CU‖u‖
r
2
LrD

1
2 , (84)

where

D =

ˆ

R3

|u|r−2|∇u|2dx. (85)

We used, in view of
r(r−2)
r−4 = r + 2r

r−4 , that

(
ˆ

|u|≤U

|u|
r(r−2)
r−4 dx

) r−4
2r

≤ U‖u‖
r
2
−2

Lr . (86)

The bound (84) is valid for r = 4 as well, we just take |u| ≤ U outside the integral and use L2−L2 bounds.

Hiding
√
D in 1

2νD, we see that the inequality (84) leads to an exponential growth

‖u(·, t)‖Lr ≤ ‖u0‖LreCν−1
´ t

0 U2ds (87)

if the second term does not contribute to growth, The second term is bounded using

D ≥ C‖u‖rL3r . (88)

We first bound
∣∣∣
´

R3

(
1− φ

(
|u|
U

))
p(u · ∇|u|r−2)dx

∣∣∣ ≤ ‖
(
1− φ

(
|u|
U

))
p‖

L
3r
r+1

‖u‖
r−2
2

L3r D
1
2

≤ C‖
(
1− φ

(
|u|
U

))
p‖

L
3r
r+1

D1− 1
r ,

(89)

and then use

‖
(
1− φ

(
|u|
U

))
p‖

L
3r
r+1

≤ ‖
(
1− φ

(
|u|
U

))
p‖

1
2

L
3
2
‖
(
1− φ

(
|u|
U

))
p‖

1
2

L
3r
2

≤ C‖
(
1− φ

(
|u|
U

))
p‖

1
2

L
3
2
D

1
r

(90)

to deduce ∣∣∣∣
ˆ

R3

(
1− φ

( |u|
U

))
p(u · ∇|u|r−2)dx

∣∣∣∣ ≤ C‖
(
1− φ

( |u|
U

))
p‖

1
2

L
3
2
D. (91)

The proof is completed by the assumption of finite uniform integrability (65) which shows this term to be

absorbed in the remaining dissipative term 1
2νD. �

REMARK 11. The result above can be used together with Theorem (1) to give a quantitative bound

depending on δ on the supremum in time of the enstrophy.

The following result is the analogue of the Ladyzhenskaya-Prodi-Serrin condition in terms of the pres-

sure.
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THEOREM 10. Let p = RiRj(uiuj). Assume that there exists q > 3
2 such that

ˆ T

0
‖p(t)‖

2q
2q−3

Lq(R3)
dt < ∞ (92)

Then u ∈ L∞(0, T ;L3(R3)) obey u ∈ L∞(0, T ;L3(R3)) with explicit bounds depending in addition to

(92) only on ν, T, ‖u0‖L3 , ‖u0‖L2 .

PROOF. The proof follows from the evolution of the L3 norm (66) by estimating as in (74) using Hölder

with exponents 9/4, 18, 2,

∣∣∣∣
ˆ

R3

p(u · ∇|u|)dx
∣∣∣∣ ≤ C

√
D‖u‖

1
2

L9‖p‖
L

9
4
≤ CD

2
3 ‖p‖

L
9
4

(93)

where we used also (70). We distinguish three ranges of q.

When q ≤ 9
4 we interpolate

‖p‖
L

9
4
≤ ‖p‖

2q
9−2q

Lq ‖p‖
9−4q
9−2q

L
9
2

. (94)

We use ‖p‖
L

9
2
≤ CD

2
3 which folllows from (70) and the boundedness of Riesz transforms in Lp spaces, to

deduce ∣∣∣∣
ˆ

R3

p(u · ∇|u|)dx
∣∣∣∣ ≤ CD1−α‖p‖

2q
9−2q

Lq (95)

with α = 2q−3
(9−2q) . From Young’s inequality, the boundedness of the L3 norm of u follows if we know that

´ T

0 ‖p‖
2q

2q−3

Lq dt is finite, which was assumed in (92).

When q ∈ [94 ,
9
2 ], we use Young’s inequality in (93) and deduce that we need to estimate

´ T

0 ‖p‖3
L

9
4
dt.

We interpolate

‖p‖
L

9
4
≤ ‖q‖

2q
3(2q−3)

Lq ‖p‖
4q−9

3(2q−3)

L
3
2

≤ C‖q‖
2q

3(2q−3)

Lq ‖u‖
8q−18
3(2q−3)

L3 (96)

and thus

‖q‖3
L

9
4
≤ ‖p‖

2q
2q−3

Lq ‖u‖αL3 (97)

with α = 8q−18
2q−3 . If q ≤ 9

2 we have α ≤ 3, and the condition (92) ensures that ‖u‖L3 remains bounded.

When q ≥ 9
2 we estimate

∣∣∣∣
ˆ

R3

p(u · ∇|u|)dx
∣∣∣∣ ≤ C

√
D‖u‖

1
2

L3‖p‖L3 (98)

using Hölder with exponents 2, 3, 6. Using Young’s inequality we need to consider the effect of the quantity

‖u‖L3‖p‖2
L3 . We interpolate

‖p‖L3 ≤ ‖p‖
q

2q−3

Lq ‖p‖
q−3
2q−3

L
3
2

≤ ‖p‖
q

2q−3

Lq ‖u‖
2(q−3)
2q−3

L3 , (99)

and it follows that

‖u‖L3‖p‖2L3 ≤ C‖p‖
2q

2q−3

Lq ‖u‖
6q−15
2q−3

L3 (100)

Because 6q−15
2q−3 < 3, the condition (92) implies a uniform bound on ‖u‖L3 on [0, T ] in this last case. �
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4. Structure function

We assume

∃r(t),
´ T

0 r(t)−4dt < ∞, ∃δ > 0, ∀A, ∀t ∈ [0, T ]

|A| ≤ δ ⇒
´

A
S2(x, 2r(t))

3
2dx ≤

(
ν
C

)3 (101)

holds where S2(x, r) is given in (54).

THEOREM 11. There exists an absolute constant C, such that, for any T > 0, if a strong solution u of

NSE satisfies (101) for all 0 ≤ t < T , then u ∈ L∞(0, T ;L3(R3)) with explicit bounds depending only on

ν, T, ‖u0‖L3 , ‖u0‖L2 and the assumed δ > 0,
´ T

0 r(t)−4dt.

PROOF. We use (66) and decompose the pressure p = π + β as in (45), at each time t, with the choice

r = r(t). We bound the term ∣∣∣∣
ˆ

R3

|u|(u · ∇β)dx

∣∣∣∣ ≤ Cr−1‖u‖4L4 (102)

using (50), and then by interpolation (used also in (69)) we obtain
∣∣∣∣
ˆ

R3

|u|(u · ∇β)dx

∣∣∣∣ ≤ Cr−1‖u‖
5
2

L3‖u‖
3
2

L9 . (103)

The dissipation D (68) obeys (70) and, so
∣∣∣∣
ˆ

R3

|u|(u · ∇β)dx

∣∣∣∣ ≤
ν

6
D + Cν−1r(t)−2‖u‖5L3 . (104)

In view of (73) and the assumption
´ T

0 r(t)−4dt < ∞, it follows that the factor r−2‖u‖2
L3 multiplying

‖u‖3
L3 is time integrable a priori,

r(t)−2‖u(t)‖2L3 ∈ L1([0, T ]), (105)

and thus this term leads to an explicit uniform bound on ‖u‖L3 , in terms of the initial data and
´ T

0 r−4dt.
We integrate by parts in the term

∣∣∣∣
ˆ

R3

|u|(u · ∇π)dx

∣∣∣∣ =
∣∣∣∣
ˆ

R3

π(u · ∇|u|)dx
∣∣∣∣ ≤

ˆ

|u|≤U

|π||u||∇|u||dx+

ˆ

|u|≥U

|π||u||∇|u||dx (106)

where U is a large time independent constant, at our disposal. We estimate the first term using (52):
ˆ

|u|≤U

|π||u||∇|u||dx ≤ C2U
1
2

√
D‖u‖2L4 ≤ ν

6
D + CU2ν−3‖u‖5L3 . (107)

where we used interpolation (used also in (69)) and (70). We argue like in the proof of Theorem (8),

invoking (73), which implies that the term U2‖u‖2
L3 multiplying ‖u‖3

L3 in the right hand side of (107) is

time integrable with an explicit a priori bound, and as such it leads via Grownwalll to an explicit bound on

‖u‖L3 .

Finally, taking U large enough so that the set BU (t) of (76) has small measure as in (77), using (55),

proceeding in the same manner as for (75), and using the assumption (101), we have

ˆ

|u|≥U

|π||u||∇|u||dx ≤ CD

(
ˆ

BU

S2(·, r(t))
3
2dx

) 1
3

≤ ν

6
D. (108)

This term is absorbed in the remaining dissipative term, ending the proof. �

As in the case of the condition regarding the finite uniform integrability of the pressure (65), the structure

function finite integrability condition (101) leads to easily accessible bounds.
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THEOREM 12. Let q ≥ 4. There exists a constant C depending on q such that if (101) holds on [0, T ]
then

u ∈ L∞(0, T ;Lq(R3)) (109)

holds. More precisely, we have the single exponential bound

‖u(·, t)‖Lq ≤ ‖u0‖Lq exp

(
Ct‖u0‖2L2

νδ
+ ν−

3
2 ‖u0‖2L2Γ(t)

)
(110)

where δ is the constant in (101) and

Γ(t) =

√
ˆ t

0
r−4(s)ds (111)

is bounded on [0, T ] by assumption.

PROOF. The proof follows closely the proof of Theorem 9. We use the evolution of the Lq norm (83)

where we changed r to q because r has now a different meaning. We split at each time p = β(·, r) + π(·, r)
using r = r(t). We bound the term

ˆ

R3

βu · ∇|u|q−2dx ≤ ‖β‖Lq‖u‖
q−2
2

Lq

√
D ≤ C‖β‖

1
2
L∞‖u‖

q

2
Lq

√
D (112)

where we used Hölder with exponents q, 2 and 2q
q−2 , interpolated ‖β‖Lq ≤ ‖β‖

1
2
L∞‖β‖

1
2

L
q
2

and used the

bound ‖β‖
L

q
2
≤ C‖u‖2Lq . Hiding

√
D in 1

3νD, this term leads to a growth factor

ν−1

ˆ t

0
‖β(·, r(s))‖L∞ds ≤ Cν−

3
2 ‖u0‖2L2Γ(t) (113)

where we used (51) and the Navier-Stokes energy inequality. We treat the terms involving π in exactly the

same manner as we treated p in the proof of Theorem 9. We omit further details. �

REMARK 12. Theorem 12 is stronger than Theorem 11 for strong solutions, which have initial data in

H1.

REMARK 13. A particularly significant small scale r = η is given by classical turbulence theory, where

the Kolmogorov dissipation wave number kd, inverse of the viscous dissipation scale η is given by

kd = η−1 = ν−
3
4 ε

1
4 = ν−

1
2 (〈|∇u(t)|2〉) 1

4 . (114)

We note that it is a priori time integrable to power 4.

4.1. A nearly selfsimilar example. Theorem 11 (or rather, its proof) applies to functions which have

small translation increments in L3. We consider

u(x, t) = V + smooth (115)

where the leading term V satisfies

‖V (y + ·)− V (·)‖L3 ≤ W (t)|y|s (116)

for some s > 0. In order to have nondimensional quantities, we write

W = UL1−s. (117)

The typical example is of the form

V (x, t) = U(t)P

(
x

L(t)

)
(118)

where P is time independent and ‖P (·+ z)− P (·)‖L3 ≤ C|z|s. We note that this condition is satisfied by

many functions with slow decay which are not in L3(R3) or even in L2(R3), such as P (z) = (1 + |z|)−β ,

β > 0. Of course, the condition is also satisfied on Bs
3,∞(R3).
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We have that (116) reads

‖V (y + ·)− V (·)‖L3 ≤ UL

( |y|
L

)s

, (119)

and define
UL

ν
= Re(V ). (120)

We take ε > 0 such that s > 1
2ε, and, writing |y|−3 = |y|−1+ε|y|−2−ε we use a Hölder inequality with

exponents 3, 32 to bound

S2(x, r)
3
2 ≤ Cε−

1
2 r

3ε
2

ˆ

|y|≤r

|y|−3− 3ε
2 |V (y + x)− V (x)|3 dy (121)

Integrating dx on A and switching the order of integration we deduce
´

A
S2(x, r)

3
2dx ≤ Cε−

1
2 r

3ε
2

´

|y|≤r
|y|−3− 3ε

2

´

A
|V (y + x)− V (x)|3 dxdy

≤ Cε−
1
2W 3r3s = Cε−

1
2 (UL)3

(
r
L

)3s
.

(122)

Assuming a bound on the Reynolds number of the profile,

Re(V ) ≤ R (123)

and fixing ε < 2s, we have
ˆ

A

S2(x, r)
3
2dx ≤ Cs

( r
L

)3s
(Re(V )3ν3 ≤ Cs

( r
L

)3s
R3ν3 (124)

The condition (101) is satisfied if ( r
L

)s
R ≤ C

− 1
3

s (2C)−1. (125)

REMARK 14. The condition (125) shows that for self-similar profiles with time dependent collapsing

inner scale L, the condition is satisfied choosing r small compared to the collapsing scale L. Regularity

follows if L−4(t) is time integrable. In particular, if the leading term V is given by (118) and U(t)L(t) ≤
Rν, then regularity follows. The proof of this fact follows verbatim the proof of Theorem (11) including the

estimate (107). In that estimate now U is time dependent and it is bounded above by RL(t)−1. The term

U−2‖u‖2
L3 is still time integrable and that is why the result continues to hold.

4.2. A Dini Condition.

THEOREM 13. Assume that u satisfies

‖δyu‖L3 ≤ m(|y|) (126)

where δyu(x, t) = u(x+ y, t)− u(x, t), and where 0 ≤ m is a time independent function satisfying
ˆ 1

0
m2(ρ)

dρ

ρ
< ∞. (127)

Then u satisfies (101) with r time independent, and consequently, smooth solutions of Navier-Stokes equa-

tions obeying (126) with (127) on [0, T ) obey u ∈ L∞(0, T ;L3(R3)) with explicit bounds depending only

on m, ν, T, ‖u0‖L3 , ‖u0‖L2 .

PROOF. The proof follows from the fact that

‖S2(·, r)‖
L

3
2
≤ C

ˆ

|y|≤2r
‖δyu‖2L3

dy

|y|3 . (128)

This inequality is proved by duality, integrating S2 against a test function in L3

ˆ

R3

S2φdx =
1

4π

ˆ

|y|≤2r

dy

|y|3
ˆ

R3

φ(x)|δyu(x)|2dx ≤ 1

4π
‖φ‖L3

ˆ

|y|≤2r
‖δyu‖2L3

dy

|y|3 . (129)
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From (128) and the assumed Dini condition, we deduce that the ‖S2(·, r)‖
L

3
2
≤
(
ν
C

)2
if r is chosen small

enough so that
ˆ 2r

0
m2(ρ)

dρ

ρ
≤
( ν
C

)2
. (130)

�

REMARK 15. Clearly m(r) ∼ log−α(r−1) with α > 1
2 is sufficient. As we remarked before, the

smallness of the L3 increment does not imply that the function needs to be in L3. We also remark that m can

be allowed to depend on time, if m(r)r−1 is uniformly integrable on [0, 1], or more generally, if denoting

Im(t)(r) =

ˆ 2r

0
m2(ρ, t)

dρ

ρ
(131)

we have that the preimage of
(
ν
C

)2
under Im(t), that is r(t) = I−1

m(t)

((
ν
C

)2)
, obeys

´ T

0 r(t)−4dt < ∞.

4.3. Multifractal intermittent scenario. We consider the region BU (t) = {x | |u(x, t)| ≥ U} de-

fined before in (76). We take U time independent. We introduce a time independent length scale L > 0, and

we require

U2 ≥ L−3

ˆ

R3

|u|2dx (132)

so that

|BU | ≤ L3. (133)

We assume that the velocity increments

s2(x, r) =

 

|y|=r

|u(x+ y)− u(x)|2dS(y) (134)

obey bounds

s2(x, r) ≤ G2
( r
L

)2α(x)
(135)

with G > 0 constant (with units of velocity), L > 0 as above, constant, (with units of length) and with

0 < α(x) ≤ 1. This upper bound is assumed to hold a.e. in x ∈ BU (t) and for all 0 < r < r0, where

0 < r0 < L is a fixed positive constant. Because

S2(x, r) =

ˆ 2r

0
s2(x, ρ)

dρ

ρ
, (136)

we have that

S2(x, r0) ≤ CG2 1

α(x)

(r0
L

)2α(x)
(137)

holds a.e in x ∈ BU . In multifractal turbulent intermittent scenarios, it is assumed that there is a spectrum

of near-singularities of Hölder exponent h and that these are achieved on sets Σh of dimension d(h) ≤ 3
which occur randomly with probability dµ(h).

The dimension d(h) is implemented in the following manner. We take a region Vh around Σh and

partition it in small disjoint cubes of size ρ with ρ ≤ r0. This region is a ”collar”of cross-section size ρ
around the set Σh ∩BU . The multifractal assumption is that the number of such cubes of Vh is of the order

Nh(ρ) =
(
ρ
L

)−d(h)
. Assuming α(x) ≥ h to hold on each such cube, we have from (137), on each cube

S2(x, r0) ≤ CG2h−1
(r0
L

)2h
. (138)

Writing the volume of the cube as L3( ρ
L
)3, we have

ˆ

BU∩Vh

S2(x, r0)
3
2dx ≤ C(GL)3

1

h
3
2

(r0
L

)3h ( ρ
L

)3−d(h)
≤ C(GL)3h−

3
2

(r0
L

)3−d(h)+3h
. (139)
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Above we used ρ ≤ r0. Summing in h, remembering the frequency, we obtain
ˆ

BU∩(∪hVh)
S

3
2
2 (x, r0)dx ≤ C(GL)3

ˆ 1

0
h−

3
2

(r0
L

)3−d(h)+3h
dµ(h) (140)

In the multifractal formalism, the structure function exponents are defined by

ζp = inf
h
(3− d(h) + ph). (141)

The inequality (140) above implies
ˆ

BU∩(∪hVh)
S2(x, r0)

3
2dx ≤ Cµ(GL)3

(r0
L

)ζ3
(142)

where

Cµ = C

ˆ 1

0
h−

3
2dµ(h) (143)

is assumed to be finite. Introducing the Reynolds number based on G,

RG =
GL

ν
(144)

and recalling that BU \ ∪hVh was assumed to have measure zero, we have
ˆ

BU

S2(x, r0)
3
2dx ≤

[
CµR

3
G

(r0
L

)ζ3]
ν3 (145)

we see that the condition (101) is satisfied for BU if

R3
G

(r0
L

)ζ3
≤ (C3Cµ)

−1. (146)

In classical turbulence theory ζ3 = 1. If ζ3 > 0, under the above scenario, it is enough to have r0
L

small

enough in order to deduce that no singularities in finite time can occur.

4.4. Time dependent regions of interest. As me noted before, the finite uniform integrability of con-

dition (101) is not needed, all we need is control of S2 on certain small sets of interest. We consider the set

BU,G(t) = {x | |u(x, t)| ≥ U, and |∇u(x, t)| ≥ G} defined in (80). We note that

|BU,G(t)| ≤ Cmin{U−2‖u0‖2L2 ;G
−1‖ω0‖L1}. (147)

where ω = ∇× u. The first term in the inequality follows from the Markov-Chebyshev inequality and the

fact that the L2 norms of solutions of Navier-Stokes equations are non-increasing in time. The second term

follows from the fact that the map ω 7→ ∇u is weak type 1, that is from G|{x | |∇u| ≥ G} ≤ C‖ω‖L1 , and

the fact that the L1 norm of vorticity of solutions of Navier-Stokes equations is non-increasing in time [3].

THEOREM 14. Let U(t), G(t) and r(t) be positive numbers such that
ˆ T

0
(r(t)−4 + U(t)4 +G(t))dt < ∞. (148)

Consider the set

B(t) = {x | |u(x, t)| ≥ U and |∇u(x, t)| ≥ G}. (149)

There exists an absolute constant C such that, if

ˆ

|y|≤r(t)

(
ˆ

B(t)
|δyu(x, t)|3dx

) 2
3 dy

|y|3 ≤
( ν
C

)2
(150)

then the smooth solution of Navier-Stokes equations obeys u ∈ L∞(0, T ;L3(R3)) with explicit bounds

depending only on ν, T, ‖u0‖L3 , ‖u0‖L2 .
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PROOF. We follow the proof of Theorem 11. The β term is estimated as in (104). The contribution of

the term involving π from the region |u| ≤ U is estimated as in (107), noting that the term U2‖u‖2
L3 is time

integrable in view of (148). A new term is
ˆ

|u|≥U,|∇u|≤G

|π||u||∇|u||dx ≤ CG‖u‖3L3 , (151)

and, in view of (148) it leads via Grownwalll to an explicit bound on ‖u‖L3 . We are left with

ˆ

B(t)
|π||u||∇|u||dx ≤ CD

(
ˆ

B(t)
S

3
2
2 (x, r(t))dx

) 1
3

(152)

Now we use (
ˆ

B

S
3
2
2 dx

) 2
3

≤ 1

4π

ˆ

|y|≤r

dy

|y|3
ˆ

B

|δyu(x)|2dx (153)

proved by duality, testing against arbitrary L3(B) functions. The assumption (150) implies
ˆ

B(t)
|π||u||∇|u||dx ≤ νD

6
(154)

and concludes the proof. �

THEOREM 15. Let q ≥ 4, and assume (150) where the functions U(t), r(t) and G(t) obey
ˆ T

0
(U2(t) + r−4(t) +G(t))dt < ∞. (155)

Then we have the single exponential bound

‖u(·, t)‖Lq ≤ ‖u0‖Lq exp


Cν−1

ˆ t

0
U2ds+ C

ˆ t

0
G(s)ds+ Cν−

3
2 ‖u0‖2L2

√
ˆ t

0
r−4(s)ds


 (156)

PROOF. We start as in the proof of Theorem 12 by splitting p = β + π in the estimate the evolution of

the Lq norm of u, and deduce the bound (112) leading to the exponential growth factor (113). We are left o

estimate the contribution of π, that is

I =

ˆ

R3

πu · ∇|u|q−2dx. (157)

We bound the integral

|I| ≤ I1 + I2 + IB

= (q − 2)
(
´

|u|≤U
|π||u|q−2|∇u|dx+

´

|∇u|≤G
|π||u|q−2|∇u|dx+

´

B(t) |π||u|q−2|∇u|dx
)
.

(158)

We bound I1 like in (84),

I1 ≤ CU‖u‖
q

2
Lq

√
D (159)

where we use the fact that ‖π(·, r)‖
L

q
2
≤ C‖u‖2Lq holds with C an absolute constant, independent of r, and

(
ˆ

|u|≤U

|u|
q(q−2)
q−4 dx

) q−4
2q

≤ U‖u‖
q

2
−2

Lq . (160)

The bound (159) is valid for q = 4 as well, we just take |u| ≤ U outside the integral and use L2 − L2

bounds. The term I2 is bound directly

|I2| ≤ CG‖u‖qLq (161)

The last term is smaller than the dissipation, using the arguments similar to the ones leading to (91). We

omit further details. �
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REMARK 16. The condition U ∈ L2(0, T ) appearing in (155) is better than the condition U ∈ L4(0, T )
of (148) of Theorem 14. That is just because in that theorem the desire was to bound the L3 norm in terms

solely of itself. Theorem 15 is strictly stronger that Theorem 14 (it implies it for strong solutions), by

bounding first the L4 norm of the solution, and then returning to the proof of the bound of the L3 norm.
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