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ABSTRACT 
Digital technologies have positively transformed society, but they 
have also led to undesirable consequences not anticipated at the 
time of design or development. We posit that insights into past 
undesirable consequences can help researchers and practitioners 
gain awareness and anticipate potential adverse e�ects. To test this 
assumption, we introduce B���, a system that extracts real-world 
undesirable consequences of technology from online articles, sum-
marizes and categorizes them, and presents them in an interactive, 
web-based interface. In two user studies with 15 researchers in var-
ious computer science disciplines, we found that B��� substantially 
increased the number and diversity of undesirable consequences 
they could list in comparison to relying on prior knowledge or 
searching online. Moreover, B��� helped them identify undesirable 
consequences relevant to their ongoing projects, made them aware 
of undesirable consequences they “had never considered,” and in-
spired them to re�ect on their own experiences with technology. 
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1 INTRODUCTION 
With the rise of digital technologies in our lives, society has not only 
experienced their bene�ts but also increasingly their undesirable 
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consequences. Research and news headlines describe seemingly 
unavoidable side e�ects of digital technologies, from Instagram’s 
adverse e�ects on adolescent girls’ body images [52] to Microsoft’s 
chatbot Tay using racist language [112]. Technological progress is 
commonly seen as a moral commitment that is “legitimized no mat-
ter how dangerous” [83, p.325]. While undesirable consequences are 
sometimes described as accidental and minor “blips”, researchers, 
journalists, and policymakers have suggested that many cases could 
have been avoided if technology developers were aware of simi-
lar issues and had taken cautious evaluation beforehand [14, 61]. 
However, anticipating the various outcomes of technology is dif-
�cult [70]. In fact, recent work has found that computer science 
(CS) researchers at the forefront of developing new technologies 
are eager to proactively consider undesirable consequences of their 
innovations, but lack well-formulated processes and tools to do 
so e�ectively [31]. They reported that not having resources that 
provide a comprehensive understanding of “common problems” re-
duced their ability to anticipate undesirable consequences [31, p.7]. 
Could insights into past undesirable consequences of technology 
help them gain awareness of potential future consequences? 

We study this question by collecting a catalog of “common prob-
lems,” allowing CS researchers to explore past undesirable conse-
quences as reported in technology magazines and research papers. 
Learning from prior incidents has proven to be useful in several 
settings, ranging from exploratory forecasting of technological ad-
vances [60], improving software by studying a collection of previous 
defects [49], to training future pilots using the aviation accidents 
database [55]. Incorporating known and real-world case studies of 
ethical dilemmas into an undergraduate Human-Centered Comput-
ing class has also been shown to amplify students’ engagement in 
ethical thinking [98]. What remains unknown is whether providing 
CS researchers with examples can have similar advantages, increas-
ing their awareness of the various societal impacts of technology 
and supporting them in considering the potential consequences of 
their own projects. A challenge in the domain of undesirable con-
sequences is the lack of such resource across diverse CS sub�elds, 
and the unclear impact on CS researchers, who often lack the time 
for such in-depth consideration for diverse consequences [31, 99]. 

Hence, the goal of this paper is to explore whether providing CS 
researchers with a catalog of “common problems” would improve 
their awareness of undesirable consequences. Our secondary goals 
are to �nd out how we can feasibly collect a self-updating catalog 
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given that this information is currently scattered and the technol-
ogy landscape is fast-moving, and how a system providing this 
service would be perceived and used by CS researchers. We tackle 
these questions by designing, developing, and evaluating B���, a 
prototype system that collects and showcases a catalog of unde-
sirable consequences of digital technologies. B��� (1) automatically 
extracts real-world undesirable consequences of technology from 
any given online article using natural language processing (NLP) 
techniques, (2) summarizes and categorizes them based on the as-
pect of life that they a�ect (such as health, equality, or politics), 
and (3) presents them in an interactive, web-based interface (see 
Figure 1). Users can use B��� to view, sort, and save the currently 
5.7k summaries of undesirable consequences, or extract undesirable 
consequences from additional articles. 

While considering undesirable consequences is not yet a com-
mon practice among researchers, we designed B��� to facilitate this 
process in the future. We tested our assumption about B���’s useful-
ness in two user studies. In the �rst study with nine CS researchers, 
we assessed B���’s overall usefulness to consider undesirable con-
sequences in their broader �eld (e.g., social media) compared to 
two alternative approaches—relying on their prior knowledge and 
searching for undesirable consequences online—and conducted in-
depth interviews to further understand users’ perceptions of B��� 
and potential use cases. Our results show that B��� enabled partic-
ipants to add an average of 7.00 more undesirable consequences 
beyond those they could list when relying on prior knowledge and 
searching online. Participants perceived B��� as improving their 
ability to “think outside the box”, made them aware of consequences 
that they “had never considered,” and was an essential way to col-
lect undesirable consequences “because you can’t just read a bunch 
of disconnected articles about this [and make sense of it].” 

In our second study with six CS researchers, we followed up on 
these results, evaluating whether B��� is useful and actionable in 
the context of speci�c projects that participants work on across 
CS subdisciplines. All participants could �nd several undesirable 
consequences relevant to their speci�c projects in less than 15 
minutes, on average. Some of these were immediately actionable. 
Overall, this paper contributes: 

(1) Empirical evidence that a catalog of undesirable consequences 
supports CS researchers in considering more, and more di-
verse, undesirable consequences than if they rely on their 
prior knowledge or an online search (Study 1) and that it 
enables them to uncover potential adverse e�ects of their 
own projects (Study 2). 

(2) An open-source, web-based system, B���1 , that collects, sum-
marizes, and categories undesirable consequences. To de-
velop B���, we designed an information distillation pipeline 
that leverages NLP techniques to e�ciently establish a self-
updating catalog of undesirable consequences. 

2 RELATED WORK 
We use the term “undesirable consequences” to refer to negative 
consequences of digital technology that a�ect society [27]. Often-
times, undesirable consequences are unanticipated or even unin-
tended [65]. We chose to work with “undesirable consequences” 
1https://blip.labinthewild.org/ 

over the more prevalent “unintended consequences” of technology 
to emphasize that our primary concern is with exploring the adverse 
e�ects of technology. Research in HCI and Science and Technology 
Studies (STS) has contributed a large body of work on observed 
negative e�ects of digital technology domains and products, in-
cluding mobile phones [69, 87], the sharing economy [30], machine 
learning [18, 19], and social media [28, 100]. Researchers have also 
described various aspects of our lives that may be adversely af-
fected by technology, such as its impacts on the environment [12], 
health [5, 43], or privacy [3]. Moreover, researchers have increas-
ingly investigated and brought to our attention di�erential e�ects of 
digital technology on certain population groups, such as on di�erent 
gender [32] and racial groups [17, 93], low-income and underserved 
communities [30], or people in other countries [79, 86, 92, 106]. 

Discussions and interventions for addressing undesirable 
consequences in research. With the increasing awareness of the 
potential adverse e�ects of technological innovations, the research 
community has started to engage in several e�orts to prevent such 
incidents. For example, researchers have developed guidelines for 
ethical research and development [4, 104], started dedicated con-
ferences, such as FAccT, AIES, EAAMO, SIGCAS, and dedicated 
tracks (e.g., Critical Computing@CHI), led workshops [102] and 
ethical committees [20, 35], as well as called for changes in insti-
tutional structures [10, 80], critical education [53], and in how we 
address undesirable consequences of digital technologies [14, 61]. 
A key concrete step was the inclusion of broad ethics or impact 
statements in major conferences, such as IUI [1], NeurIPS [11], 
ACL [101]. Nanayakkara et al. [71] found that such statements 
diversi�ed thinking about how ML research could potentially im-
pact society, though they tended to focus on positive impact [6]. 
Additionally, there are calls for researchers within di�erent com-
puting communities to accurately report the design considerations 
of their datasets [9, 38], models [67, 89], and tasks [56, 68] as well 
as evaluate and de-bias their products [4, 8, 104, 111]. 

Methods for forecasting and anticipating undesirable con-
sequences. Researchers have designed tools to help identify and 
contemplate social values of di�erent stakeholders, such as the En-
visioning Cards [36], Tarot Cards of Tech [41], and Value Cards [94] 
(see also [22] for a detailed overview). The value-sensitive design 
approach has also contributed broad guidelines for researchers 
seeking to account for human values in a principled and systematic 
manner throughout the design process [37, 118]. The Future Ripples 
method [34], inspired by the Futures Wheel foresight method in 
education [39], allows collaborative brainstorming on the impact 
of innovation through workshop activities. 

However, some of these approaches and methods have been chal-
lenged for not su�ciently supporting practitioners and the reality 
of the product-development process [40]. Using these methods re-
quires prior knowledge on the topic at hand, which may not always 
be the case for novice users. They also require developers to deliber-
ate in a team, sometimes with external experts, simultaneously and 
collectively where envisioned consequences can vary depending 
on the team’s diversity and backgrounds. In fact, an interview with 
20 CS researchers found that none of the participants are actively 
using these tools in practice [31]. 

https://1https//blip.labinthewild.org


B���: Facilitating the Exploration of Undesirable Consequences of Digital Technologies CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

An alternative approach for anticipating undesirable e�ects of 
technology is learning from past incidents [64, 114]. While perfectly 
predicting the future may be impossible, researchers have devel-
oped various methods to estimate what may happen from such past 
experiences. For example, the Delphi forecasting method [95, 109] 
has been used in a wide variety of domains such as predicting air 
travel [33] and designing educational technology [76]. Another fore-
casting method is the case study method, which collects people’s 
thoughts on and experiences with past technology developments 
in an organization [21]. One issue for the widespread use of these 
methods is that they usually rely on experts to collect and interpret 
historical data, making it di�cult to scale and frequently use them. 

In another attempt to anticipate undesirable consequences, prior 
work has developed a forum to collect news articles about tech-
nologies [73] and an AI incident database speci�cally for the e�ects 
of AI technology on society [64]. One of the motivations for this 
database was that “the arti�cial intelligence system community has 
no formal systems whereby practitioners can discover and learn 
from the mistakes of the past” [64, p.1]. However, the AI incident 
database necessitates the crowd to manually browse and enter in-
cidences, using a leaderboard to incentivize contributions from 
volunteers. To the best of our knowledge, no previous system exists 
that automatically and systematically catalogs, summarizes, and 
categorizes undesirable consequences for a variety of technology 
domains. None of these approaches have been formally evaluated 
to show their usefulness for anticipating undesirable consequences. 

In short, many prior tools prompt users to re�ect on high-level 
ethical questions, which requires users to have prior knowledge 
without easy access to updated real-world examples. This paper 
explores the value of providing researchers with concrete examples 
that can ground their ethical considerations in practice. 

Supporting ideation of potential undesirable consequences. 
B��� was also inspired by work on creativity support tools, which 
showed that a collection of diverse examples can support ideation [81, 
97]. For example, sampling diverse inspirational examples (and pro-
viding a visual overview of the ideas) has been found to improve 
people’s brainstorming activity [96]. Similar work on cognition and 
creativity support con�rmed that examples inspire and unveil new 
and diverse ideas [29, 51, 74, 75, 116]. To organize these examples, 
prior work leveraged categories of certain topics and characteris-
tics, which are essential to human cognition [90, 108]. For example, 
IdeaRelate facilitates the exploration of COVID-related examples 
by tagging them into di�erent topics, helping users to include more 
perspectives in their own idea generation [113]. Recent work at-
tempted to incorporate language models to help ideate potential 
harms [16, 82]. In particular, AngleKindling used few-shot LLM 
prompts to �nd potential controversies and negative outcomes from 
press releases to help journalists generate story ideas [84]. How-
ever, zero-shot and few-shot approaches to generate consequences 
had resulted in rather generic results [84]. In this work, we aid the 
inherently creative process of re�ecting on past and possible future 
adverse e�ects by providing a catalog of undesirable consequences, 
supplemented with information on the diverse aspects of life that 
they have a�ected. Instead of relying on ideas generated entirely 
from language models, we extract relevant information directly 
from a wide range of online articles, provide access to the original 
content, and update our collection every week. 

3 BLIP 
B��� was developed to explore the value of providing researchers 
with a catalog of past undesirable consequences of technology. 
Showing this catalog aims to address gaps where developers often 
overlook potential adverse impacts [31]. B���’s open-source code is 
available at https://github.com/rrrrrrockpang/blip, and its interface 
is currently deployed at https://blip.labinthewild.org. 

3.1 Design Choices and Rationale 
We followed a user-centered design process in which we iteratively 
sought user feedback on several prototype interfaces before arriv-
ing at the present implementation. The design choices were also 
informed by prior literature as follows: 

Everything in one place: Combining information across the 
Internet is di�cult, which is why several systems address the need 
to collect information in one place (e.g., Pinterest, Fuse [54]). B��� is 
therefore designed as a web-based system that allows viewing and 
organizing undesirable consequences across various technology 
domains in one place. 

Automatically collecting information: Prior work showed 
that developers desire a collection of past technology incidences, 
but that they lack the time to invest in collecting resources them-
selves [31]. Moreover, manual curation takes time and requires 
motivating users to contribute this data, which can be di�cult and 
result in a limited number of undesirable consequences examples. 
To support the scale needed to achieve a fairly comprehensive and 
updated collection, we developed an approach for automatically 
retrieving undesirable consequences from a set of trusted online ar-
ticles that regularly report on them. B��� currently retrieves articles 
from reputed outlets that often report on new technologies, such 
as MIT Technology Review, TechCrunch, The Verge, and WIRED. 
This list can be easily expanded. 

Summarizing undesirable consequences: To help users e�ec-
tively process online information, prior systems have summarized 
complex content in other contexts such as for reading papers [7], 
reviewing academic literature [50] and conversing online [115]. 
Similarly, we present users with a summary of any undesirable 
consequences in an article. Our decision was further informed by a 
design and feedback session with three CS researchers, in which 
we presented early mock-ups and discussed potential changes. Par-
ticipants noted that the original articles were too long for a quick 
overview, though all wanted to retain the possibility to access them. 
Participants noted that seeing entire paragraphs prevented them 
from quickly understanding what the societal implication is. In-
stead, we decided to provide a summary speci�c to the undesirable 
consequences in an article. 

Categorizing undesirable consequences: Prior work has ex-
amined the bene�ts of category structure in human cognition for 
sensemaking and creativity [108]. More recent systems have lever-
aged di�erent “categories” to organize mass information [54] and 
generate creative ideas [74, 96, 113]. In addition, our decision was 
con�rmed in the same preliminary study above, in which partici-
pants reported that presenting undesirable consequences without 
any organization was overwhelming and time-consuming. To ad-
dress this issue, we designed B��� to categorize undesirable con-
sequences into di�erent aspects of life that they a�ect, such as 
politics and equality, which we adapted from the Tarot Cards of 
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Tech [41]. B��� visually signals these categories with di�erent col-
ors, which may enhance users’ understanding of the diverse range 
of undesirable consequences that can occur in the real world. 

Bookmarking articles: In early feedback on our prototype, 
we also repeatedly received the feedback that users wanted to 
return to a speci�c article or save it as a collection of undesirable 
consequences particularly relevant to their project. B��� therefore 
allows bookmarking articles in a sidebar using cookies. 

3.2 User Interface Usage Scenario 
In this section, we illustrate how users can interact with B���’s user 
interface to explore undesirable consequences. At a high level, the 
main interface (Figure 1) allows users to (1) browse through diverse 
examples of undesirable consequences for di�erent technologies, 
(2) understand and access the source articles, (3) �lter and search 
undesirable consequences, and (4) bookmark articles, e.g. if they 
wanted to read the article later or create a subset of undesirable 
consequences for later consideration. 

B��� displays di�erent undesirable consequences on cards in a 
scrollable interface (see Figure 1). As the user scrolls down, new 
cards appear automatically. Each card includes a header that dis-
plays the aspect of life it a�ects in a distinct color to promote visual 
organization. The card content includes the summarized undesir-
able consequence along with the article title and source, as well 
as two buttons that let users bookmark or delete an article from 
the view. Clicking on the article title opens a new browser tab that 
shows the original article. Bookmarked cards appear on a history 
sidebar z7 . By default, B��� shows all cards in random order, but 
users can �lter the cards by technology domain z1 and/or by the 
aspect of life z2 . They can also search for speci�c terms within 
the summary, such as “mental health” or “misinformation” z3 . 
The shu�e button at the top allows users to shu�e cards in the 
collection view to encounter new ideas z4 . Users can save a card z5 to their bookmark z7 . When users think that they have already 
known a consequence in a card, they can remove that from their 
view z6 . Users can review their collection of articles at z7 to gain 
awareness of the consequences discussed online. Users can also 
import an article via an article URL in z8 as described in Section 3.5. 

3.3 Content Curation Pipeline 
As shown in Figure 2, B��� automatically �lters relevant articles 
describing undesirable consequences of given input articles in a 
technology domain, (Section 3.3.1), extracts and summarizes these 
consequences (Section 3.3.2), categorizes them into di�erent aspects 
of life and society that they a�ect (Section 3.3.3), and �nally displays 
them in an interactive interface in Figure 1. To achieve these steps, 
B��� uses GPT-3.5 [13] due to its versatility and high-quality outputs. 
GPT-3.5 [13] is noted for its ability to classify with higher accuracy 
than supervised approaches with no or few training instances. We 
used the gpt-3.5-turbo model, a pre-trained language model that 
can solve NLP tasks with instructions. The model can be accessed 
via its OpenAI API [77]. To show the model how to perform a given 
task, it has to be given instructions along with examples. Such ‘zero-
shot’ methods bene�t our case [110] since annotating articles (for 
supervised approaches) is expensive because of the length of articles 
and relatively infrequent descriptions of undesirable consequences. 
Hereon, we use the terms ����� to denote the input text, ������ 

to denote the natural language instruction, and ������ to denote 
the output by the model. 

3.3.1 Article Filtering. Given a large volume of input articles, �lter-
ing relevant articles that contain undesirable consequences is our 
�rst step. B��� performs �ltering in two steps based on: (1) the title 
and (2) the content. This hybrid �ltering method aims to include 
more relevant undesirable consequences from articles and reduces 
the cost of computation from requesting the OpenAI API. 

Filtering by Title. First, B��� determines whether an article men-
tions undesirable consequences based on the title information. For 
example, the title “Social media is polluting society. Moderation 
alone won’t �x the problem” is very likely to discuss such conse-
quences. In contrast, titles that announce product launches, analyze 
products, or discuss corporate leadership rarely contain relevant 
consequences (e.g., “Improbable teams with Google, opens Spatia-
lOS alpha for virtual world development” [58]). 

To �lter articles by title for those that mention undesirable con-
sequences, B��� employs a RoBERTA-based [57] supervised binary 
classi�er that outputs whether an article is relevant or not. To de-
velop this title classi�er, we annotated a dataset of 1,500 random 
online article titles for whether they are likely to contain an undesir-
able consequence or not. Two authors individually annotated all the 
article titles with a binary label “relevant” or “irrelevant.” The initial 
inter-rater reliability was 92.17%. The two authors then discussed 
the inconsistent titles until agreement was achieved. When the two 
authors were unsure about the relevance during the deliberation 
phase, we included the titles and resorted to �ltering by content 
to reduce ambiguity. Because obtaining diverse positive examples 
is more di�cult than getting negative examples, we leveraged the 
AI incidents database [64] to �nd articles that discuss undesirable 
consequences. The title classi�er that was �ne-tuned on this dataset 
achieved F1=86.63% on a 4:1 train-test split. The performance of 
our title classi�er is signi�cantly higher than that of classi�ers in 
comparable prior work (e.g., when detecting propaganda in news 
articles, where an F1 score of 60.98% was reported [26]). 

Filtering by Content. B��� additionally �lters the article content 
using the prompting approach [13]. More precisely, B��� uses the 
following ������: “Does the article above discuss unintended or 
undesirable consequences on society of <domain>? Answer Yes or 
No.” An example �����, ������, and ������ looks as follows: 

An Example of Filtering by Content 
The Nauseating Disappointment of Oculus Ri� (MIT Tech Re-
view) [66] 

Admittedly, I was using a $599 Oculus Rift 
virtual-reality headset. It was a lot of fun, though 
I looked like a complete idiot sitting with a clunky 
black gadget on my face. I also got a more in-depth look 
at simulator sickness—feelings of nausea, dizziness, and 
eye strain that some people get when using VR—and what it 
means for the future of this technology ... [continued] 
Does the article above discuss undesirable consequences 
of virtual reality on society? Answer Yes or No. 
Yes 
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Figure 2: An overview of B���’s content curation pipeline. Given online article sources, B��� �lters out those that discuss 
undesirable consequences, extracts and summarizes the consequence, and categorizes it into di�erent aspects of life that it 
a�ects, such as the environment, equality, or politics. The undesirable consequences are then displayed in an interactive, 
web-based user interface. 

3.3.2 Content Summarizing. Given the �ltered set of articles, B��� 
automatically summarizes undesirable consequences. For exam-
ple, consider the following paragraph from an article in the MIT
Technology Review [91]:

[...] social media was just making it worse. The prejudice 
Lise experienced—colorism—has a long history, driven 
by European ideals of beauty that associate lighter 
skin with purity and wealth, darker tones with sin and 
poverty. [...] And today, thanks to the prevalence of self-
ies and face �lters, digital colorism has spread. With 
Snapchat, Instagram, TikTok, and Facebook a part of 
billions of people’s everyday lives, many of us �nd that 
people see far more pictures of us than ever before. [...] 

While providing much detail and nuance, reading the entire arti-
cle is time-consuming. We found that articles in our dataset included 
an average of 713.2 words (min=103; max=5401; SD=501.6). In our 
experience, we found it challenging to skim and locate phrases 
within paragraphs that describe undesirable consequences with-
out getting caught up in the speci�cs. Therefore, listing various 
undesirable consequences discussed in articles was impractical at 
best because irrelevant details in the articles distracted from higher-
level issues. Instead, a shorter summary of the discussed conse-
quence helps users grasp the overall issue. B��� employs GPT-3.5 
for abstractive summarization, which paraphrases the undesirable 
consequences discussed in the article and generates relatively short 
summaries. We leveraged LLMs given that prior work found LLM 

Figure 1: B���’s main user interface. Users can view summaries of undesirable consequences and �lter them by technology 
domains, aspects� of� life� they� a�ect,� or� search� keywords.
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summaries to be on par with human written summaries [117]. In 
contrast to extractive summarization, which extracts and concate-
nates excerpts from an article into a summary, abstractive summa-
rization can generate summaries of a speci�ed length and include 
multiple consequences, making it a better �t for our purpose. The 
������ for this task is: “To summarize in a short paragraph, the 
main undesirable consequence of <domain> being discussed here 
is”. An example �����, ������, and ������ is as follows: 

An Example of Content Summarizing 
How digital beauty �lters perpetuate colorism (MIT Technology 
Review) [91] 

When Lise was a young teenager in Georgia, her classmates 
bullied her relentlessly. She had moved with her family 
from Haiti a few years earlier, and she didn’t fit in 
with the other students. They teased her about her accent, 
claimed she “smelled weird,” and criticized the food she 
ate. But most often they would attack her with remarks 
about her dark complexion ... As she struggled to cope 
with the abuse, Lise convinced herself that the darkness 
of her skin was to blame. And social media platforms and 
the visual culture of the internet suggested the same 
thing ... [continued] 
To summarize in a short paragraph, the main undesirable 
consequence of social media being discussed here: It 
can lead to the reinforcement of colorism. Colorism is de 
fined as prejudice against people with darker complexions, 
and it can have harmful effects on people’s mental and 
physical health. Social media platforms like Instagram 
have filters that can lighten users’ skin tone, which can 
perpetuate the idea that lighter skin is more desirable. 
In addition, recommendation algorithms on these platforms 
often favor content featuring people with lighter skin, 
which can reinforce users’ biases and lead to the marginal 
ization of people with darker complexions. 

3.3.3 Aspect Categorizing. B��� assigns each undesirable conse-
quence summary to one of 10 aspects of life, from health & well-
being to politics (see Supplementary Materials for a list of aspects 
and examples). This categorization allows for narrowing down the 
set of summarized undesirable consequences and can emphasize 
the variety of impacts technology can have on society. 

To develop the list of aspects, we built on the list of 21 aspects 
of life that are relevant to societal implications from the Tarot 
Cards of Tech project [41]. Assigning 150 randomly chosen articles 
discussing undesirable consequences to these 21 aspects of life, 
we iteratively merged and renamed the aspects to �t our data (see 
Supplementary Materials for details). The resulting 10 aspects of life 
broadly represent various categories that undesirable consequences 
commonly fall into and are used in B��� to support users in learning 
and brainstorming. We incorporated the list in B��� such that it can 
be extended with additional aspects or replaced with a new list. 

B��� uses the prompting approach of GPT-3.5 for aspect cate-
gorization. The prompt we use for this task is: “Which aspect of 
life does the following consequence a�ect?” An example �����, 
������, and ������ looks as follows: 

An Example of Aspect Categorizing 
AI voice actors sound more human than ever—and they’re ready 
to hire (MIT Technology Review) [42] 

List of possible aspects: Economy, Environment & 
Sustainability, Equality & Justice, Information & 
Discourse, Health & Well-being, Politics, Power, Security 
& Privacy, User Experience & Entertainment, Social Norms 
& Relationships 
Which aspect of life does the following consequence 
affect? 
Title: AI voice actors sound more human than ever—and 
they’re ready to hire 
Summary: People are losing their jobs. The technology is 
becoming so realistic that many people can’t tell the 
difference. 
Aspect: Economy 

3.3.4 Implementation Details and Costs. B��� includes a frontend 
interface implemented in the React JavaScript library and a server 
using the FastAPI Python framework. The server uses Selenium [46] 
and Beautifulsoup [88] to extract article URLs based on input key-
words and the newspaper3k API [78] to obtain the article content. 
We used a combination of the sentence-transformers model in 
the huggingface library and the FAISS library to enable the quick 
search functions for similar articles to a search keyword [48]. In 
our main system architecture, we initially used the GPT-3 API and 
text-davinci-002 model [77], which was released on June 11, 2020. 
The cost of using the GPT-3 API was $0.06 for 750 words at the 
time of implementation. Since then, new variants of GPT models 
were made available, including GPT-3.5 and GPT-4, which were 
introduced after our �rst study. The language models that B��� 
uses can be changed as more powerful versions come out. We also 
added an option to run the pipeline using open-source language 
models, Llama2. We re-ran our content curation pipeline on the 
three domains using GPT-3.5 on August 15, 2023. 

3.4 Technical Evaluation 
We evaluated the pipeline described above on three technology 
domains: social media (SM), virtual reality (VR), and voice assis-
tants (VA). We chose these three domains as the initial content for 
B��� because they represent diverse digital technologies that have 
been deployed and used for di�erent amounts of time. Social media 
is a technology with widely-explored consequences on economic, 
political, and social spheres (e.g., polarization [107] and depres-
sion [25]). Voice assistants are comparatively new but are now an 
integral part of many people’s lives, with consequences including 
privacy violations [72] and harmful content [47]. Virtual reality is 
still newer and has not yet become mainstream. 

Retrieving Online Articles. We searched for articles in these do-
mains using the keywords below from the sources in Table 1. The 
search led to a total of 42,405 articles, published between 1997-2023. 

Article Filtering. Applying the title classi�er to our dataset of 
online articles resulted in a total of 26,628 articles as shown in 
Table 1. Filtering by content retained 2.6k articles in our dataset 
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Table 1: Online sources for retrieving articles on the three 
technology domains in our technical evaluation: Social Media 
(SM), Voice Assistants (VA), and Virtual Reality (VR). The 
table shows the percentage and total number of relevant 
articles that contain consequences after each �ltering step. 

News Source Retrieved 
Articles 
SM·VA·VR 

Title Filter 
SM·VA·VR 

Content 
Filter 
SM·VA·VR 

MIT Tech 
Review 
1997-2022 

3433 
1686·957·790 

1957 (57%) 
1082·563·312 

519 (15%) 
349·116·54 

TechCrunch 
2005-2022 

3975 
748·1502·1725 

1330 (33%) 
337·538·455 

390 (10%) 
155·187·48 

The Verge 
2011-2022 

720 
89·473·158 

236 (33%) 
61·160·15 

175 (24%) 
53·114·8 

WIRED 
2010-2022 

34000 
5345·17319·11516 

22940 (67%) 
3954·11560·7426 

1489 (4%) 
921·409·159 

Total 
1997-2022 

42405 
7968·20148·14289 

26628 (63%) 
5503·12855·8270 

2616 (6%) 
1498·840·278 

that discuss undesirable consequences of SM, VA, and VR. This pro-
cess �lters out articles with ambiguous titles related to undesirable 
consequences. For example, an article titled “Advertisers Employ 
Social Media” was predicted as relevant by title �ltering. However, 
the article discusses companies that use social media for advertise-
ment with no clear undesirable consequences. The content-based 
classi�er achieved an accuracy of 89.24% (F1=89.83%), which is a 
3% increase compared to the title classi�er. 
• Social Media: social media 2 

• Voice Assistants: voice assistant, chatbot, home assistant, 
AI assistant, speech recognition, voice recognition, 
smart assistant, personal assistant 

• Virtual Reality: virtual reality, mixed reality, augmented 
reality, metaverse 

Content Summarizing. To evaluate the accuracy of the generated 
summaries in describing the undesirable consequences from the 
articles, we randomly chose 50 articles from the �ltered set. One 
author read each article and graded the corresponding summary 
as either accurate or inaccurate. A second author then con�rmed 
the decision. The summary was considered accurate if it truthfully 
translated the desired content (undesirable consequences in our 
case). Sources of inaccuracy included (1) introducing facts absent 
in the original text (also known as model hallucinations [62]), (2) 
failing to summarize undesirable consequences because the arti-
cles never discuss undesirable consequences, (3) producing a non-
sensical summary (a phenomenon known as text degeneration [45]), 
or (4) generating oversimpli�ed summary with insu�cient context 
(requiring decontextualization [23]). For example, the summary 
“They [VA] will probably make us all look like idiots.” is inaccurate 
because it is oversimpli�ed (does not contain enough context to 
stand-alone). We found that 84% (42/50) were rated as accurate, 
suggesting that summarizations are largely reliable. For example, 
one wrong summarization of an article on the Interpreter Mode of 
2We avoided product-speci�c search terms to avoid capturing generic articles that 
included text, such as “Share this link on Facebook and Twitter.” 

Google Translator [24] is “we will be often talking to our devices 
than each other. This is a bad thing.” The article mentions potential 
mistranslation for people with thick accents but does not explicitly 
mention overuse. A future improvement could be allowing user 
feedback to enhance the potentially incorrect summaries. 

Aspect Categorizing. We evaluated B���’s 10-way classi�cation 
using the pilot 150 articles assigned to 10 di�erent aspects of life. 
B���’s classi�cation achieved an accuracy of 38% (F1=36%), which 
is not ideal but expected as the performance is comparable to other 
multi-class classi�cation tasks [85] (even including those with fewer 
categories). Achieving higher accuracy with the zero-shot approach 
is di�cult. In our case, the fairly complex categories (e.g., Health & 
Well-Being) and their potential for overlap lower the performance; 
misclassi�cations in our dataset are rarely egregious but instead 
happen when multiple categories could be a potential �t. 

3.5 Growing B���’s Content 
While our technical evaluation demonstrates the feasibility of adapt-
ing NLP techniques to extract undesirable consequences for three 
technology domains, B��� includes two ways for adding more un-
desirable consequences and additional technology domains. 

First, users can click on the "Import an article" button in B���’s 
user interface (Figure 1- z8 ) to add a single article via URL or PDF. 
B��� then runs the article through its extraction pipeline and shows 
a card with the summary, link, and aspect category as output. Users 
can assign the card to an existing technology domain or propose 
a new one (e.g., robotics). Added articles, cards, and technology 
domains are stored in a temporary database and only added after 
approval to avoid potential misuse and retain control over the 
number of technology domains that are being added. 

A second option is to use B���’s bulk-import functionality, which 
is currently only available to developers to control the costs of 
accessing the OpenAI API. This functionality allows inputting a 
keyword (e.g., social media) or adding several URLs or an entire 
spreadsheet data �le with several articles at once, which B��� then 
runs through the extraction process that can take several hours. 
As we described in Section 3.4, we have previously obtained on-
line articles from a set of trusted online technology magazines by 
searching for, and downloading, those that discuss speci�c technol-
ogy domains. We plan to continue using this approach for adding 
new domains (as we did to add more �elds in our Study 2). 

In addition to these two approaches for manually adding un-
desirable consequences, the system automatically checks for new 
articles in the three domains (and on the four sites listed in Table 1) 
on a weekly basis and adds the discussed undesirable consequences. 
The update frequency is �exible; we decided on weekly updates 
because there are usually only 3-5 new articles every week. 

4 STUDY 1 
Our �rst study evaluated B���’s overall usefulness for researchers 
who are experts in a technology domain that is currently covered 
in B���. Speci�cally, our study investigated whether a catalog of 
undesirable consequences in B��� could enhance their awareness 
of potential impacts within their general CS subarea. The study 
design was guided by three research questions: 

https://www.technologyreview.com/
https://www.technologyreview.com/
https://www.technologyreview.com/
https://techcrunch.com/
https://techcrunch.com/
https://www.theverge.com/
https://www.theverge.com/
https://www.wired.com/
https://www.wired.com/
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RQ1 Does B��� support CS researchers in discovering undesirable 
consequences beyond their prior knowledge and beyond 
searching on the internet? 

RQ2 How do researchers perceive B���’s usefulness for discover-
ing undesirable consequences in their area? 

RQ3 How and when do researchers imagine using B��� during 
the research and development process? 

4.1 Methods 
We chose a within-subjects design to answer whether B��� helps 
researchers gain insights into undesirable consequences in their 
technology domain, beyond what they already know and beyond 
what they may discover through an online search. 

4.1.1 Participants. We recruited nine computer science (CS) re-
searchers (7 male, 2 female) aged 24-41 (` = 27.55, f = 5.66) years 
old through personal connections and institutional Slack channels. 
Our participants are based in the US and �uent in English. To en-
sure participants actively worked on cutting-edge technologies, 
our selection criteria required participants to be CS researchers in 
academia or industry and develop technologies in the areas of social 
media (SM), voice assistants (VA), or virtual reality (VR) (3 from 
each) and to have authored at least one peer-reviewed publication 
in one of these technology domains. Importantly, our participants 
were not new to the topic of undesirable consequences. Two par-
ticipants work on ethics-related topics (AI fairness and identifying 
security and privacy issues in VR). Of the 9 participants, 7 are Ph.D. 
students, 1 is a postdoctoral researcher, and 1 is a research scientist 
at a non-pro�t research institute. Seven participants previously 
worked for large multinational technology corporations relevant 
to their research �elds. We met with 5 participants over Zoom (P3, 
P5-6, P8-9) and 4 in person (P1, P2, P4, P7). 

4.1.2 Procedure. Each study session started by obtaining consent, 
followed by a brief introduction of undesirable consequences of tech-
nology. All participants used their own devices for the study. The 
recruitment email did not detail the study procedure to prevent 
them from preparing in advance and confounding our baseline 
conditions. Each participant took part in three ordered conditions: 
(1) K��� (Prior Knowledge Baseline): Participants were asked 
to think about and list any undesirable consequence of digital tech-
nologies in their domain of expertise (one of SM, VA, or VR), solely 
based on their prior knowledge. 
(2) S����� (Online Search Baseline): Participants were asked 
to search any online resources of their preference (e.g., Google 
Search, Google Scholar, Semantic Scholar) to add to the previously 
generated list of undesirable consequences. 
(3) B��� (B��� System): Participants were asked to interact with 
B��� and list any additional consequences that they did not mention 
in either of the prior conditions. Participants were provided the 
URL for B��� without any additional instructions on how to use it. 

We chose the two baseline conditions because these are plau-
sible alternatives for exploring undesirable consequences, which 
technologists desire to do but not yet commonly practice [31]. Each 
condition was limited to 15 minutes to allow for comparable out-
comes across conditions and to keep the study duration to at most 
one hour. None of the participants reached this limit in any of the 

conditions. Participants were alerted about the remaining time after 
10 minutes. They were also informed that they could jump to the 
next condition when they could not think of, or �nd, more undesir-
able consequences. While participants were encouraged to think of 
as many unique undesirable consequences as possible, all of them 
eventually ran out of ideas and switched to the next condition. 

Each study session ended with a semi-structured interview elic-
iting feedback on B���. The interview asked questions about the 
perceived usefulness and challenges of B��� as well as how par-
ticipants would integrate B��� in their research process and what 
future use cases they could envision for B���. 

4.1.3 Analysis. To answer whether B��� supports developers in 
naming undesirable consequences beyond their prior knowledge 
and an online search (RQ1), we analyzed the number of unique un-
desirable consequences listed during each condition. Consequences 
were considered as unique if they considerably di�ered in detail— 
for example, in terms of di�erent “aspects” like privacy issues due 
to recording vs. data leaks or speci�c examples of undesirable con-
sequences a�ecting certain populations in di�erent ways. We also 
required consequences to be either already existing or reasonable 
(e.g., they could be anticipated but had to be realistic). We counted 
the results by the conceptual distinction made by the participant 
barring repetition or similar incidents (e.g., virtual reality might 
cause nausea or motion sickness are counted as one unique idea). 
Two authors independently coded and counted participants’ unique 
consequences. During analysis, the three conditions were random-
ized to prevent con�rmation bias towards our system, B���. To 
assess the category consistency, we calculated the inter-rater relia-
bility of the categories using Cohen’s Kappa ^ = 85.33%. For the 
21 responses out of 155 that the authors disagreed on, two authors 
discussed and decided on the �nal aspect. The anonymized user 
data can be found in the Supplementary Materials. 

To answer RQ2 and RQ3, we conducted a thematic analysis 
of the semi-structured interviews. First, two authors individually 
reviewed, and conducted open coding for, three interviews. Next, 
three authors met to consolidate and create the �rst draft of the 
codebook. Finally, two authors independently coded the remaining 
interviews and re�ned the codebook, which was discussed with 
the full research team. In line with prior suggestions [63], we did 
not calculate an inter-rater reliability score for the interview codes 
because our goal was to uncover more themes. 

Researchers’ Positionality. Our motivations and perspectives for 
designing, developing, and evaluating B��� are shaped by our aca-
demic and professional roles as US-based CS researchers at an R1 
university. With backgrounds in HCI, NLP, Software Engineering, 
and Computing Ethics, we had many discussions about support-
ing and incentivizing researchers in various sub�elds of computer 
science to learn about and anticipate undesirable consequences of 
technology that all authors have experienced in the past. All of the 
authors have had prior research experience (as faculty, interns, or 
research scientists) at other universities and in industry labs, which 
has in�uenced our thinking of how the inertia to consider unde-
sirable consequences could be overcome. While we are ultimately 
technologists, we see B��� not as a complete solution to the problem, 
but as being in a supportive role that needs to be combined with 
incentives and structural changes in academia. 
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Figure 3: Cumulative 
unique number of conse-
quences in each condition. 
The line represents means 
of unique consequences be-
tween the three conditions. 

Figure 4: Total time taken 
for each of the three con-
ditions separately (in min-
utes). 

Figure 5: Percentages of total consequences by each partici-
pant for each condition of our study by technology domain. 

4.2 Results 
We report our �ndings in the following two sections. 
4.2.1 B��� allows participants to find additional and diverse 
undesirable consequences (RQ1). Our quantitative analysis 
showed that B��� supported participants in discovering undesir-
able consequences beyond their prior knowledge and beyond what 
they found during an Internet search. In the K��� condition, par-
ticipants listed an average of 6.11 (SD=2.80) unique undesirable 
consequences (Figure 3). For example, participants mentioned po-
tential implications ranging from an “echo chamber” in social media 
to sensitive bio-metric information used for advertisement in vir-
tual reality. They mentioned reading about these examples in the 
news or research papers, in addition to sometimes citing their own 
work. Participants spent an average of 7.52 minutes (SD=2.68) on 
this �rst condition as shown in Figure 4. All participants switched 
to the next condition before the 15-minute limit was reached. 

The S����� condition only resulted in an average of 3.88 addi-
tional undesirable consequences (SD=1.83). Overall, participants 
spent more time in this condition than in the K��� condition 
(K���: " = 7.52 minutes, (⇡ = 2.68; S�����: " = 8.23 minutes, 
(⇡ = 1.96) The di�erence is mainly due to the time required for 
searching for, and reading through, information online. The fact 
that they found fewer ideas on average in S����� makes intuitive 
sense because participants searched for consequences similar to or 

building upon what they already thought of in the K��� condition. 
Our observations suggest that searching for resources online, such 
as through Google Search, Google Scholar, or Semantic Scholar, is 
not well-suited for �nding undesirable consequence, owing to the 
fact that it often necessitates prior knowledge on what to search for. 
While participants used di�erent combinations of search engines (5 
participants only used Google Search, whereas 4 others used both 
Google Search and Google Scholar or Semantic Scholar), they were 
unable to �nd many new consequences. As P8 noted, “all of the 
titles on Google said the same things ..., so I had to open them to see 
[the content], which is tiring." P3 even had trouble �nding the right 
keyword to search for the content, stating that “I don’t know if there 
just isn’t so much work about [safety issues of VR] or I just searched 
with the wrong keywords”. All participants switched to B��� before 
the 15 minutes ended, suggesting that they had exhausted ways for 
searching for information about undesirable consequences. 

With B���, participants were able to add an average of 7.00 unde-
sirable consequences ((⇡ = 1.65) not listed before. P3 summarized 
their experience by saying “a lot of ideas just came to me that I oth-
erwise would never have thought of.” As an expert on social media, 
P2 mentioned an additional 7 ideas when using B��� compared 
with 17 ideas in the prior baseline conditions (K���: 10, S�����: 
7). For instance, they commented that as social media platforms 
grew, governments can easily censor the population by deleting 
controversial topics, a consequence which they had “totally missed” 
in the previous conditions. 

While participants were able to expand their list of undesirable 
consequences using B���, we found that participants spent, on 
average, more time with B��� (" = 10.52 minutes, (⇡ = 1.85) than 
in the other two conditions (see Figure 4). Our observations and 
analysis of post-study interviews suggest that B��� was perceived 
as engaging and as a tool that continuously led to new insights. 
For example, participants commented that B��� enables them to 
�nd examples of undesirable consequences quickly (and especially 
more quickly than in the S����� condition). P1 mentioned that 
they were completely oblivious to the time they spent exploring 
B��� until we reminded them after 10 minutes in the B��� condition. 
P9 described the interface as “addictive” and that they would like 
to keep re-visiting B��� in the future. This suggests that, unlike in 
the S����� condition, participants felt like they wanted to spend 
more time exploring undesirable consequences. 

A detailed breakdown of the percentage of unique consequences 
listed in each condition by each participant can be found in Fig-
ure 5. Based on the percentage of new consequences added in each 
condition, B��� appears to be most useful for VR, VA, and SM in 
that order. Such an order could be the result of the di�erent eras in 
which these technologies were introduced—the undesirable conse-
quences of VR and VA are just becoming apparent, whereas those 
of SM have been known for some time and are regularly discussed 
in the news. Participants working on social media were therefore 
able to cover many consequences in the K��� condition. 

While the number of undesirable consequences participants were 
able to think of using B��� is encouraging, we also analyzed whether 
B��� helped participants think of more diverse instances than in 
the K��� and S����� conditions. For this analysis, we manually 
categorized each of their responses into one of the 10 aspects of 
life in Section 3.3.3. The consequences can be categorized into an 
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Voice Assistants tend to use 
female voice which reinforce the 
idea that women are submissive 
in the service row. 

SEARCH 

KNOW 

BLIP 

Equality 

Economy 

Social Norms & Relationships 
Security & Privacy 

User Experience 

Aspects Legend 

VA are used by general 
American accents, which might 
ignore local accents from 
different cultures. 

VA are programmed to respond 
to sexually explicit commands. 

VA would have some privacy 
issues. 

Children can have access to the 
systems and make unauthorized 
decisions. 

Apps use voice/biometric 
passwords that can be misused. 

VA can cause distress and make 
users nervous in real time. 

VA creates inequality for those 
who can't afford it. 

VA may not be able to 
understand people who stutter 
(or other people with 
accessibility issues). 

AI voice sounds more human 
than ever and they will/are used 
to hire or fire people 
automatically. 

VA models are powered by 
annotators. They can be 
exposed to very poor working 
conditions. 

It can affect interpersonal 
relationship by potentially 
making people less polite. 

They can make kids to be rude 
and anti-social because of 
robotic interactions. 

VA can accidentally be activated 
and may overhear sensitive 
information. 

The design of an online dating 
voice matchmaker AIMM was 
not designed LGBTQ-friendly, 
only favoring heterosexual 
couples. 

VA might make us less likely to 
remember information 
(attention loss). 

Figure 6: Quotes from P5’s reporting of undesirable conse-
quences of voice assistants and the associated aspects of life 
in the three conditions of our user study. 

average of 4.11 aspects in the K��� condition, 2.78 in the S����� 
condition, and 5.00 in the B��� condition. To exemplify how par-
ticipants broadened their list of undesirable consequences across 
the three conditions, Figure 6 shows that P5 �rst �xated on unde-
sirable consequences related to Equality in the K��� condition. 
Searching for consequences broadened their list to three di�erent 
aspects (Security & Privacy, Equality, and User Experience). It was 
only when they started using B��� that they additionally thought of 
impacts on Economy and Social Norms & Relationships, in addition 
to others. As we will show in our qualitative results in the next 
section, several participants echoed our �nding that B��� helps 
users diversify their list of undesirable consequences. 

Altogether, our �ndings indicate that B��� supports users in dis-
covering undesirable consequences beyond their prior knowledge 
and searching online, a�rming our �rst research question. 

4.2.2 How participants perceived B���’s usefulness and how 
it would be used (RQ2 and RQ3). To answer our second and 
third research questions, we present three high-level themes as 
revealed by our qualitative analysis. 

B��� is useful for learning about undesirable consequences 
and re�ecting on their own experiences. Our analysis revealed
that participants found B��� improves their ability to “think outside
the box” and made them aware of undesirable consequences that
they “had never considered” [P3]. Many participants suggested that
a tool like B��� is essential and wished it had existed earlier. For 
instance, P7, a Ph.D. student who studied conversational AI, said 
they wished they had looked through the examples or “at least
thought about these societal issues” in their �rst project. They re-
gretted working on an issue with a “very poor understanding of the
social implications.” They explained that ignoring societal rami�ca-
tions can be a bigger problem for technical �elds disconnected from 
end-users such as NLP because “people have established benchmarks
and evaluation metrics, [so] you [researchers] can work on the task 
without having any idea of how it’s used in real life.” P1 echoed that
thinking of undesirable consequence is “di�cult” if researchers do
not work speci�cally on fairness or accountability issues. Because 
B��� pre-processes the real-world examples, P7 found it to be “easier
and faster” to learn about undesirable consequences compared to
relying on their prior knowledge or online search. 

Participants also stated that B���’s aspect categories are useful 
for broadening their knowledge of undesirable consequences. For 
example, P6, who authored over 5 papers on mental health issues on 
social media, extensively discussed undesirable consequences such 
as how social media can cause people to feel lonely, show “scary”
images that can a�ect users’ mental stage, and idealize beauti�ed 
photos that make teenage girls feel bad about themselves. When 
searching online, they continued focusing on health-related risks 
such as how social media can increase depression and schizophrenia. 
B��� expanded their discussion to other issues on privacy, economy, 
online bots, limitation of freedom of speech, and interpersonal 
relationships. In the end, P6 commented on the bene�t of having 
di�erent aspect categories: “I do feel like it’s very nice to get exposed
to a wide variety of topics... I feel like this would be great to anticipate 
[undesirable consequences of] a new social media product.” 

We observed a similar pattern for P1, P3, P5, P8, and P9, all of 
whom focused on aspects that are related to their research areas in 
the baseline conditions and only included more diverse issues once 
they started using B���. Note that we explicitly asked participants 
to list diverse undesirable consequences until they exhausted their 
ideas, at which point they could switch to the next condition. The 
fact that only three participants generated consequences across 
several aspects of life from the beginning suggests that many re-
searchers and developers may �xate on speci�c issues. The diversity 
of undesirable consequences in B��� was useful for gaining insights 
into additional aspects and overcoming this �xation. 

Participants also noted that the examples in B��� inspired them 
to think of their own prior experiences or additional undesirable 
consequences. For instance, for P1, a summary on one card (“People
have become more reliant on machines to do tasks that they are 
capable of doing themselves.” ) inspired them to recall their own
experience with voice assistants: “[I] deliberately speak in a way
that it will be easier for [the] machine to understand.” They recalled
that the interaction "fundamentally changed my behaviors." Every
participant mentioned at least one incident (“This made me think of
...” ). As P8 said after using B���, “I felt that I was exposed to a bunch
of possible directions that you can see. I feel that I’m learning a lot.”
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B��� can be useful for brainstorming undesirable conse-
quences, writing ethics statements, and for di�erent stake-
holders. We found that participants appreciated B��� for helping 
them brainstorm undesirable consequences of their own innova-
tions, including when writing an ethics statement or introduction 
for a paper. P4, who studied security issues on VR devices, sug-
gested that B��� could be useful for �nding arguments and citations 
for their publication discussing the undesirable consequence of 
VR. P1-2, P4, and P7-8 all mentioned that they perceive B��� to be 
useful to get ideas for ethics statements or the introduction of their 
papers. P4 was hopeful that B��� could play a role in establishing a 
“brainstorming phrase” for CS researchers to determine the research 
questions to address. Similarly, P7 indicated that they would use a 
system like B��� to think about undesirable consequences of a new 
topic early on, stating that “it will be very useful for brainstorming 
and will [help me] process a lot of information faster.” 

Participants also felt that B��� could be useful for a variety of 
stakeholders, not just for themselves. Several participants suggested 
that it would provide a good introduction to undesirable conse-
quences for the general public, researchers, or developers who are 
new to a particular �eld. As P9 mentioned: “I think in order to get 
a sense of the full paradigm of VR, you have to have a tool like this 
because you can’t just read a bunch of disconnected articles about 
this.” P1 made a similar comment that users could quickly browse 
through a “broad spectrum of issues”. P3 also appreciated that B��� 
can enable readers to “quickly skim through the summaries” without 
delving into each online resource. 

In summary, the results of our �rst study suggest that B��� sup-
ports the discovery of more and more diverse undesirable conse-
quences relevant to speci�c technology domains compared to prior 
knowledge and an online search (RQ1). B��� was perceived useful 
to learn about about undesirable consequences and re�ect on their 
own experience (RQ2). In addition, participants found that B��� 
can be useful for brainstorming undesirable consequences, writing 
ethics statements, and for di�erent stakeholders (RQ3). 
4.2.3 Participant Feedback and System Changes. Our interviews 
revealed several opportunities for improving B���, which we subse-
quently implemented. Speci�cally, participants (P2, P4-5) suggested 
that in addition to online articles, it would be helpful to also have 
academic articles available—in particular those that uncover and 
discuss undesirable consequences. We therefore added the func-
tionality to parse and summarize academic papers, adding the last 
twenty years of papers from the CHI proceedings (2003-2023) as a 
data source. In B���’s GUI, users can �lter whether they want to see 
all data sources, only academic papers, or only articles from online 
magazines. We also made minor changes to the GUI based on their 
feedback, such as changing the appearance of the summaries and 
buttons. Additionally, we included the Llama2 open-source model in 
the backend as more large language models become available [105]. 

5 STUDY 2 
Our �rst study showed that B��� can indeed increase researchers’ 
awareness of undesirable consequences in their CS sub�eld com-
pared to relying on their prior knowledge or searching online. What 
remained unanswered was whether B��� is useful for collecting, 
considering, and acting on undesirable consequences relevant to 

speci�c projects users work on. Our second study, therefore, fo-
cuses on the following research question (RQ4): To what extent is 
B��� useful and actionable for users’ own projects? We study this 
question both objectively (i.e., whether they can �nd undesirable 
consequences that are relevant to their projects) and subjectively 
(whether they perceive B��� as useful and actionable). 

5.1 Methods 
5.1.1 Participants. We recruited six CS researchers (4 male, 2 fe-
male) aged 23-26 (` = 25.00, f = 2.00) years old through personal 
connections and institutional Slack channels. Our participants are 
based in the US and �uent in English and all are currently Ph.D. 
students with experience in the technology industry through in-
ternships or prior work experience. The six researchers work in 
Computer Vision, Vision Language Models, Mobile Technology, 
Computational Biology, Robotics, and Ubiquitous Computing. To 
protect their anonymity, we only refer to their general research 
directions and avoid discussing the speci�cs of any project. 

5.1.2 Procedure. We met participants over Zoom (P1-2, 4-5) and 
in person (P3, 6). Before each session, we used B���’s bulk-import 
functionality (see Section 3.5) to �lter, summarize, and categorize 
new content speci�c to the six CS sub�elds that participants’ work 
contributes to. We added all content on B���, including a list of 
domain keywords and the imported articles, before the user studies 
to ensure that participants could explore consequences in their 
own sub�elds (e.g., Ubiquitous Computing). At the beginning of the 
study, we asked participants to describe their current project. They 
were then explicitly instructed to use B��� to bookmark as many 
undesirable consequence as they may �nd relevant to their own 
projects as if they were trying to establish a comprehensive list. 
Participants could open the articles in B��� if they were interested. 
To approximate a real-world usage scenario and avoid making par-
ticipants feel observed, the experimenter left the study session until 
participants messaged the authors that they had gained a su�cient 
overview of the relevant undesirable consequence. Participants 
were told that they had a maximum of 30 minutes to explore B���. 

At the end of the session, we conducted a brief interview with 
each participant. Speci�cally, we asked participants to share their 
screens and explain they found the bookmarked articles relevant to 
their projects. This was done to understand how participants would 
use the undesirable consequences described in the bookmarked 
articles and whether they were actionable. We also asked partici-
pants which features in B��� they liked and what may encourage 
or prevent them from using B���, as well as what improvements 
they would recommend. After completing the session, participants 
were sent a link to a post-study survey asking them about the use-
fulness of B��� for considering undesirable consequences in their 
own projects. All responses were anonymous to reduce potential 
response bias. (See Figure 7 for speci�c questions.) 

5.1.3 Measures. We collected the total time participants used B���, 
the number and content of bookmarked articles, and responses to 
the survey questions. We recorded the post-study interviews for 
qualitative analysis. Similar to Study 1, two authors individually 
reviewed and conducted open coding on the initial two interviews. 
The two authors then independently coded several more interviews 
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and re�ned the codebook. We did not calculate the inter-rater relia-
bility for the codes to discover more emergent themes [63]. 

5.2 Results 
Participants spent an average of 13.11 minutes ((⇡ = 4.72) browsing 
through B��� and bookmarked an average of 7.67 articles ((⇡ = 
3.94, Min = 5, Max = 13) relevant to their research articles (See 
Supplementary Materials for examples of bookmarked articles). The 
result suggests that participants can �nd undesirable consequences 
through B��� that are relevant to their own projects and that they 
can do so in less than 15 minutes. 

Our post-study survey results showed that participants perceived 
B��� generally as useful and actionable (see Fig. 7). Speci�cally, 
four of our six participants agreed or strongly agreed that B��� 
is useful for learning and considering undesirable consequences 
relevant to their own project (two were neutral). All participants 
agreed or strongly agreed that B��� would be useful for others 
working in their area. B��� was also seen as an inspiration to think 
of undesirable consequences of participants’ projects (�ve agreed, 
one strongly agreed). Finally, three participants agreed or strongly 
agreed that B��� provides them with new perspectives for their 
project, suggesting its actionability (two were neutral) and three 
participants would use it for future projects (three were neutral). 

5.2.1 Interview Results. The interviews with participants helped to 
shed further light on these results. First, participants found and 
bookmarked summaries that were relevant to their projects. 
For example, P6 who worked on ubiquitous computing, book-
marked a mixture of online articles and CHI papers. Their current 
project was focused on building smart electrocardiogram (ECG) 
systems, so they bookmarked summaries that were particularly 
relevant to ECG and wearables. One summary suggested that wrist 
devices lack accuracy when people are mobile or if the tasks require 
physical activity; another one described ECG biometrics as lacking 
robustness when deployed in the wild. During the interview, when 
asked about the relevance of the bookmarked summaries for their 
project, they pointed out an article titled What to Put on the User: 
Sensing Technologies for Studies and Physiology Aware Systems. P6 
said that “the source seems to cover challenges and the di�erent phys-
iological signals that we can use for wearable technologies [...] I think 
it will be helpful to know [the signals] besides what I’m using right 
now and be aware of the issues in the future.” P6 suggested B��� made 
them look at potential real-world implications, instead of merely 
�nding, replicating, and improving “lower-level and technical sys-
tems from the very beginning.” They commented that B��� o�ers a 
very di�erent perspective to think of their research in ubiquitous 
computing. They later noti�ed the authors that they reviewed the 
bookmarked list after our study and read the articles in detail. 

Similarly, P2, who works on vision language models, bookmarked 
an article describing that voice assistants may have the potential to 
reduce creativity due to overpersonalization. When asked about this 
article in the interview, P2 mentioned that their research project 
includes a “component to add user’s preference and context input to 
improve the model” but they did not think that this would have any 
consequence at all. P2 continued that “overpersonalization can be a 
problem, right? Maybe we [our team] should think more about this 
feature.” P4, who worked on a computational biology project and 

“did not think about ethics too much,” commented that they often 
focus on the technical aspect but had never read so many perspec-
tives about potential “risks” in the real world before using B���. 
They also pointed to articles that they thought relevant to their 
projects about the undesirable consequence of gene therapy after 
searching keywords such as “gene therapy” and “t-cell receptors”. 

Second, the interviews showed that participants generally per-
ceived B��� as useful and actionable. For example, P5 mentioned 
that they often read magazines such as The Verge, and “[using] B��� 
feels like reading a more relevant news page.” P5 mentioned that B��� 
helps them to rethink ways to alleviate the potential consequences 
of robots. They found an article about the impact of robots on eco-
nomic inequality and commented that they had not thought much 
about this issue since automation seems always “the way to go.” 
They had also bookmarked two articles about potential solutions 
titled “One way to get self-driving cars on the road faster: let insurers 
control them” and “EU proposals would classify robots as electronic 
persons.” Inspired by the two articles, P5 proposed how one could 
address the problem, suggesting they could implement “subscription 
service where robots just act as an agent so that everyone can control 
the robots and receive the payment.” P5 acknowledged that this “of 
course, is a very naive solution,” but “I should start think more about 
these issues” as B��� have exposed many articles to them. 

Third, the interviews explained why some, but not all, partici-
pants thought they would integrate B��� into their work in 
the future. Several participants stressed the importance of having 
B���. For example, P2 stated “I think using this tool is particularly 
useful for ethical consideration, like [the] ethical statements section 
in the ACL papers because most of [the] time researchers don’t know 
what concrete examples to write for those sections, and this provides 
good resources.” P2 continued to say that “a lot of the resources are 
from trendy topics on magazines and the venues that I’m not familiar 
with, [un]like ACL or other pure machine learning conferences.” P2 
later told the authors that they would try to use B��� for their next 
paper submission. P1 also mentioned that they would use B��� to 
�nd relevant literature, which they would like to include in the 
introduction or related work sections. P3 also stressed having such 
a catalog of consequences is “necessary” to keep up with the related 
work and how the media portrays some issues. According to P3, 
this is in contrast to Google Scholar feed which only recommends 
technical work for them. 

Other participants who did not think they would use B��� in 
the future (P4-6) viewed the task of addressing undesirable conse-
quences as tangential to their primary focus on technical develop-
ment. Their comments suggest that a tool alone will not change 
people’s perceived responsibility for actively considering undesir-
able consequences. For example, P6 mentioned that they learned 
“a lot [about] social impact” by looking at B���, but their research 
“primarily focuses on building a technical system.” They were not 
sure whether they should be the person thinking about undesirable 
consequences. P5 mentioned that most of their research considered 
“achieving human-level dexterity of robotics,” but most of the unde-
sirable consequences in B��� are very “socio-economical.” They did 
not think that they are at the right position or quali�ed to think 
about and address these issues. 
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Figure 7: Post-study Survey Responses in Study 2. The x-axis shows the number of participants (N=6) 

Finally, participants suggested opportunities for making
B��� more useful for them. As in the previous study, several par-
ticipants suggested that expanding B���’s catalog to other sources 
may provide additional inspiration. For example, P3 mentioned 
they found “some cool articles” and relevant CHI papers, but they
were interested in “how many papers in my �eld [Mobile Technology]
and outside CHI revenue portrayed these problems.” They suggested
including a list of publication venues and workshops across disci-
plines but realized that it probably went beyond the B���’s scope. 

P5 commented on improving B���’s actionability by suggesting 
that the system would greatly bene�t researchers if it could include 
a “solution” to the undesirable consequences. In a similar vein, P1
suggested adding potential expert reviews or opinions. “I’m working
on a very speci�c and new domain. I’ve talked about undesirable 
consequence with my labmates but I’d be interested in hearing more 
experts to comment on their thoughts.” 

In summary, the interviews revealed that participants recognized 
the B���’s potential and gained ideas of potential consequences that 
they would need to address in their projects. Participants were also 
envisioning B��� 2.0, suggesting the need for tools that summa-
rize the broad range of scienti�c literature from diverse �elds on 
undesirable consequences and aid in �nding solutions. However, 
our results also showed that the onus of proactively addressing 
undesirable consequence cannot rest solely on B���; integrating 
into existing research processes could further amplify its impact. 

6 DISCUSSION 
Our goal in this work was to evaluate whether providing CS re-
searchers with an easily accessible catalog of undesirable con-
sequences of digital technologies could improve their ability to 
learn about and consider adverse e�ects, as prior work had sug-
gested [31, 64, 98]. To study this question, we developed B���, a 
web-based prototype that leverages language models to automati-
cally derive undesirable consequences from any given online article. 
B��� addresses the di�culty of having a broad knowledge of poten-
tial undesirable consequences, which, according to Merton, is “the 
most obvious limitation to a correct anticipation.” [65] 

Our results show B���’s potential for supporting CS researchers 
in gaining awareness of a broad range of undesirable consequences. 

In Study 1, B��� supported researchers in �nding more, and more 
diverse, undesirable consequences of technology in their CS sub-
discipline even after listing ones from prior knowledge and after 
searching online. When relying on their prior knowledge, we found 
that participants only thought of an average of 6.11 unique undesir-
able consequences despite being experts in their technology domain. 
They were often stuck describing undesirable consequences within 
one or two commonly known “aspects” (that were sometimes part 
of their research focus). This indicates that many researchers do 
not have a thorough and broad awareness of the undesirable con-
sequences within their technology domain. Intuitively, searching 
online might be a better option to explore additional undesirable 
consequences to extend users’ prior knowledge. However, our re-
sults showed that searching online only added an average of 3.88 
undesirable consequences and was perceived as a tedious approach. 
The �xation issue persisted when searching online, that is, partici-
pants mostly used search terms related to the undesirable conse-
quences they had already listed. This limitation underscores the 
insu�ciency of traditional methods, as they often lead to a narrow 
focus, overlooking broader and potentially more impactful conse-
quences. Compared to the two baseline conditions, B��� was able 
to support participants in listing and learning about undesirable 
consequences that were often beyond the commonly known ones. 
To summarize these results, our study demonstrates that relying on 
prior knowledge and an online search, without any tooling support, 
is often perceived by the participants as tedious and insu�cient for 
thinking about the undesirable consequences of technology. 

In Study 1, the qualitative responses further illustrate the most 
helpful parts of B���’s design. We found that participants perceived 
B���’s summaries of undesirable consequences as bene�cial for 
e�ciently gaining an overview, while appreciating having access 
to the original articles to ensure information integrity. B���’s cate-
gorization of di�erent life aspects was seen as a motivating nudge 
for exploring consequences broadly—a �nding that is in line with 
the results of our quantitative analysis. The result extends prior 
work in creativity and cognition that has found that providing a so-
lution space using a set of dimensions breaks people’s tendency to 
�xate [74, 96]: Providing a diverse set of undesirable consequences 
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can help technology experts consider societal implications broadly 
and reveal those that they would have otherwise not thought about. 

Study 2 aimed to evaluate whether B��� provides actionable 
information when freely using it to �nd potential undesirable con-
sequences relevant to researchers’ speci�c projects, rather than 
to the whole �eld. We found that participants took less than 15 
minutes, on average, to gather a set of consequences relevant to a 
speci�c research project and bookmarked an average of 7.67 unique 
undesirable consequences during this time. While this second study 
was not designed to determine whether participants were able to 
comprehensively �nd undesirable consequences, participants’ com-
ments suggested that the ones they found inspired them to think 
of undesirable consequences more broadly. The �nding also sug-
gests that B��� could be a useful resource for gathering undesirable 
consequences to include in a paper’s ethics statement, well beyond 
the average of 0.6 words that are included in ethics statements in 
NeurIPS AI papers, for example [6, 71]. 

Our follow-up interview and survey, however, painted a more 
complicated picture of anticipating undesirable consequences using 
B��� in practice. After using B��� for their own projects, two of six 
participants in the second study were neutral on B���’s usefulness 
for their projects, though all agreed that the system is useful for 
others. Some participants acknowledged that they are not in the 
right position to think about these issues, though they learned “a 
lot about social impact.” The result resonates with the narrative 
re�ected in Do et al.’s work [31] that CS researchers tend to de�ect 
the responsibility to consider the adverse e�ects of technology. 

This brings us to how we see B��� can support researchers in the 
future. Participants suggested that they would use B��� for inspi-
ration when writing broader impact statements in papers, which 
could lower the perceived burden of writing them [2] and poten-
tially counteract the focus on desirable outcomes [103]. However, 
ultimately it would be ideal if CS researchers routinely learn about, 
anticipate, and re�ect on undesirable consequences—as has been 
repeatedly advocated for [44, 61]—and that they do so early and 
proactively when addressing undesirable consequences is still fea-
sible [31]. We envision B��� as a tool that supports researchers 
in doing so, both by appealing to their intrinsic curiosity and by 
having extrinsic incentives such as ful�lling the requirements of a 
conference, grant agency, and institution. 

Per Study 2, B���, while a useful tool, is not a magical bullet 
to achieve this paradigm alone. Doing so would not only require 
a catalog of concrete consequences by B��� but also a systematic 
change in culture and structural incentives. Tools like B��� may 
spark new conversations and alleviate the perceived burden of 
anticipating undesirable consequences particularly if research in-
stitutions evolve to actively encourage this re�ection. For example, 
researchers can easily explore a wide variety of undesirable con-
sequences in their domain for past incidents before launching a 
new project. When writing ethics statements (e.g., for papers or 
grant proposals), researchers may use B��� to e�ciently and thor-
oughly examine their case. They could engage with the information 
and stay updated on the latest undesirable consequences. A crucial 
aspect of this institutional change is nurturing a mindset among 
researchers that recognizes the importance of contemplating these 
challenges, thereby embedding the practice of considering undesir-
able consequences as a fundamental aspect of responsible research. 

In the long run, we envision B��� to become an integral part of 
the technology development and research process by using strong 
incentives and implementing systemic changes as suggested in prior 
work [10, 44]. We hope that using B��� will inspire the research 
community to work towards such a future in which learning about 
and anticipating undesirable consequences soon becomes the norm. 

7 LIMITATION & FUTURE WORK 
A limitation of the B��� prototype is that it currently only uses on-
line technology magazines and CHI papers to retrieve undesirable 
consequences of technology. These may not be a comprehensive cat-
alog of undesirable consequences. In particular, the catalog may not 
adequately re�ect the consequences that diverse user groups experi-
ence given that these articles are commonly written for ‘tech-savvy’ 
audiences. In future work, we plan to systematically explore the 
di�erence in the reporting of undesirable consequences across tech 
magazines, newspapers, and research papers from diverse �elds 
and augment B���’s sources. Future work should also incorporate 
non-English language articles, or non-American media outlets, to 
better re�ect the e�ect of technology on diverse users. Another 
improvement is to incorporate multiple aspects rather than one 
category. Encouraged by the feedback from our participants, we 
also believe that there are exciting opportunities to enable citizen 
scientists to document their personal experiences with undesirable 
consequences in B���. This could satisfy users’ desire to share their 
own experiences while enabling insights into potential di�erential 
e�ects of technology on people. 

We designed B��� using LLMs due to the increasing performance 
on NLP tasks such as classi�cation and summarization [15]. Never-
theless, LLMs can also introduce serious undesirable consequences, 
such as model hallucination, biases in the training data, and a lim-
ited understanding of emerging �elds. Our work extracts relevant 
information directly from trusted sources (i.e., online articles and 
papers) and provides access to the original content, instead of di-
rectly prompting LLMs to generate the information. In this paper, 
we o�ered a preliminary evaluation of the individual components 
within B���, using quantitative metrics such as F-1 score. While our 
metrics are comparable to similar ML tasks (see Section 3.4), there 
is a tradeo� between foraging consequences at scale and ensuring 
perfect accuracy. Involving citizen scientists could help improve 
the overall quality of the B��� data curation process, such as by 
providing their feedback on the article relevance and label accuracy 
and by creating their summary and labels on the existing articles. 

We also foresee several di�erent use cases for B���. For example, 
our participants indicated that B��� could help researchers seek 
inspiration when writing broader impact statements for publica-
tions or grant proposals. Researchers may use B��� to introduce the 
background knowledge in their areas to highlight their solutions to 
the public. Additionally, policymakers and practitioners could use it 
to inform their work. Journalists could leverage a system like B��� 
to discover new angles when reporting news, especially technology 
mishaps (see a related tool speci�cally designed for journalists for 
story inspiration [59]). The interested public can fairly e�ciently 
learn about how digital technology has already a�ected, and will 
continue to a�ect, their lives. We believe that B��� could also aid 
di�erent stakeholders in re�ecting on societal issues. 
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