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Deep learning and a changing economy 
in weather and climate prediction
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The rapid emergence of deep learning is 
attracting growing private interest in the 
traditionally public enterprise of numerical 
weather and climate prediction. A public–
private partnership would be a pioneering step 
to bridge between physics- and data-based 
methods, and necessary to effectively address 
future societal challenges.

Lives and well-beings depend on reliable weather predictions every 
day. With climate change, the need for better predictions of future 
weather extremes rises to levels where no investment seems big 
enough. Weather and climate forecasts are predominantly carried 
out by nationally governed and globally coordinated public weather 
services. These forecasts are based on principled equations encod-
ing physical laws, with weather prediction also assimilating hundreds 
of millions of observations per day. However, the need for weather 
forecasts and climate projections with increasingly finer granularity 
and ensemble-based uncertainty quantification causes considerable 
computational and energy overheads1. The costs of such endeavours 
inevitability hit the public purse.

Private companies first entered this public domain years ago, 
mostly targeting tailor-made products for niche markets. However, 
the fast rise of deep learning methods and foundation models, such as 
Generative Pre-trained Transformer 4 (GPT-4)2, predominantly driven 
by private tech companies, are creating unprecedented momentum 
for not only replacing traditional, physics-based methods, but the 
entire public service infrastructure with a new type of weather and 
climate enterprise.

Here, we explore how this momentum shift necessitates a sym-
biosis between public and private efforts, so that the benefits of deep 
learning and physics-based models can be exploited to their full 
potential while preserving the credibility of their products through 
weather and climate expert input and agreed protocols and quality  
standards.

The rise of deep learning
Deep learning is a type of artificial intelligence (AI) that uses neural 
networks to learn tasks from training data. For weather and climate, 
vast amounts of training data are created from the enormous diversity 
of model simulations and observations, enabled by the exponential 
increase in computing and data handling power. For example, the assim-
ilation of weather observations into physics-based forecast models can 
provide accurate snapshots of the evolving state of the climate system 

over many decades, documenting global temperature rise and changes 
in extremes3. These high-quality reference datasets4 make weather and 
climate prediction primed for deep learning applications and ready 
for commercial exploitation.

Such datasets are now being used to train deep learning models 
to make analogue forecasts with impressive skill, promising a factor of 
100 × faster time to solution (and even bigger energy-to-solution sav-
ings) than would be required by traditional physics-based systems5–8. 
Moreover, by virtue of being constrained by vast amounts of struc-
tured observational data, and thereby less influenced by limitations of 
physics-based models, as well as being amenable to corrections learned 
from new data sources, these methods should eventually perform bet-
ter than physics-based models and be more easily tailored to address 
specific questions (or markets).

To make the training even easier for weather forecasting, it could 
be possible to bypass physics-based models entirely — the weather on 
any given day will not abruptly depart from the history of weather on all 
past days. However, what can be learned depends on the completeness 
and representativeness of the training data. As such, physics-based 
models will remain vital, simply because the physics generalizes in ways 
that are designed to fill in what sparse observations lack to constrain 
for the fine-grained three-dimensional evolution of weather. Hence, the 
use of systems built on physical laws will continue to add substantial 
value to observations.

Deep learning has made lesser inroads for climate prediction, 
which — following the above line of reasoning — can also be attributed 
to limitations in the training data. The states of possible future climates 
cannot be learned in the same way from past states of weather in a 
slowly evolving climate. Observations of climatically relevant elements 
are lacking, for instance fractures of ice, the state of the deep ocean 
or the composition of soils. When it comes to climate, deep learn-
ing has the most to offer by incrementally improving physics-based 
prediction models, and by its ability to extract and interpolate across 
the state space defined by physics-based model projections. The 
latter can lead to substantial savings and offer unprecedented, scal-
able, deep-learning-driven interactivity by the fast reconstruction of 
physics-based climate trajectory simulations.

Despite this, operational public weather and climate prediction 
centres have not yet targeted their entire prediction systems for whole-
sale changes. Rather, centres applied deep learning to well-defined 
sub-problems of the production workflow (AI inside), with the aim to 
incrementally improve the quality of their reference datasets9. Exam-
ples include the emulation of physics-based model components (par-
ticularly the costly ones such as calculating the radiation propagation 
through the atmosphere), deriving bias corrections for forecast models 
and observations, or the post-processing of model forecasts, data 
compression and uncertainty quantification.
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Outlook
There is an urgent need to rethink the economies of weather and climate 
prediction given the enormous investments behind efforts to utilize 
mostly public data, fuelled by a strong push towards deep learning 
methodologies and powered by effectively unlimited computational 
and data analytical capacities in the private sector. Foundation models 
add a new dimension here as they offer unprecedented interpretation 
and communication capabilities to users.

Exploring the frontiers of deep learning and foundation models 
thus stands to benefit from an environment where existing public enti-
ties are enabled to fully embrace new technologies and quickly gather 
expertise in domain-specific deep learning — supplemented rather than 
supplanted by the unique skillsets and infrastructures of ‘Big Tech’ 
companies. Public weather and climate services need to continue to 
drive model development based on physics first principles, fully exploit 
the information content of observations, and provide public access 
to the information that can be derived from it.

We suggest that private entities should mostly invest in applying 
deep learning methods and foundation models to reference datasets, 
which are generated through transparent processes and that follow 
agreed standards. Companies would benefit from the generation 
of deep learning datasets using reference physics, the validation of 
outputs, and the uncertainty quantification provided by public play-
ers, and both public and private sectors should investigate the most 
innovative solutions for this (Fig. 1).

This symbiosis would help to best tap the full potential of the 
private sector’s innovative spirit and economic power, while ensuring 
that sufficient investments and input are still made into the underly-
ing public resources. An important ingredient to this symbiosis is the 
democratization of software and data to enable improved prediction 
capabilities for all — in particular for the most vulnerable to climate 
change and weather extremes.
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Foundation models
Foundation models are making another transformative promise — 
examples including the GPT series or diffusion-based models such 
as DALL·E2. These models train on vast amounts of unlabelled data 
using ‘predict removed parts’ tasks to capture the distribution of the 
data itself and learn to fill in missing pieces or extend prompts. These 
learning methodologies closely align with the training of data-driven 
weather forecasting models, and so domain specific foundation mod-
els are expected to develop quickly, particularly driven by private  
companies.

After identifying basic patterns in the data, foundation models 
can be fine-tuned to specific tasks. Training for complex tasks, such as 
conversational agents, can be enabled using Reinforcement Learning 
from Human Feedback (RLHF), as pioneered in InstructGPT. Develop-
ments in the ability of foundation models to learn from human feedback 
in forecast production10 means that models could be developed to 
ingest weather and climate data, which could be fine-tuned by domain 
experts through RLHF, and also interpret and communicate weather 
and climate information (AI on top).

The use of foundation models in forecasting would go well 
beyond physics-based model emulation and could help scale the 
delivery of this information across sectors. However, the enormity 
of the global public weather and climate data resource that founda-
tion models exploit emphasizes the importance of creating a public 
space in this emerging digital universe that helps to control the qual-
ity of training and feedback generation — and also sustain scientific  
credibility.

Predominantly
private sector

Reference data lakes
• Frequent refresh, 

high-quality, federated 
dataspaces

• FAIR principles 
• User-driven reference text 

repositories

AI on top
• Emulated prediction 

systems targeting 
applications with societal 
relevance

• User friendly interpretation 
and output provision

AI inside
• Hybrid machine learned

-physical models
• Simulation–observation 

fusion
• Research-to-production 

transfer

Foundation models
• Interactive, text-based 

interfaces 
• Transparent and quality 

assured adaptation to 
users of weather and 
climate information

Earth-system models and 
observations
• Emulation of physics-based 

model components
• Global-to-local observation 

exploitation
• Assimilation of 

observations into models
• Integration of impact 

sector models and data 
• Acceleration of high-

performance computing
• Data compression

Predominantly public 
sector Symbiosis

Physical 
systems

Data

Information

Knowledge and insights

Protocols and standards
• Internationally agreed climate scenarios and data 

generation protocols
• Impact-driven requirement collection
• Standards for verification, validation, uncertainty 

quantification

Fig. 1 | Public–private weather and climate information system. Left, the 
process of developing deep learning and foundation models to utilize reference 
weather and climate datasets (AI on top). Right, application of deep learning 
to well-defined sub-problems of the production workflow (AI inside), with the 
aim to incrementally improve the quality of weather and climate reference 
datasets. Middle, both sectors should contribute to a transparent process 
deriving knowledge and insights on climate change and weather extremes 
from information extracted from data of physical systems. FAIR, Findability, 
Accessibility, Interoperability, and Reusability.
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