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Experiments accessing extreme conditions at X-ray free electron lasers (XFELs) involve rapidly evolving
conditions of temperature. Here we report time-resolved, direct measurements of temperature using spectral
streaked optical pyrometry (SOP) of X-ray and optical laser-heated states at the High Energy Density (HED)
instrument of the European XFEL. This collection of typical experiments, coupled with numerical models,
outlines the reliability, precision, and meaning of time dependent temperature measurements using optical
emission at XFEL sources. Dynamic temperatures above 1500 K are measured continuously from spectrally-
and temporally-resolved thermal emission at 450 — 850 nm, with time resolution down to 10 — 100 ns for 1
— 200 ps streak camera windows, including in single sweep mode. Targets include zero-pressure foils free-
standing in air and in vacuo, and high-pressure samples compressed in diamond anvil cell multi-layer targets.
Radiation sources used in the presented examples are 20-femtosecond hard X-ray laser pulses at 17.8 keV, in
single pulses or 2.26 MHz pulse trains of up to 30 pulses, and 250-nanosecond infrared laser single pulses. A
range of further possibilities for optical measurements of visible light in X-ray laser experiments using streak
optical spectroscopy are also explored, including for study of X-ray induced optical fluorescence, which often
appears as background in thermal radiation measurements. We establish several scenarios where combined
emissions from multiple sources are observed and discuss their interpretation. Challenges posed by using

X-ray lasers as non-invasive probes of sample state are addressed.

I. INTRODUCTION

The study of warm dense matter (WDM) and high
pressure-temperature states of condensed matter is vi-
tal to understanding complex physical systems that ex-
ist in nature such as planetary interiors'? and in tech-
nologies such as internal confinement fusion®, however
it is poorly described by theoretical models?. Labora-
tory experiments are therefore central to characterising
WDM behaviour. The creation of high pressure (mil-
lions of atmospheres) and temperature (thousands of de-
grees of kelvin or higher) conditions are required to study
these fundamental systems® 4. Traditionally, these are
created through intense irradiation!® ', dynamic shock
compression?223, or a combination of static compression
with these techniques, often using a diamond anvil pres-
sure cell (DAC)5 24 However, these techniques are
often plagued by short experimental lifetimes due to loss
of high-density conditions. Damage to samples can also
occur over long exposures through sample contamina-
tion from chemical reactions with surrounding material
(e.g. diamond anvils) or cumulative thermal or mechani-
cal damage. This can then lead to discrepancies between
various experimental results”1%2°727 At the boundary
between traditionally fast and slow measurements a va-
riety of experiments are possible which address common
challenges of WDM experiments, however novel measure-
ment techniques and diagnostics are often needed for such
regimes?11:28,

X-ray Free Electron Lasers (XFELs) present a new
frontier for intermediate timescale extreme conditions
studies. Excited states following femtosecond pulsed ir-
radiation can persist for beyond microsecond timescales
on XFELs, for example due to volumetric heating of mas-
sive objects??. Meanwhile, pulse repetition rates in the
MHz range, such as is currently available at the Euro-
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pean X-ray Free Electron Laser (EuXFEL)3%:3! | offer op-
portunities for serial probing and excitation on similar,
microsecond timescales.

Controlling samples subjected to WDM extremes over
such experimental lifetimes as well as defining the
pressure-density conditions reached, is made possible us-
ing DACs to contain and pressurize samples of interest2®.
This configuration is ideal to study WDM as it is possi-
ble to use pulsed X-ray heating to heat targets to tens
of thousands of Kelvin?7-29:32735  In this senario hard
X-ray energies greater than 10 keV have long absorp-
tion lengths (~ millimeters) for light elements (i.e di-
amond), allowing penetration of millimeter thick dia-
monds, while absorption lengths in the micrometer range
for high atomic number elements enable localized energy
deposition within micrometer thick samples. XFELs are
ideally suited to this type of experiment because they are
able to produce short (femtosecond pulse length), high-
power (~ 102 photons per pulse), hard X-ray (>10 keV)
pulses. These pulses also provide a fast and high power
probe to observe the sample conditions?’3>37 and are
often available in a pair or train. This therefore natu-
rally leads to the ability to perform serial pump-probe
experiments!®38,

A number of diagnostics can be employed to infer sam-
ple conditions, many using the pulsed X-ray source itself
to obtain a snapshot of conditions in the sample bulk,
including temperature. If the pump is also an X-ray
pulse, the pump and probe are automatically spatially
aligned, which is ideal for sampling the heated volume.
X-ray diffraction (XRD) is a well-developed technique'®
to determine sample conditions through measurements of
sample density and phase transformations, but is com-
plicated by the difficulty in discriminating between the
effects of pressure and temperature changes. Likewise, X-
ray Thomson scattering, often used in conjunction with
X-ray heating, can estimate electron temperature but re-
quires knowledge of how free electrons scatter incoming
X-rays, with temperature uncertainties often on the or-
der of a few eV3943 and therefore often requires high



resolution information on the probe X-ray spectrum as
well as a clear understanding of the X-ray scattering to
determine temperature. Such X-ray snapshots of temper-
ature can be further limited when observing fast and/or
dynamic continuous changes in sample conditions, e.g.
due to availability of a single probe timing in each event,

or insufficient time sampling options®7.

An ideal temperature diagnostic will continuously de-
termine sample temperature through a period of inter-
est with high time resolution and small uncertainty in-
dependent of the detailed sample conditions. Pyrome-
try provides such a method, inferring sample temper-
ature from optical emission released from heated sam-
ples. As opposed to active X-ray probing, pyrometry
is passive so inherently provides a continuous record
of the sample changes. Pyrometric measurements have
long been used to estimate the temperature reached in
static compression (i.e. laser-heated diamond anvil cell,
LHDAC)> 44 shock compression?’23 and fast radia-
tive (i.e. isochoric) heating studies*>®  though while
proposed®® its application to XFEL heating has not
been demonstrated. Pyrometry exploits the emission re-
leased during sample heating to determine temperatures
reached!® usually by assumption that radiation follows
the behaviour of a grey-body radiator, as defined by
Planck’s Law2047,

Streaked optical pyrometry (hereafter, SOP) provides
one such method to measure in-situ sample temperatures
with potentially high time resolution in the picosecond to
microsecond range. Streak camera images record emis-
sion over a pre-determined time window, denoted the
streak window. Changes in emission brightness as a func-
tion of time are recorded on the image as changes in in-
tensity along the time axis*®%°. The spatial, spectral
and temporal shape of optical emission from any heated
sample is difficult to obtain simultaneously?®, thus the
orthogonal axis of the streak image will resolve the emis-
sion either spatially or spectrally (i.e. producing a posi-
tion vs. time linear intensity map across the target or a
wavelength vs. time spectrogram from a particular area
on the target). Each approach has advantages that de-
pend on the sample properties, temperature range, target
design, spatial scale of the event, and other factors. For
example, the presence of optical windows in targets, such
as those used when observing statically compressed sam-
ples or a shocked interface, adds complications such as
the requirement that any optical emission pass through
layers of other material, potentially affecting the final col-
lected emission®®°!. In many cases the use of spectrally
(as opposed to spatially) resolved detection is advanta-
geous as it is less sensitive to emissivity, target transmis-
sion, other complex optical properties of targets, temper-
ature inhomogeneity, or time dependence of these factors,
within certain limits®>%3. The measured spectral shape
also allows an independent verification that emission ad-
heres to the predictions of the Planck model and thus
provides a final test of whether the measured temper-
ature can be valid, by resolving obvious distortions in

thermal emission or nonthermal contributions to signal.
For these reasons, spectrally resolved temperature deter-
mination is generally considered more reliable in complex
sample environments, such as those using tight focused
radiative heating similar to the X-ray and optical heating
employed in this study (e.g. in traditional laser heated
DAC experiments).

The detection limit of SOP is predicated on the tem-
perature, sweep window, number of events (shots) inte-
grated, size of heated and observed areas, event duration,
sample optical characteristics, spectral range detected,
and spectrometer dispersion, and varies significantly de-
pending on these factors for different applications. Lower
detection limits for SOP fall in the range of 400 — 4000 K
in typical single shot HED applications? 45485455 and is
observed to be 1500 — 3000 K for the system described
here. Fundamentally, this is limited by the rapid reduc-
tion in emission with decreasing temperature (i.e. the
Stefan-Boltzmann law). While there is no upper limit
on detectable temperature, spectral form becomes insen-
sitive to temperature where the Planck distribution peaks
well below the observed wavelength band (i.e. Wien’s
law), which occurs, e.g., in the electron volt range for
visible diagnostics; here absolute emission intensity re-
mains a reliable — and possibly superior — indicator of

temperature, in certain circumstances*®.

Here we report the design and performance of a
streaked optical spectroscopy diagnostic for pyrometry
(SOP) implemented at the High Energy Density (HED)
instrument of the EuXFEL, Germany. The system mea-
sures optical signals in the visible spectral range, in
spectral-temporal space and can be deployed in a range
of sample environments creating extreme conditions sce-
narios. It was specifically designed and tested to work
in conjunction with DAC static compression techniques
and optimized to detect thermal radiation from hot sam-
ples undergoing rapid temperature changes. Equipment
for the system was provided to the HED instrument
by the HIBEF user consortium, and the design and
implementation of the SOP system was performed in
collaboration between EuXFEL, Deutsches Elektronen-
Synchrotron (DESY), and University of Edinburgh. Ba-
sic design parameters are discussed in Sec. II, the ex-
perimental procedure in Sec. III, samples in Sec. 1V,
and results in Sec. V. The system was developed at
DESY, with first experiments using laser heating only
(Section V A). It was moved to EuXFEL for the first
online measurements with X-rays only, in association
with the first User Community Assisted Commission-
ing Experiment (1st UCAC) Proposal #2292 in Octo-
ber 201936:3756 (Sections VB, VC, VD, VE and VF).
Laser heating and X-ray heating together were subse-
quently performed in further commissioning work (Pro-
posal #2731) (Sections VG and VH). Numerical mod-
elling of experimental conditions achieved for comparison
to the experimental results are included in Sec. VI, while
a discussion of the findings and conclusions for future
work using the diagnostic are given in Sec. ?77.



Il. EXPERIMENT SETUP
A. Sources

European XFEL offers three self-amplified sponta-
neous emission (SASE1L, SASE2, SASE3) sections that
produce X-ray photons at wavelengths varying from 0.1
nm to 1.6 nm. The HED experimental hutch is located
at the end of the SASE2, which produced photons in
the hard X-ray regime between 0.05 — 0.25 nm®’. X-ray
pulses are grouped into trains of up to 2700 pulses, with
a train repetition rate of 10 Hz and intra-train pulse rep-
etition rate of fractions of 4.5 MHz, giving pulse separa-
tion of 221.5 ns (or 443 ns, 886 ns etc.) Energy intensity
monitors are placed upstream and downstream of the ex-
perimental chamber in order to measure XFEL beam in-
tensity and any fluctuations in intensity that result from
beamline optics3”. Energy on target is determined to be
~ 30% of the measured upstream beam intensity on the
absolutely-calibrated X-ray intensity gas monitor (XGM)
in the SASE2 beamline (SASE XGM)3728:59 if there is
no further attenuation of the beam. Downstream en-
ergy intensity monitors are placed in the beamstop after
the experimental chamber (Fig. 1). The XFEL heating
(XH) due to individual pulses and pulse trains are exam-
ined here. The XFEL beam is focused onto the target
using several sets of on-axis chromatic compound refrac-
tive lenses, with spot sizes in the range of 5 — 20 ym on
target used in the described experiments (Table I).

Single or double-sided pulsed or continuous optical
heating (LH) of targets is made possible using an NIR
laser (Model SP-100P-A_EP_Z, 1070 nm, 1.2 eV) which
was integrated with the SOP optical system (Figs. 1b
and 2¢). The NIR laser has a repetition rate of up to
1 MHz, standard pulse lengths ranging from 20 — 420
ns and a collimated beam diameter of 10 mm. Focus-
ing with the geoHeat system creates a spot size on the
sample of 11 x 14 ym (FWHM). Some laser waveforms
possible are shown in Fig. 3. The maximum pulse energy
is 1 mJ (depending on the waveform and repetition rate),
and peak power of 10 kW. Incident laser power is attenu-
ated from 100% to 0% by a combination of the polarizing
beam splitting cube and the rotating quartz waveplates
in the laser beam path (Fig. 1b). The upstream and
downstream laser powers are controlled separately.

B. Optical Configuration

The SOP experiments at the HED instrument are de-
signed to take place in Interaction Chamber 2 (IC2). Fig.
2a and 2b shows the optical configuration used during
these experiments. Further details about the experimen-
tal set-up of IC2 can be found in Refs. 37, 60, 61, 62 and
63.

Optical access to the sample is possible from both up-
stream and downstream sides, relative to the XFEL beam
(see Sec. ITA). The near sample optics consist of turn-

ing mirrors at 45 degrees relative to the XFEL beam and
objectives (AdlOptica geoHEAT-60-NIR) with 60 mm fo-
cal length focusing through the mirrors onto the sample
plane, both upstream and downstream of the sample in-
side the vacuum chamber (Fig. 1). The mirror-objective
system can be retracted when not in use in order to
clear the X-ray beampath. The optical beams are guided
through the chamber window to the custom-built optical
table (Fig. 1b) where the rest of the optical components
are placed.

The upstream turning mirror was initially a dielectric
coated glass mirror (Semrock MGP01-650-1300) with a
300 pm hole drilled in the centre to allow the X-ray beam
to pass through. The downstream turning mirror was a
custom made glassy carbon plate coated with Ag and was
retracted during single-sided LH and XH experiments, as
it was not necessary and it would unnecessarily affect the
XRD images. Both the upstream and downstream mir-
rors were later replaced by 1 mm thick Ag-coated silica
glass mirrors (from AHF) with holes drilled for X-ray di-
rect beam transmission. This allowed for double-sided
LH experiments with XH, as the downstream mirror was
no longer required to be retracted whilst using the XFEL.
The hole diameter is 1 mm downstream and 300 pm up-
stream.

Acquisition of optical emission is performed only from
the upstream side in the present experiments, whereas
sample observation (and illumination) and optical laser
heating can be performed from both sides. The down-
stream and upstream optical paths are split to allow for
imaging with an optical microscope, heating with the
NIR laser, and, on the upstream side, spectroscopic py-
rometry by passing the light through to the spectrometer
and streak camera system.

Online microscopy is achieved using long focal length
lenses (f=750 mm upstream, f=1000 mm downstream)
to image onto Basler CCD cameras, to provide sample
viewing and alignment at high image magnification. Il-
lumination from both sides of the sample is achieved by
inserting pellicle beamsplitters in front of the viewport
chamber window on the optical paths to deliver a red
LED light source to the sample. Alignments are made
using direct imaging of the NIR laser at low laser power
and localized effects of X-ray irradiation, including target
fluorescence or damage imprinting.

The optical path of the pyrometric signal includes an
optional spatial filter consisting of a 50 pm diameter pin-
hole and two 60 mm focal length lenses (~1:1 magni-
fication) designed to exclude non-sample emissions and
other background light (such as X-ray fluorescence from
diamonds above and below the focal plane in DAC tar-
gets). The light is focused onto the spectrograph en-
trance slit by a f=150 mm lens for an effective magnifi-
cation of ~ 2.5. The numerical aperture is ~ 0.16 at the
imaging objective and spatial filter segments, and less at
the spectrometer. Additional details on the optical con-
figuration of the SOP can be found in Refs. 9, 44 and
64.



TABLE I: XFEL parameters used during the experiments discussed here.

XFEL beam Parameters
XFEL beam | XFEL Energy Spot size Number of Intra-train NIR
Experiment | energy (keV) | per pulse (uJ) | (FWHM) (pm) pulses repetition rate | Laser
1 ON
2 17.8 20 — 140 16.7 x 16.7 1-20 1.13 - 2.26 MHz | OFF
3 17.8 420 4.5x 5.0 10 - 30 2.26 MHz ON
Streak
Canranaera {[ Spectrometer
: : 1
A'<> Spatial filter
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uum Al { RS
) p VY IR Laser
4 (/ N Camera
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FIG. 1: Schematic of optical diagnostic at the HED instrument. a) Detailed drawing of the immediate area
surrounding the sample environment inside IC2. Upstream and downstream optical beam path is shown in green. b)
Schematic of optics table layout showing the upstream and downstream optical paths from sample inside IC2 to
either a microscope or the spectrometer and streak camera (black). NIR Laser heating pathway is shown in red.

C. Detector Configuration

In order to acquire time- and spectrally-resolved in-
formation on the emitted light, an optical spectrometer
IsoPlane 160 (Princeton Instruments) is coupled to the
front slit of the streak camera. The vertical slit of the
spectrograph restricts input emission in the spectral di-
rection. The spectrometer has a 203 mm focal length and
f/3.88 aperture ratio.

The streak camera is a Hamamatsu system with S-
20 photocathode (model C13410-01A) with spectral re-
sponse in the region of 200 — 850 nm and a horizontal
slit which restricts the input emission in the time axis
direction, affecting the time resolution and point spread
function (PSF). The MCP intensifier gain of the streak
camera can be varied from 0 — 60. The sweep windows
for the streak camera range between 0.5 ns to 1 ms. The
streak tube is coupled to an ORCA-Flash 4.0 V2 Dig-
ital CMOS camera with 1344 (H) x 1016 (V) pixels in
the working area and 6.5 pum pixel size; sometimes this
is binned 2 x 2, i.e 672 (H) x 508 (V) pixels, to im-

prove data handling. The readout speed of the camera is
>100 frames/s. There are two different collection modes
which the streak camera is operated with: enclosing trig-
ger and sequential mode. In sequential mode, exposure
to the CMOS only occurs during a single sweep regard-
less of how many events are incident, meaning that the
visible signal from the interaction of each NIR or XFEL
pulse is recorded on the final spectrogram, separated in
the time domain by their intrinsic pulse separation (see
Sec. IT A). In most cases, the experimental data is taken
using this mode. For data collected in the enclosing trig-
ger mode, the spectrogram shows emission that has been
integrated over many sweeps at a repetition rate of up
to 1 kHz, with varying total integration time. Thereby,
increasing integration time increases the number of expo-
sures that are accumulated per spectrogram image, each
exposure timed with a (presumably identical) repeating
event (i.e. heating cycle). This mode is compatible with
accumulation over EuXFEL pulse trains repeating at 10
Hz. Fig. 4 shows schematically how the two different
collection schemes differ.

The wavelength axis of spectrograms is calibrated to



FIG. 2: Photographs showing the optical set-up inside
IC2 and on the adjoining optical bench. a) Sample
stage inside 1C2, including 6-chamber sample revolver,
viewed from the downstream. b) Sample stage inside
IC2, viewed from the upstream. c) Optics table layout
showing the upstream and downstream optical paths to
microscopy cameras and the spectrometer and streak
camera. Upstream (US) and downstream (DS) optical
paths are shown in blue and laser heating pathway is
shown in red. Key experimental components are
highlighted in pink. The AGIPD (adaptive gain
integrating pixel detector) is used for time resolved
X-ray diffraction (XRD) measurements3”.
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FIG. 3: Example of measured pulse waveforms for the
NIR pump laser (in this study we make use of WF_0).
Y-axis indicates oscilloscope voltage therefore is in
arbitrary units.
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FIG. 4: Schematic of the relevant timings of the streak
camera and pump pulses. Pump pulses can be either
from a laser heating system or XFEL pulses. a) Series
of pulses integrated in enclosing trigger mode, one pulse
per sweep. b) Series of pulses captured in the same
streak window in sequential mode, three pulses in a
single sweep. Streak sweep denotes the voltage applied
to the electrode in the streak camera; pump pulse
denotes the timings of the radiation pulses incident on
the sample; CMOS exposure denotes the streak camera
detector integration time.

the emission from a Ne calibration lamp resulting in a
451 — 955 nm observable wavelength range in this exper-
iment. The optical response of the SOP system, Fi9ee!()\)
is a combination of quantum efficiency of the S20 photo-
cathode, the reflectivity of the Semrock turning mirror,
and the accumulated behavior of other optics (Fig. 5,
see Sec. IIG). The transmission function is experimen-
tally measured by imaging a W calibration lamp with a
known greybody Planck distribution and comparing the
intensity, as a function of wavelength and time, to the
theoretical Planck distribution for the temperature at
which the lamp is operating. Fig. 5a shows that between
575 — 775 nm the experimentally measured transmission
(F1(X)) closely agrees with the spectra predicted from
the two main optical elements discussed above. Most
spectral dips and oscillations in this transmission func-
tion were later eliminated by replacement of the dielectric
turning mirrors with Ag-coated mirrors®®, also enabling a
somewhat broader spectral band for detection (Fig. 5b).

The combination of horizontal and vertical slits in the
streak spectrometer, located at the imaging planes of the
sample, also function as vertical and horizontal spatial fil-
ters, respectively, and ensure good time and spectral res-
olution for spatially extended emission sources. Here we
report both slitted and slitless operation, the latter case
being required during early EuXFEL experiments where
X-ray beam pointing drift and instability precluded reli-
able alignment to the slits, with the small emitting area
on the samples imaged to the detector and functioning
as a point source in the time and space directions, with
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FIG. 5: SOP spectral response when using the initial
dielectric (a) and final Ag (b) upstream turning mirrors.
Measured spectral transmission functions, based on
calibration lamp data, are F;(\), blue, and F5(\), red,
respectively. Expected response is F4°%()), green, with
the published reflectivity of the turning mirror, grey,
and the quantum efficiency of the S20 photocathode®®,
dashed black. The wavelength region used to determine
sample temperature is shown as two vertical dashed
lines. The measured transmission function is scaled to
the expected transmission function.

sufficient (but reduced) temporal and spectral resolution.

An example of the streak camera acquisition of optical
light emitted from the W calibration lamp, designed to
be a thermal greybody source at a set temperature (in
this case 2900 K, cross calibrated to a NIST lamp), is
illustrated in Fig. 6. The horizontal axis represents time
(here a 5 us sweep window), and the vertical axis contains
spectral information covering 451 — 955 nm. Poor optical
sensitivity in the intensity measurement at the edges of
the spectrogram are observed (Fig. 5), so we restrict the
wavelength range when fitting temperatures to 575 — 775
nm. All reference lamp calibrations were obtained with
slits and spatial filtering in place, in order to probe the

precise optical path from the sample in the respective
transmission function.

From spectral features present in the calibration spec-
trograms, datasets with distinct event timings, and data
on spectrally distinct light sources (i.e. laser or LED),
some warping of streak images is observed, dependent on
the streak window; that is, shear distortions with respect
to the wavelength and time axes are identified. We com-
pensate for this warping by applying a shear distortion
to both wavelength and time axes unique to each sweep
window. The magnitude of the shear, per pixel, in each
direction, dependent on the streak window used, is given
in table II.

Collected spectrograms are also expected to exhibit
‘pincushion’ flat-field sensitivity variation in both axes,
on the order of 10% sensitivity. This is corrected for
by calibrating the experimental emission data locally (in
time and wavelength) to a spectrogram of a calibration
lamp at a set temperature (e.g. Fig. 6), using identical
sweep window and gain settings.

D. Fluorescence behavior

Non-thermal luminescence is often observed in targets
containing dielectric materials, including YAG:Ce scintil-
lator crystals used as fluorescent screens for beam align-
ments, and diamond anvil targets adding multiple layers
of dielectrics (Fig 7). On shorter sweeps, in the 5 — 50 us
range, this often manifests in SOP images as short pulses
of emission, coinciding in time with irradiation from the
XFEL pulses, and can be attributed to X-ray fluores-
cence. Fluorescence emission pulses are thus discrim-
inable from thermal emission as they are usually symmet-
ric in time (unlike heat pulses?”), appear at lower power
(where direct heating is small) and only where transpar-
ent dielectrics are present in the beam (which also have
low emissivity). X-ray fluorescence also increases quasi-
linearly with X-ray fluence (Sec. VD). Since fluores-
cence appears in the streak images as a symmetric peak
in time, in most cases we treat it as instantaneous, with
an apparent width due only to the PSF of the combined
optical-detector system. That is, the width is not depen-
dent on time since true emission duration is much smaller
than the time resolution of the utilized streak windows,
and instead the width represents the physical size and
distribution of emission arriving on the photo-cathode
of the streak camera. Femtosecond-excited fluorescence
and decay would normally exhibit asymmetric behavior.
Indeed, some minor deviations from symmetric emission
are observed but are generally not well resolved in ex-
periments to date. The fluorescence could be examined
in more detail using faster sweeps but this was not at-
tempted here. Fluorescence peak profiles are thus well
modeled with a Lorentzian function. Peaks can be fit
to determine peak location, amplitude, and full width at
half maximum (FWHM) — which is also the FWHM of
the PSF. Fluorescence can also be forward modeled if
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FIG. 6: Optical emission collected from the calibration lamp at 2500 K and 2900 K. a) Spectrogram of optical
emission collected from a calibration lamp at 2900 K using a 5 us streak window, taken using enclosing trigger with
a sweep repetition rate of 1 kHz and exposure time of 1 s. Region corresponding to 193 ns section binned at 2.8 us is
shown between two dashed lines. b) Binned optical emission at time = 2.8 us of calibration lamp at 2900 K (black

markers) and expected optical emission of thermal radiation at 2900 K based on Planck’s distribution (red dashed
line). c¢) Binned optical emission at time = 2.8 us of calibration lamp at 2500 K, black markers, and transmission
function of full optical path at same time (red solid line) derived from (b). d) Corrected optical emission of
calibration lamp at 2500 K, grey markers, at time = 2.8 us, with moving average intensity with respect to
wavelength shown as a solid black line. The fitted Planck distribution (red dashed) to the corrected emission data at
T = 2591 £+ 50 K is also plotted.

these parameters are known.

Fig. 7 shows how fluorescence emission, collected when
operating in the slitless configuration, can be commonly
observed from DAC targets when irradiated by X-ray
pulses (here a single pulse). Emission intensity is pro-
nounced when using type Ia diamond anvils, and may
vary with respect to the pressure medium. In contrast, no
fluorescence emission is observed from Type I1a diamonds
with an HyO pressure medium. Other experiments tar-
geting an interface of the diamond with a metal have
confirmed significant fluorescence from Type I diamonds
and total absence of fluorescence from Type II diamonds,
limiting the emission to the diamond itself. For almost
all of the targets, fluorescence emission follows a simi-
lar Lorentzian-like distribution in the time domain. This
confirms the timescale of fluorescence emission is instan-
taneous in comparison to the streak window and that the
data indicates the PSF of the optical system. However, in
the case of an NaCl sample, a time delay and asymmetry
of the emission peak is observed with the corresponding
Lorentzian fit shifted significantly to later times. The
results suggest that the fluorescence lifetime of NaCl is

longer than other materials, and so can be detected here
(i.e. relaxation time is long enough that it affects the
fluorescence peak shape and position).

The spectral shape of fluorescence emission from se-
lect samples (HIBEF24, HIBEF30 and D1, see Sec. IV)
is compared to thermal emission from the calibration
lamp at 2900 K in Fig. 8a, collected in slit-less oper-
ation. The raw emission spectral shape is determined
by summing the emission from large numbers of pulses
over many spectrograms and within spectrograms, where
there is no thermal emission and only fluorescence emis-
sion is present at the time of the fluorescence pulse.
Strong peaks in fluorescence emission at ~ 450 nm and
~ 800 nm, not seen in emission from the calibration
lamp and located in lower-sensitivity spectral ranges of
the SOP, are characteristic of the XFEL induced fluo-
rescence. Spectral shape is fitted to five super-imposed
Gaussian distributions which approximate the distribu-
tion shape for fluorescence forward modeling (see Secs.
VD, VE and VF). For comparison, Fig. 8b shows the
spectral shape of the fluorescence emission for both Type
Ta and Ila diamonds under X-ray irradiation at 18 keV.
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FIG. 7: Fluorescence emission from DAC targets under
single XFEL pulse irradiation, at 100% XFEL
transmission (See Table III for energy on target).
Emission is averaged in wavelength and plotted against
time in pixels, as apparent emission timescale is
independent of sweep rate and represents the detector
point spread function in most cases. The targeted
materials are low-Z pressure-transmitting media,
indicated in the legend, which were usually placed
around other samples of interest and which could be
independently targeted by the XFEL. These have low
degrees of direct heating and low emissivity (and hence,
negligible thermal emission). Most DAC targets employ
type Ia anvils, with one sample (HyO medium) with
type Ila anvils shown for reference. The inset shows
Lorentzian fits to the fluorescence emission (arbitrarily
scaled) for each of the emission profiles. All spatial
filters and slits were removed during acquisition.

The spectrum for the Type Ia diamond was measured
from the upstream diamond only with the X-ray beam
targeting the Re gasket, to exclude emission from the
sample or downstream diamond. The Type Ila spectrum
was alternatively measured from emission from a free-
standing diamond.

E. Experimental Timing, Time Resolution, and PSF

The time resolution of temperature measurements is
set by the choice of time bin width. The measured PSF
establishes the minimum time resolution possible for a
certain configuration, below which it is not possible to
measure dynamic processes. For example, noisy low tem-
perature data requires a larger time resolution, whereas
near continuous high temperature data can be analysed
with a small time resolution, but not smaller than the
PSF since this does not provide any benefits.

The PSF of the streak images is highly dependent on
the optical configuration used, including entrance slit
widths. During initial commissioning at EuXFEL, when

TABLE II: Streak window (SW) dependent corrections
applied to SOP images. The streak window timings
given by factory setting compared to measured streak
window from fluorescence emission are shown. The
magnitude of the time and wavelength shear (pixel shift
in time/wavelength divided by vertical pixel step)
applied to images, when using the 1 x 1 un-binned
image size, is also given.

Streak Window Shear
Factory XFEL
Setting | measured | measured | Time | Wavelength
1 0.994 - 1/65 1/80
5 4.90 4.73 1/65 1/80
10 9.76 9.27 1/65 1/80
20 19.60 18.57 1/80 1/80
50 49.0 45.64 1/80 1/80
100 97.4 - 1/20 1/80
200 200 - 1/10 1/80

all spatial filtering and slits were present, the PSF was
15 pixels when the SOP image was binned 2 x 2, i.e. 30
pixels for 1 x 1 binning, and 140 ns for a 5 us streak
window. When the spatial filter and slits were removed,
the PSF widened to 25 pixels FWHM, i.e. 50 pixels for 1
x 1 binning, and 242 ns for a 5 us streak window. There
was also a shift in the peak locations (by ~ 2 pixels ear-
lier). Improvements after the experiments reported here
further reduced the PSF with spatial filtering and slits to
7 pixels FWHM in 1 x 1 (un-binned) images (i.e. 34 ns
for a 5 us streak window), using an optical configuration
similar to experiment 3 (Tables I and III).

Sweep rate, and the associated streak window, of
the SOP spectrograms were initially set to factory
calibrations®®. We confirm streak window lengths by
measuring the distance between neighbouring pulses of
fluorescence emission. XFEL pulses that are incident on
target are separated by 443 ns in this study, therefore we
expect that the associated fluorescence emission is also
separated 443 ns across all wavelengths. By comparing
the measured pulse separation of XFEL pulses in pix-
els to the known pulse separation in seconds, the full
length of the streak window is calculated. Absolute tim-
ings of the 5, 10, 20 and 50 us streak windows are deter-
mined to be 4.73, 9.27, 18.57 and 45.64 us, respectively
(Table II). For streak windows longer than this we are
unable to determine streak windows as there is insuffi-
cient resolution between neighbouring peaks in emission
to determine pulse separation. For a 5 us streak win-
dow we determine that the factory calibration is accept-
able whilst for longer windows the discrepancy between
our measured values and the factory calibration is such
that measured values are recommended. Further mea-
surements are required to determine the absolute timings
of the other streak windows. A linear sweep rate approx-
imation is found to be accurate enough for most analyses
(include all those presented here) however non-linear cor-
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FIG. 8: Wavelength dependence of emission intensity from fluorescent samples compared to thermal emission. a)
Spectral shape of fluorescence emission from D1 (blue), HIBEF24 (green) and HIBEF30 (red) compared to the
spectral shape of thermal emission from a calibration lamp (at 2900 K). Fitted emission spectral shape is shown in
black. All three samples use Type Ia diamond anvils on the upstream side. See Fig. 5a for the transmission function
of the optical system used. b) Spectral shape of fluorescence from type Ta and ITa diamond measured under 18 keV
synchrotron X-ray irradiation at the GSECARS beamline, Advanced Photon Source. The transmission function of
the optical system at GSECARS is shown for reference (grey).

rections are required in certain scenarios, for example, in
modeling fluorescence at smaller PSF where the precise
location of the fluorescence peak becomes important.

Fluorescence peak position can also provide absolute
information on X-ray timing within the streak window.
Thus, where it was possible, the fluorescence of a partic-
ular target was used to determine the global timings of
streak images collected for that target, i.e. time zero is
set to be the time at which the first pulse in any given
train reaches the target. If insufficient or indistinct flu-
orescence emission was present for data on a particular
target, then experimental timings were estimated from
the timing of separate YAG:Ce screen fluorescence or
from the onset of optical emission. Relative timings of
the optical laser were estimated using emission observa-
tions and local photo-diodes which observed both radia-
tion sources.

F. Emission Spectrogram Reduction

Background is first removed by subtracting a dark im-
age from the data and is further corrected by subtract-
ing the averaged emission intensity in the spectral ’dead’
zone (850 — 955 nm).

During image processing, each spectrogram is binned
with respect to the time axis, therefore reducing the time
axis to discrete time steps at which we determine tem-
peratures. The size of each bin is the time resolution, g,
of a run and will vary based on the type and quality of
emission. The time of each bin is calculated to be the
time at the centre, with ¢ = 0 denoting the time at which
the sample is first irradiated. Generally, a tr comparable

to the FWHM of the PSF optimizes the time resolution.

The moving average of the intensity of optical emission
with respect to wavelength was also computed in order
to visually better compare noisy data with the Planck fit
presented in the figures, shown later in the manuscript.
Spectral intensity distribution is determined by a 50 pixel
(or 37.5 nm) wide moving average, regardless of sample
or streak window.

G. Temperature Measurement

The time-resolved history of sample temperature is de-
termined through a two-parameter least-squares fit®7 69
of each time-binned emission spectrum to a modified
Planck distribution

1 2hc? 1
[Planck: )\aT = 6()‘) 1
( ) F()\) /\5 eXp()\IiL;T) -1 ( )
where
Ical()\)

FO) = g en (0. 2900 K ®
Here, Ipianck (A, T) is the raw intensity of emission at a
given wavelength, A, and temperature, T'; €(\) is emis-
sivity (here, in arbitrary units) and 1/F()) is the trans-
mission function of the optical system and detector; h,
¢, and kp are Planck’s constant, the speed of light, and
Boltzmann’s constant, respectively. We assume a grey-
body approximation for emission and therefore emissivity
is taken to be constant in wavelength (e(\) = €)4770:7L,
Temperature and emissivity are correlated fit parame-
ters in Eq. 1 as the magnitude of the emission inten-
sity can be increased either by increasing temperature or



emissivity, but at all wavelengths equally if emissivity is
assumed constant. Eq. 2 shows how the transmission
function is calculated based on the ratio of intensity of
thermal emission from a W calibration lamp, I..;()A), to
the theoretical grey-body Planck spectrum for the lamp
temperature (here, 2900 K, see Fig. 6). All optical emis-
sion recorded is normalised by this function (Fig. 6d).
The transmission function is calculated for each time in-
tegration bin and streak window used, so that we account
for any sensitivity variance over the streak spectrogram
(i.e. flatfield correction). Collection of the calibration
spectrogram is made using the enclosing trigger mode to
ensure optimum signal; also, proper spatial filtering must
be in place during collection of the extended light source
from the calibration lamp, and the streak camera must
be operated in gated mode to exclude background noise
produced during reverse sweep on the CW lightsource.

As discussed above, certain samples may exhibit X-
ray fluorescence during XFEL experiments which can
overlap with any thermal signal present. In the exam-
ples discussed here, fluorescent emission is clearly dis-
criminated from thermal emission. It only occurs dur-
ing XFEL pulses, often as distinct peaks (or as a con-
tinuum where pulses overlap in longer sweep windows),
whereas thermal emission often persists after pulses due
to the longer relaxation time of thermal processes. Flu-
orescence is particularly strong in the blue where ther-
mal emission is usually insignificant. Spectra contain-
ing high fluorescence also exhibit clearly non-Planckian
trends. Here we explore removal of fluorescence emission
to improve temperature analysis by building an empirical
model of the fluorescence spectral and temporal shape
and fluence dependence, for any given sample. This is
based on data where no thermal emission is observed
(at low XFEL power) which then establishes fluorescent
background for thermal emission data (at higher XFEL
power) (Sec. VD). We find that when the fluorescent
background is weak compared to thermal signal it has a
negligible influence on the assessed temperatures. Addi-
tionally, fluorescent emission tends to be temporally lo-
calized, so that purely thermal emission can be detected
at other times (e.g. between or after pulses).

A number of criteria were used for automatic data reli-
ability assessment in temperature measurements. These
criteria were based on a careful review of data accuracy
and noise performance, and exclude spurious data but do

not guarantee measurement quality. Data are excluded
if:

1. There is significant (> 30%) signal at or below zero
intensity (after background subtraction), within a
time bin. This implies insufficient optical emis-
sion to determine sample temperature. It should
be noted that in high noise datasets the standard
deviation of intensity in a binned spectrum can ex-
ceed the average intensity even after this exclusion
is applied, but there is sufficient signal above zero
for reliable fitting”2.
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2. Least-squares fitting returns temperatures below ~
1500 K9’11’45’4S’54’55.

3. The emissivity determined from fitting the data to
Eq. 1 (efs) is 1000 times smaller or 100 times
larger than the emissivity determined from fitting
the emission spectrum from the calibration lamp
(€cal), 1€ 100 - €cqr < €3t < 0.001 - €4q;. This crite-
rion accounts for physical limits on emissivity vari-
ation and the possibilities for different size emitting
areas observed.

4. The magnitude of temperature uncertainty (Sec.
ITH) obtained from least-squares fitting exceeds
50% of the absolute temperature.

Temperature is ideally uniform over the heated area
which the measurement is restricted to using the slits
and spatial filter. The wavelength dependent emission as
a function of time can be used to infer local temperatures
reached and the subsequent rate of temperature change
unambiguously”. However temperature gradients are ex-
pected to be present in the observed surface areas even
when using these filters due to: (a) imaged beam sizes
similar to or smaller than spatial filtering elements, (b)
Gaussian (or similar) beam spot profiles, (c¢) misalign-
ment and beam drift, (d) thermal conduction in targets,
(e) overlapping exposures in X-ray pulse trains, and (f)
interplay of optical and X-ray beams of different sizes.
Spatial filtering elements (slits and spatial filter) were
removed in some earlier experiments to address XFEL
beam drift, but this should not affect the observed tem-
perature distribution significantly as the optical path-
way and observed area is only weakly affected by this.
We consider that the observed temperature in SOP rep-
resents the maximum achieved on the observed sample
surface, considering the strong scaling of emission inten-
sity with temperature in the visible range, and findings in
comparable offline systems (e.g. the optical laser heated
DAC)52. Our experiments combining large-spot optical
radiation and small-spot X-rays bears out this expecta-
tion, with local hotspots tending to dominate apparent
temperatures (see Sec. V).

H. Temperature Error

We use two independent ways to calculate the error on
the temperature that is determined through least-squares
fitting: a) from the in-built error from the curve_fit func-
tion in the SciPy python package®® that is used for fit-
ting and b) from the curvature of x? in temperature-
emissivity space.

The build in python error estimate, which is based in
the minimization of the goodness-of-fit parameter 2 and
is calculated from the square-root of the diagonal of the
co-variance matrix. This error is consistently the smaller
of the two. We therefore take it as the smallest possible
error that could be associated with a particular temper-
ature measurement.
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FIG. 9: Example of a x2? contour map of the
two-parameter least-squares fit of wavelength resolved
thermal emission from calibration lamp (at 2500 K). A

1 o contour is shown in black about the minimum,
with the associated error based on Eq. 4 shown as a
black error bar; the error determined from the python
curve_fit fitting routine is also shown for comparison in
red. Inset shows quadratic fit of x? taken along the
minimum path across the contour map, used to
establish or.

The curvature of x? space is assessed by plotting x?2,
given by
(Li(A) = Ip(\T))* (T —Tyau)®
=2 2 =" 0

o7 or

i
as a surface about the minimum, i.e as a function of the
temperature and emissivity, then assessing the local cur-

vature as’®
82X2 -1

In Eq. 3, I;()) is the measured intensity as a function of
wavelength where oy is the standard deviation of I;(\).
Ip(A\,T) is the ideal black-body intensity for any arbi-
trary temperature T (Eq. 1). We take oy as the stan-
dard deviation between the measured intensity I;(\) and
the ideal black-body intensity Ip(X, Ty;;) at the measured
temperature T';;, as determined by the python curve_fit
routine. The temperature at which x? is a minimum is
the best-fit temperature, T;;, with the uncertainty in the
measurement given as or (Eq. 4).

The second derivative of x? (Eq. 4) about the min-
imum determines op. Assuming a quadratic relation-
ship between x? and the temperature of the form y? =
a-T?+ B-T+ 6 implies that o7 = 1/1/a™. Considering
that fit parameters are strongly correlated, we compute
the second derivative in 2, with respect to temperature,
using the minimum magnitude of x? at each temperature
i.e., with emissivity allowed to vary. This is intended to
represent a conservative error estimate.
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In some cases we see that the minimum on the contour
map is slightly different to the temperature determined
from the curve_fit fitting routine — we therefore, when ap-
propriate, include this temperature measurement, 7”, on
the final figure showing sample temperature as a function
of time.

Fig. 9 shows the x? contour map from least-squares
fitting of the calibration lamp at 2500 K, calibrated to
emission from the same lamp at 2900 K. The standard
deviation, o, in a parameter is defined as the magnitude
at which a parameter needs to change from the fitted
value, ie. op = |T — Tfit|, in order to increase x2 by
1, ie. X*3(T) — x2%,, = 1. Fig. 9 shows the variation
in the goodness-of-fit parameter, x2, as a function of
temperature and relative emissivity about the minimum,
with the 1o contour shown in black; inset shows the
quadratic fit of the determined x? to the temperature.
Both the error associated with this method and that
determined from the fitting routine are also shown as
temperature error bars for comparison (black and red
bar respectively). We observe that the uncertainty that
we obtain using this method regularly exceeds the other
estimate and therefore will set the upper limit on the
temperature uncertainty.

The uncertainty in a single temperature measurement,
from a single bin, is expected to be dependent on both the
experimental settings, i.e streak window or MCP gain,
and fitting parameters, i.e. time resolution tz. To in-
vestigate how the fitted temperature and it’s associated
uncertainty is affected by changing parameters, a series
of calibration spectrograms were taken, with the lamp
temperature set to 2500 K or 2900 K, the MCP gain var-
ied from 30 to 60, and using streak windows between 1
and 200 ps. SOP spectrograms of the calibration lamp
were collected in gated enclosing trigger mode with either
1, 10 or 100 integrated sweeps. Because each image will
measure the same, known temperature at all times, we
can examine how measurement accuracy and precision
depends on time resolution (bin width), sweep window,
gain, and integrated sweeps, and finally compare uncer-
tainty obtained from individual spectrum fits as discussed
above to the statistical error in fitted temperature across
the image (i.e. standard deviation of fitted temperatures
at many times) which represents the true measurement
error (Fig. 10).

Fig. 10a shows how the fitted lamp temperature at
2900 K, collected from single sweep with 60 MCP gain
and a 5 ps streak window, varies across the time axis with
changing time resolution. Regardless of time resolution
we see that the average fitted temperature, across the
image, is close to that of the expected lamp temperature
and that the scatter in fitted temperature increases as
the time resolution is reduced from 483 ns to 96 ns. Fig.
10b and ¢ shows how the average temperature across the
spectrogram and its statistical error (standard deviation,
given by the error bars), varies as a function of time res-
olution from multiple calibration runs at both 2500 K,



H t:9ns
< H tZ 1198 ns 'II |I| a
¥ 35001 B t:482ns
o e e
2
© 3000 :_ﬂ% 3 o
[
£
K 2500 =
0 1 2 3 4 5
Time (us)
_ b PSF range ® N:1 _ c PSF range @ N:1
¥ 3000} $® N:10 ¥ 3200 $ N:10
o @ N:100 o @ N:100
2 2 30001
o o rg---8---@---—-@---F--—--- §---%-
32500 g "¢ H & & &+ 82800
£ 2500K | £ 2900 K
= = 2600+
2000 X X X X
102 103 102 103
Time Resolution (ns) Time Resolution (ns)
d e
3000 - N:1 __ 3500} - N:1
X & N:10 93 & N:10
© 2750 —& N:100 o - N:100
3 3
g i’ % 3000} % ; s
O 2500 @ - @ "R AN o B 2 S S iy -
2 2500 K¥ | & 2900 K
© 22501 © 5500l
30 40 50 60 10° 10t 10?2
MCP Gain Streak Window (us)
f oog x? g oo x2
103} ¢ e e Least-Squares 103} e e e Least-Squares -
% <z
g 102} g 102} BBE
] o @ o '
£ o g £ og o
B o oo P 3 8 o B895. N
= . .. < e [
n 10t ° ,{ » 10t - /’. i.‘
g )
. }/‘ . e ! ] ‘
/// ’// []
711 7101 2900 K
0LZ 0 L2 L L
1050 10t 10750 10t 102 103

Statistical Scatter (K)

trend.

Statistical Scatter (K)

FIG. 10: Temperature uncertainty for changing experimental and fitting parameters for SOP data on standard
lamps. Error is determined from fitting single binned spectra (least-squares or x? map) and from averages of the
fitted temperature over all bins in an image (statistical error, given by standard deviation). a) Temperature data on
lamp set at 2900 K, over a 5 us streak window using a MCP gain of 60 with a time resolution of 96, 198 and 482 ns
and single sweep data collection. The error bar shows the least squares error on each temperature measurement.
The number of integrated sweeps are varied in further analysis (b-g) as 1, 10 or 100 sweeps (red, green and blue,
respectively). b,c) Average temperature and statistical error for images of lamp at 2500 K (b) and 2900 K (c), as a
function of time resolution used (bottom axis) and number of sweeps integrated (N). Dashed horizontal line
indicates the set lamp temperature and the shaded region between 45 and 305 ns shows the region over which the
time resolution equals that typical PSF values. Streak window is constant at 5 us and MCP gain at 60 (b) or 50 (c).
d) Average temperature and statistical error as a function of MCP gain (bottom axis) and integrated sweeps (N) at
2500 K. Time resolution is fixed at 198 ns with a streak window of 5 us. At a MCP gain of 30 we were unable to
measure lamp temperature under single shot conditions (N=1) because of weak signal (Sec. IIG). e) Average
temperature and statistical error as a function of streak window length (bottom axis) and integrated sweeps (N) at
2900 K, with a fixed 20 pixel time resolution and using full width of the spectrogram in the time axis (1016 pixels).
The MCP gain is 50. f, g) Comparison of statistical error (bottom axis) to single fit errors, based either on
least-squares fitting (closed circles) or x? map analysis (open squares), as time resolution, MCP gain and streak
window are varied, at lamp temperatures of 2500 K (f) and 2900 K (g). Vertical lines of points indicate the
individual fit error distributions for the bins used to construct a given statistical error. Dashed line indicates ideal
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with MCP gain at 60, and 2900 K, with MCP gain at 50.
The range of PSF values (PSF,ange, Sec. IIE) is shown
for comparison. At both lamp temperatures we see that
by increasing the time bin size (decreasing time resolu-
tion) we decrease the statistical error in the temperature
measurement whilst maintaining average temperatures
consistent with the set lamp temperature. Regardless
of the number of integrated sweeps (1, 10 or 100) we still
are able to extract the set lamp temperature within the
statistical error. Fig. 10d demonstrates how varying the
MCP gain affects average temperature, for time resolu-
tion fixed at 198 ns in a 5 us streak window. Generally,
changing the gain has very little effect on the average
fitted temperature and the associated statistical error as
they remain consistent at all gain values. However, in-
creasing the number of integrated images substantially
reduces the statistical error. Therefore, in single shot
mode, which is used in the majority of experimental runs,
we can increase the MCP gain in order to the measure
sample temperature without largely affecting the valid-
ity of the temperature measurement, which implies that
additional noise associated with higher gain modes has
no effect on measurements.

In all cases above, the streak window has been fixed at
5 ps as it is the most common streak window used in the
experiments discussed here. However, observing emission
over a longer time window (i.e up to 200 us) is often
needed to for longer events, such as irradiation by long
XFEL pulse trains. With the lamp temperature fixed at
2900 K, MCP gain at 50 and a fixed time resolution of 20
pixels we are able to determine the effects that increasing
streak window from 1 us to 200 us has on both fitted
lamp temperature and its statistical error (Fig. 10e).
The reduction in error as the streak window is increased,
mirrors the effect of decreasing the time resolution (Fig.
10), as by fixing the time resolution at 20 pixels and
increasing the streak window we are essentially increasing
the time resolution. Therefore at longer streak windows
it is possible to bin images by a smaller number of pixels
and still maintain sufficient emission per bin in order to
measure sample temperature.

It is expected that the statistical error in fitted temper-
ature across the image should be equal to the uncertainty
of single fits at a given time. By comparing the individ-
ual single fit error either from the least-squares python
fitting routine or the x? map to the statistical error in
each image, we evaluate the two practical estimates for
temperature uncertainty. Fig. 10f and g show results
when the lamp is set to 2500 K and 2900 K respectively.
The line at which the single fit error is exactly equal to
the statistical error (1:1) is shown for reference. Gener-
ally, we see that the least-squares fitting underestimates
the error by a factor of ~ 0.5 whilst the y? map error
can overestimate the error by up to five times the sta-
tistical error. We therefore take the least-squares fitting
error as the standard estimate for the uncertainty of a
single temperature measurement in our analysis; where
only a single error bar is shown in a plot, it refers to this
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estimate.

I1l. EXPERIMENTAL PROCEDURE

Irradiation of samples was performed during SOP ob-
servation using a nanosecond NIR optical laser pulse at
1070 nm (LH) and a femtosecond XFEL pulse train, with
one, two or multiple pulses, at 17.8 keV (XH) (see Sec.
ITA). Samples were free-standing or confined at high
pressure in a DAC (Table III). The streak window was
set to cover both sample heating and cooling. Fig. 1la
and b illustrates the differences between the two differ-
ent pump scenarios. For LH, a rise in temperature as the
sample is irradiated is expected, after which the sample
should start to cool. Peak temperatures are expected to
be observed after the peak in laser power. For XH, each
XFEL pulse incident on the sample will cause its tem-
perature to rapidly increase upon exposure, after which
the sample will cool. Subsequent XFEL pulses may lead
to further increase in temperature if arriving before cool-
ing is complete. An XFEL pulse train with high rep-
etition rate results in a step-wise, saw-tooth like tem-
perature change with time??34. When LH and XH are
combined, the process is considerably more complex, as
discussed below. In addition to time variation in temper-
ature, spatial variation (and its time dependence) can be
important. Integration of a single sweep of a single heat-
ing and cooling event (sequential mode), or integration
of many sweeps over repeating, ideally identical events
(enclosing trigger mode), are employed in different ex-
periments, with the latter improving the signal to noise
ratio®*.

The SOP was first tested with the NIR pulsed
laser heating system, at the Deutsches Elektronen-
Synchrotron, Germany (Experiment 1) before being
moved to the HED instrument hutch at the European
XFEL. Results are reported for a free standing sample of
5 pm thick Pt foil employing LH at a repetition rate of 1
kHz (see Sec. V A) with the laser waveform WF_0 (Fig.
3). The streak camera was configured to operate using
the enclosing trigger mode over a integration time of 1 s
(collecting 1000 heating cycles) with the streak window
set to 1 ps. Sample temperature analysis is limited to
525 — 800 nm (Fig. 5).

Once installed at the HED instrument, we performed
MHz repetition rate (1.13 — 2.26 MHz)3° pulsed X-
ray heating (Experiment 2)31:37:56:58.61 on samples free-
standing in vacuum or statically confined in a DAC (Ta-
ble III). Beam energy was set to 17.8 keV, with a Gaus-
sian profile with a 10 — 20 ym FWHM and a pulse length
of 20 fs. The number of pulses per train varied from 1 —
20 with a pulse separation of 443 or 886 ns. The max-
imum energy on target per pulse was ~ 240 pJ with a
peak fluence of ~ 100 J cm~2. Unless otherwise stated,
the wavelength range for fitting in this experiment was
restricted to 575 — 775 nm and a 2 x 2 binned spectro-
gram image size, i.e. 672 (H) x 508 (V) pixels was used.
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FIG. 11: Schematic of pump-probe timings used in
XFEL heating (a) and laser heating (b) experiments.
Blue lines indicate the timing and pulse shape of pump
pulses, with black lines showing the expected variation
of sample temperature. LH pulses (b) are ~ 300 ns in
duration (Fig. 3) with the XH pulses (a) having a pulse
length of ~ 20 fs and a pulse separation of 443 ns at
2.26 MHz.

Due to the limited intensity of emission that we observed
at the beginning of the experiment, the slits and pin-
hole in the optical path were removed mid-experiment,
increasing signal.

Further LH experiments were performed at the HED
instrument, during a series of laser-heating commission-
ing runs in combination with XFEL radiation (exper-
iment 3%°). The goal was to understand how to heat
samples optically and probe noninvasively with X-rays.
These experiments focused on assessing any combined
effects of heating with the NIR and XFEL when both
lasers are incident on the sample during collection of op-
tical emission. The X-ray pulse train comprised of 10
— 30 pulses spaced by 443 ns, an X-ray energy of 17.8
keV and average energy per pulse on target of 126 uJ at
100% transmission, with a focal spot size of 4.5 x 5 ym?
(FWHM) and pulse length of 20 fs, and due to improve-
ments in the beam alignment the NIR spot, the XFEL
spot, and the full spatial filtering system (which was in
place during this experiment) were all well aligned. The
full spectrogram image size was used, i.e 1344 (H) x 1016
(V) pixels, and streak windows were set to 5 us. The
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XFEL was focused on the upstream surface of the sam-
ple and the optical laser is aligned to the same location
on the sample (and sometimes also downstream).

IV. SAMPLE ENVIRONMENT

For experiment 1, the target (DESY1) comprised a 5
pm thick piece of Pt foil suspended in air.

For experiment 2, we report on data from a free stand-
ing foil target and foils enclosed and pressurized by a
symmetric piston-cylinder type DACs (Fig. 12). For
SS2, a 7.0(3) pm Ta foil, from GoodFellow, was mounted
on a 100(20) pm piece of kapton tape substrate. HIBEF3
was prepared with 200 pm culet type Ila diamonds, and a
2 pm piece of Au foil was loaded inside the chamber with
H50 and compressed to 30.3 GPa. An additional DAC
(D1) was prepared with 300 um culet type Ia diamonds,
and loaded with a 3 um thick insulating layer of pressed
MgO powder and 5 pm Ta foil before gas loading it with
Ne to 12.0 GPa. DAC HIBEF30 was prepared with ~ 2
mm thick, 300 ym culet diamonds, with type Ila down-
stream and type Ia upstream. Then loaded with three 20
pm thick disks of polycrystalline San Carlos Olivine and
a b pm Pt foil then filled with Ne gas and compressed to
35 GPa. Some samples also contained a ruby (AlyO3:Cr)
grain for use as a pressure marker’. Additional sam-
ples where only the pressure medium was targeted are
discussed in Table III.

For experiment 3, two symmetric piston cylinder DACs
were used. XFEL1 was prepared with 300 um culet type
Ta diamonds and XFEL2 was prepared with 200 pum culet
type la diamonds. A 4 pm thick piece of Pt foil was
placed with an insulating layer of KCI on either side in
both cells and compressed to 31 GPa (XFEL1) and 30
GPa (XFEL2).

Sample position was moved, where possible, between
runs so that each heating cycle is on a fresh unheated
sample location.

V. RESULTS
A. Pulsed Laser Heating of free-standing foil

Fig. 13 shows the collected spectrogram and the result-
ing temperature measurement from experiment 1, based
on accumulation of 1000 heating cycles. A peak tempera-
ture of 3701 + 71 K was observed, closely corresponding
to the peak in laser power whereas emission intensity
peaks later in time. Good agreement of emission inten-
sity with the expected Planck distribution is observed
over the full spectral range. We expect that the sam-
ple cools to ambient conditions between kHz cycles and
that each cycle reaches similar temperatures; the close
agreement of the measured temperature with a Planck
distribution supports this. The differences between the
different fit error estimations are shown in Fig. 13b.
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TABLE III: Table of target samples with conditions and streak camera setting shown. The sample, sample
thickness, location (either free standing, F'S, or contained at pressure in a Diamond-Anvil Cell, DAC), pressure and
diamond type are tabulated alongside the source parameters and the streak window used and the number of
integrated sweeps used in each experimental run. Samples (S) or Pressure Medium (M) are either irradiated by the
optical laser, operating in either single-sided (SS) or double-sided (DS) mode, the XFEL or both. Sample are
irradiated at vacuum unless indicated.

Target/Cell DESY1 SS2 | HIBEF3 D1 1VAS SB001 | HIBEF2 | HIBEF15 | VP002 | HIBEF30 | HIBEF24 | XFEL1 XFEL2
Experiment 1 2 2 2 2 2 2 2 2 2 2 3 3
Prepared by EuXFEL | UoE DESY LLNL UoE SBU UoE LLNL APS Lille IMPMC | EuXFEL | EuXFEL
Sample
Sample Pt Ta Au Ta Various Fe S/Se Mo Au Olivine Fe Pt Pt
Thickness (pm) 5 7 2 5 Various 4 30/20 12 ? 20 10 4 4
Location Fsa FS DAC DAC DAC DAC DAC DAC DAC DAC DAC DAC DAC
Pressure Medium H20 MgO/ NaCl N2 Ho MgO/ H20/ Ne Ne KCl KCl
Ne Ar n-AuP
Pressure (GPa) 30.3 12 0.8 5 0.5 50 14.4 35 60 31 30
Diamond Type (US) 1IIa Ia Ta Ta Ia Ta Ta Ta Ia Ia Ia
Diamond Type (DS) ITa Ta Ta Ta Ta Ta Ta Ila Ta Ia Ia
Irradiated Material S S S/M S/M M M M M M S/M S/M S/M S/M
Source
XFEL
Photon Energy (keV) 17.8 17.8 17.8 17.8 17.8 17.8 17.8 17.8 17.8 17.8 17.8
Rep. Rate (MHz) 1.13 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26
Pulses/Train 1 1-5 4 1 1 1 1 1 20 1 10 - 30
Energy/Pulse (pJ)¢ 293 506 720 413 801 483 500 672 567 536 — 689 420
Filter Transmission 0.5 1 1 1 1 1 1 1 1 0.1-1 0.12-0.5
Energy on Target (uJ)d 44 152 216 124 240 145 150 202 170 21 - 161 15 - 63
Optical Laser
‘Waveform WF_0 WF_0 WF_0
Pulse Length 250 ns 250 ns 250 ns
Single / Double Sided SS SS DS
Streak Camera Setting
Streak Window 1 5 5 5 5 5 5 5 5 200 5 5 5
Integrated Sweeps 1000 1 1 1 1 1 1 1 1 1 1 1000 1

2 Experiment conducted in air

b Pressure media contains nanometer sized particles of Au
¢ SASE XGM (Upstream)
4 Energy/Pulse * Filter Transmission * Beamline Loss Factor (0.3)

B. XFEL heating of free-standing foil C. XFEL heating of a sample in a diamond anvil cell

HIBEF3 underwent irradiation by a single train of five
XFEL pulses at 100% X-ray transmission and 2.26 MHz
(experiment 2) with an average pulse energy on target of
152481 pJ. Two different time resolutions, 96 ns and 135

Target SS2 underwent irradiation of a single XFEL
pulse at 50% X-ray transmission, which corresponded to
a pulse energy of ~44 nJ on target (experiment 2). Using

two different time resolutions, 135 and 193 ns, we deter-
mine peak temperatures of ~ 6500 K (Fig. 14). Emis-
sion was observed for ~ 1 us after exposure (Fig. 14a). A
large uncertainty (o1 > 10%) correlates with a weak and
noisy emission in this case®. That is, despite reaching
higher temperature than both the calibration lamp and
laser-heated foil in preceding example, signal is lower due
to only single-shot collection, small emitting area, and
shorter emission timescale. Validity of the temperature
estimation is confirmed by the damage imprinting ob-
served during post-experiment analysis (Fig. 14d). The
observed hole and drip features formed suggest that there
was sufficient heating to melt a large area of the target
consistent with high peak temperatures measured well in
excess of the melting point. The short emission timescale
can be explained by rapid target quenching (Sec. VI).

ns, were used to evaluate the temperature from the SOP
(Fig. 15). This cell was loaded with type Ila diamond
anvils, and no additional background from fluorescence
is observed (see Sec. IID). In Fig. 15a it can clearly be
seen that as each XFEL pulse interacts with the target
there is an increase in emission intensity on the SOP spec-
trogram, followed by a drop in intensity between pulses,
as expected when the Au foil cools. We observe a peak
temperature of ~ 4500 K and minimum measurable tem-
peratures of around ~ 2500 K. Fig. 15c¢ highlights how
the wavelength dependence of emission intensity changes
with both time and temperature.

The temperatures achieved indicate that the Au sam-
ple was partly melted during the experiment, as temper-
atures exceed the known melting point of Au at 30 GPa
(Tmery ~ 2300K)5. We can see from the temperature
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FIG. 12: Schematics and photo-micrographs of free-standing and DAC samples used during experiment 2. a)
Schematic and photo-micrograph of free-standing Ta sample (SS2). b) Schematic and photo-micrographs of DAC
sample configuration used during experiment 2. Photo-micrographs of samples in DACs (HIBEF3, VP002, D1 and
HIBEF30) are shown, with the gasket hole highlighted by dashed circle. Sample thickness (tsample), sample chamber
thickness (tindent ), sample chamber diameter and diamond culet diameter are shown. Both schematics are not to
scale. All photo-micrographs are viewed from the upstream side, with respect to the XFEL beam, and are
illuminated by transmitted and reflected light.

profile that subsequent pulses don’t step-wise heat the
sample as expected??, with peak temperatures of ~ 4500
K at the time of pulses 2 — 5. This could be due to the
specific energies of each pulse in the train, disruption of
the Au upon melting??, or increase in the opacity of the
H5O under high pressure and temperature?’""® leading
to limitations on apparent temperature®. It is also no-
table that peak emission intensity increases with time,
despite no clear increase in peak temperature, which can
be attributed to increased emitting area (i.e. due to lat-
eral heat conduction) or emissivity (i.e. due to optical
changes in pressure medium). Similar effects are de-
tected in other targets. Compared to the freestanding
foil, there is a more gradual decay of the emission inten-
sity after heating, likely a result of better confinement
and insulation of the sample during quenching.

D. Characterizing X-ray fluorescence

The preceding examples lacked discernible fluores-
cence, and emission was interpreted as purely thermal
radiation. We now discuss targets having significant X-
ray fluorescence background (Sec. IID). For example,

Fig. 16a and b compares SOP records for irradiation by
two XFEL pulses, with an average energy on target per
pulse of ~ 135 uJ, where a difference in the observed op-
tical emission between the similar samples and diamond
types (Type Ia in VP002 and Type Ila in HIBEF3) can
be seen. In both cases, we are observing emission from
a Au sample in HyO pressure medium, at 37.0 and 30.3
GPa, respectively.

Whilst the SOP spectrogram from the sample in DAC
VP002 shows emission across all wavelengths below 850
nm, there is very little or no emission detected for sam-
ple of HIBEF3. As the only difference between VP002
and HIBEF3 is the diamond type, we conclude that Fig.
16a shows the fluorescence signal from the diamonds in
VP002. In terms of the spectral response we see that
in the region where A < 575 nm and ~ 800 nm there
are peaks in the emission intensity, which can be charac-
terized by fluorescence emission as seen from a variety of
targets (Fig. 8). The optical emission from the sample in
VP002 demonstrates a symmetrical shape with respect to
time, which as discussed represents the PSF of the SOP.

The weak emission from the sample in HIBEF3 at low
XFEL pulse energy (Fig. 16b) shows only emission from
the second pulse and with a very different temporal and
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FIG. 13: Optical emission collected from laser-heated platinum foil (5 pm thick, DESY1) using a 1 us streak window
and enclosing trigger mode. Time resolution is set to 39 ns. a) SOP Spectrogram with wavelength axis restricted to
525 — 800nm. Relative intensity profile with respect to the time axis (averaged over this wavelength range) is shown
in black. b) Final temperature history with both temperature error estimations shown. Error from least-squares
fitting is shown as the red error bar and green is the error associated with the contour on the chi-squared map.
Emission intensity is the black curve and laser pulse intensity is the filled grey profile (timing estimated from the
onset of emission.). c¢) Binned optical emission at time = 0.25 ps. Planck fit to data determined through the least
squares fitting (red dashed line) at Tg; = 3385 + 28 K. d) Binned optical emission at time = 0.61 ps. Planck fit to
data determined through the least squares fitting (red dashed line) at T, = 2032 £ 39 K. ¢) and d) show the
original uncorrected emission data (grey triangles), the corrected emission after taking into account the transfer
function of the system (dark grey filled circles) and the final smoothed emission which is binned in time and
wavelength (solid black line). The average standard deviation in emission intensity during smoothing is shown as a
single black error bar.

spectral shape than that observed from VP002 — sugges-
tive of thermal emission from cumulative heating. That
emission here is purely thermal in nature is further clari-
fied by increasing the XFEL energy on this sample (Fig.
16¢), i.e. to 245453 pJ/pulse. The emission is asymmet-
ric with respect to the time axis, with a tail in emission
intensity after each XFEL pulse incident on the target,
likewise the emission peaks at around ~ 700 nm in the
wavelength axis, similar to the spectral shape of the cal-
ibration lamp (Fig. 8). Finally, a cumulative increase
in emission intensity showing stronger emission from the
second pulse is clearly resolved, following expectations of
step-wise heating. The peak temperature, after the sam-
ple in HIBEF3 has interacted with the two XFEL pulses,
is measured to be 5282 £ 650 K.

Whilst fluorescence is often of some use, such as for
alignment® and determining experimental timings (Sec.
ITE), it can potentially interfere with pyrometric tem-

perature measurements. This is because the measured
spectrogram can become a combination of thermal and
fluorescence emission at higher powers. Here we explore
how, when there is a large fluorescence signal, e.g. when
using type Ia diamond anvils, the fluorescence compo-
nent can be removed before temperature measurement.
We thus examine whether and how the fluorescence signal
would distort the spectral shape and temperature being
measured.

To remove the fluorescence signal, we have developed
a method to create a synthetic SOP image that simulates
the fluorescence emission for a particular sample configu-
ration. By measuring the optical emission from the same
target at low XFEL beam transmission, with the same
optical configuration and sample containment, and vary-
ing numbers of XFEL pulses we can survey the fluores-
cence emission shape in both wavelength and time before
the onset of any thermal emission. The streak window
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FIG. 14: Optical emission from single-pulse XFEL irradiation of tantalum foil (7 pm) in vacuum (SS2) with streak
window set to 5 us. Wavelength range for fitting is restricted to 575 nm — 775 nm. a) SOP spectrogram with
integrated intensity for reference (black). b) Temperature history using two different time resolutions, 135 ns (green)
and 193 ns (blue), with relative intensity of emission for reference. Both error estimations for every temperature are
shown (red is the least-squares error and green/blue shows the error determined from the contour x? goodness-of-fit
map). The time at which the XFEL pulse is incident on the sample is shown as a single vertical dashed line (based
on fluorescence timing observed in other targets). ¢) Grey-body spectral fits to optical emission. Red and blue
dashed lines are the Planck distribution at Tg= 5990 + 530 K and Tg;= 2710 £ 240 K, respectively, and the black
solid line shows the wavelength-averaged optical emission. d) Post-beamtime SEM image of damaged target area.

used in each run is kept constant throughout and all runs
are recorded in sequential (single sweep) mode in order
to correlate observed fluorescence with the power of each
individual XFEL pulse.

The time evolution of fluorescence emission under
pulsed XFEL heating is determined by multi-parameter
least-squares fitting®” %9 of a superposition of Lorentzian
distributions (one Lorentz distribution is used for ev-
ery pulse in the XFEL pulse train) to the wavelength-
averaged spectrogram emission intensity in the UV region
(451 nm < A < 545 nm; Fig. 17 ¢ and d). No pincushion
effect was accounted for prior to fitting. Peak separation
in each fit is fixed and corresponds to the time between
XFEL pulses in a train (here 443 ns). At low XFEL
transmission there is minimal or no thermal emission
so we observe a good fit between the Lorentzian curves
and emission intensity with time (Fig. 17c). Whereas
at higher XFEL beam intensity and number of pulses
there is only good agreement between the Lorentzian
distribution and emission intensity at the start of the
record (time < 0.75 ps) where only a few pulses have
irradiated the sample, typical of a signal dominated by

fluorescence (Fig. 17d). That is, optical emission from
later pulses (time > 0.75 us) do not exhibit a good fit to
the expected Lorentz shape and are seen to reach peak
intensity later than expected from the pulse separation
and have a longer decay time, indicating thermal emis-
sion contribution. This gives us a qualitative measure
to distinguish between different emission types. After
the Lorentz fits from multiple runs have been manually
filtered, to only include fluorescence pulses, we can de-
termine the average FWHM, or PSF, and amplitude of
fluorescence emission in the time axis. The relationship
between emission intensity and XFEL pulse energy, as
measured by the beamstop photo-diode “PD_3” (Figs.
1b and 17e)'8:37:58:59.76 i5 determined to be a power-law
fit (Intensity = 0.072 - PD_3%%3 for D1, Fig. 17f). We
can therefore determine the expected fluorescent emis-
sion intensity from the photo-diode signal for any run
using this sample. Spectral shape is determined through
a least-squares fitting of time-averaged emission inten-
sity from the accumulated spectral shape from multiple
fluorescence-only runs, to five superimposed Lorentzian
distributions (Figs. 8 and 17b). We expect the results
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FIG. 15: Optical emission from five-pulse X-ray
irradiation of gold foil (2 pm) in a DAC with a H,O
pressure medium held at 30.3 GPa (HIBEF3). The

streak window is set to 5us and the time resolution of
the temperature measurements are 96 ns and 135 ns.
The wavelength range used for fitting is 575 — 775 nm.

a) SOP spectrogram image of HIBEF3, with the
relative emission intensity, averaged over wavelength
range used for fitting shown for reference (black). b)
Temperature history of Au foil measured with two

different time resolutions (96 ns red; 135 ns blue), with
relative intensity of emission for reference (black). The
times at which the XFEL pulse train is incident are
shown as dashed vertical lines. ¢) Grey-body spectral
fits to optical emission. Red and blue dashed lines are
the Planck distribution at Tg= 5650 + 760 K and
Taey= 2780 + 250 K respectively. The black solid lines
are the moving wavelength-averaged optical emission for
each time step.
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FIG. 16: Optical emissions observed from two-pulse
XFEL irradiation of gold foil (2 ym) in a DAC with a
H50O pressure medium from VP002 and HIBEF3. The
upstream diamond type (DT) varies. During collection

of emission the spacial filtering was removed and the
streak window was 5 us. a) SOP spectrogram of optical

emission when cell is loaded with Type Ia diamonds
(VP002, upstream diamond thickness = 2.201 mm) at
37.0 GPa. Average energy per pulse is 134 8 pJ. b)
SOP spectrogram of optical emission when cell is loaded
with a Type Ila diamond (HIBEF3, upstream diamond
thickness = 2.275 mm) at 30.3 GPa. Average energy
per pulse is 135 + 23 pJ. ¢) SOP spectrogram of optical
emission from HIBEF3 irradiated with two XFEL
pulses with an average energy per pulse is 245 £ 53 uJ.



of the above fitting routines to depend highly on sample
configuration, window thickness, materials present in the
beam, etc., and so should be analysed independently for
each sample.

A synthetic fluorescence-only SOP image is then cre-
ated using the average FWHM emission duration, am-
plitude of emission with respect to photo-diode intensity,
and spectral shape of emission (Fig. 17g). Subtraction
of the synthetic fluorescence emission from the raw SOP
image yields a modified SOP image which is used for
temperature determination (Fig. 17h).

E. XFEL heating of a diamond anvil cell after fluorescence
removal

An example of a target with considerable fluorescence
emission is DAC D1 (5 pym Ta foil in MgO/Ne medium at
12 GPa in a DAC with Type Ia diamonds). After removal
of fluorescence emission (Fig. 17, see Sec. VD), sample
temperature is determined for four pulse XFEL irradi-
ation at 100% X-ray transmission (216 + 26 pJ/pulse)
(Fig. 18) .

Here we can see that emission from the first pulse is en-
tirely is due to fluorescence; prior to fluorescence removal,
peak temperatures of 4000 — 6000 K were suggested, how-
ever after correction the temperature is too low to detect
(S 2500 K). The second pulse shows comparable levels
of fluorescence and thermal emission; however, the ap-
parent peak temperature rises from ~ 4000 K to ~ 5000
K upon fluorescence correction. Hence, the effect of fluo-
rescence on apparent temperature is not straightforward.
Subsequent pulses (3 and 4) show much higher thermal
emission than fluorescence, with the correction having a
negligible effect. Finally, there is a long tail of thermal
emission after the pulses which is not affected by fluo-
rescence background and is unaffected by correction. As
in the prior example of a DAC under XFEL irradiation
(Sec. VC), peak temperatures reached after each pulse
remain relatively constant later in the pulse train, while
emission intensity rises.

F. XFEL heating with longer pulse trains and SOP
windows

With large numbers of pulses available at high repeti-
tion rates at modern XFEL sources (e.g. 2700 pulses at
4.5 MHz at European XFEL), there is much potential in
SOP in dynamic experiments on longer timescales. How-
ever, as the streak window length is increased, the spac-
ing, in pixels, between successive XFEL pulses is reduced.
This leads to poor definition between the optical emis-
sion of neighboring peaks and the expected saw-tooth
like shape of emission intensity with time is smoothed
out. In addition, it may be more difficult to discrimi-
nate and model fluorescence background. This means at
longer streak windows, we cannot easily identify emission
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from individual XFEL pulses in the pulse train.

An example of this scenario is given here for an oxide
mineral sample (olivine) with low absorbance and slow
thermal transport dynamics at 35 GPa in a DAC (HI-
BEF 30), undergoing cumulative heating over 20 XFEL
pulses at 2.26 MHz with a streak window of 20 us (Fig.
19). Fluorescence emission is evident from additional
datasets collected at lower power, which shows charac-
teristic strong emission in the blue.

To determine the expected fluorescence emission in this
case, we surveyed the optical emission from a short streak
window, e.g 5 us, at varying XFEL pulse energies and
converted it to the longer streak window during mod-
elling, e.g 20 us. The spectral shape and time dependence
of the expected fluorescence spectrum is determined the
same way as described as above. To adapt from a 5
us window to a 20 us window, we assume the spectral
and temporal shape (Fig. 19b), PSF (Sec. IIE) and
amplitude of emission intensity dependence on photodi-
ode values is independent of the streak window but the
spacing, in pixels, between XFEL pulses is reduced. The
resultant fluorescence emission in the time domain (Fig.
19a and d) shows a continuous distribution throughout
irradiation.

After removal of the fluorescence emission the thermal-
only signal is observed (Fig. 19¢) and can be used to mea-
sure sample temperature (Fig. 19f). By comparing the
SOP spectrogram measured before (Fig. 19¢) and after
(Fig. 19e) the fluorescence emission is removed we can
clearly see that the emission on the thermal only image
is only significantly changed during the first 5 ps. This
suggests that the emission in the first 5 ps is dominated
by fluorescence and that at later times thermal emission
is dominant. Thus only temperature measurement ob-
tained early in the record differs significantly before and
after fluorescence emission is removed whilst there is min-
imal change in temperature at later times — and none at
all after the XFEL pulse train is completed (Fig. 19f).
A stepwise heating dynamic is clearly observed in both
the temperature and emission records after correction.

G. Laser heating of a diamond anvil cell

We first discuss results for pulsed LH of DAC samples
without any X-rays (Fig. 20). Optical emission collected
from XFEL1 under pulsed LH with 1000 heating cycles
(1 s exposure at 1 kHz streak repetition rate) using the
enclosing trigger mode is shown in Fig. 20b with fits to
Planck’s Law (Eq. 1) shown in Fig. 20c. A peak temper-
ature of 78004400 K is observed at the peak of emission
at 0.12 us after the start of the laser pulse. The timing
of the laser pulse is estimated from the onset of optical
emission. Upon repeating this LH run multiple times we
observe that there is a large scatter in the measured tem-
perature (Fig. 21), which can be attributed to changes
in the sample coupling, which may be due to repeated
melting. In all runs there is an unusual broadening of
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FIG. 17: Thermal and fluorescence optical emission from XFEL irradiation of D1 (Ta foil at 12 GPa). Streak
window is set to 5 us throughout. a) SOP spectrogram image of four-pulse irradiation on Ta, at 100% transmission
of the XFEL beam with relative intensity for reference (black). b) Lorentz least-squares fitting to the time-averaged
optical fluorescence emission from DAC D1, grey markers (overall fit shown as black dashed, individual Lorentz fits
are shown in solid color lines). ¢) Lorentz least-squares fitting to the wavelength-averaged optical emission from two
pulse irradiation of D1 at 50% XFEL beam transmission (run 837), grey markers (overall fit shown as black dashed,
individual Lorentz fits are shown in solid color lines). The timing of the XFEL pulses are shown as dashed vertical

lines. d) Lorentz least-squares fitting to the wavelength-averaged optical emission from a four pulse irradiation of

DAC D1 at 100% XFEL beam transmission (run 845), grey markers (overall fit shown as black dashed, individual

Lorentz fits are shown in solid color lines). The timing of the XFEL pulses are shown as dashed vertical lines. e)
Photo-diode signal showing beam intensity from the runs shown in (c¢) and (d) f) Photo-diode intensity (shown in e)
against fitted Lorentz distribution amplitude of fluorescence emission (¢) and (d), red markers, and fitted power-law
distribution, red dashed line. Envelope indicates a 20% error on power-law fit. g) Synthetic SOP image constructed
based on time evolution (c), spectral shape (b) and beam intensity (f). Relative emission intensity is shown in black.
h) Modified SOP image showing thermal only emission from Ta foil with relative emission intensity is shown in black.
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FIG. 18: Pyrometric temperature estimation of a four
bunch irradiation of 5 ym Tantalum foil at 12 GPa
(D1), run 845, after fluorescence removal (Fig. 17). a)
SOP spectrogram after fluorescence removal showing
region of interest used to determine sample temperature
(575 — 775 nm). Relative intensity of emission shown in
black. b) Temperature history before (blue) and after
(red) fluorescence removal. The relative emission
intensity (post-fluorescence removal) is shown in black,
with the fluorescence signal shown as a dashed line and
original emission intensity shown in grey. The times at
which the XFEL pulse train is incident on our sample is
shown as dashed vertical lines. ¢) Least-squares fit to
Planck’s Law at time = 1.29, 1.39 and 1.49 us. Time
resolution is 96 ns in this case. Systematic deviation
from the Planck fit at lower temperature (upward
curvature) may be related to increasing emissivity
variation in the visible range at low temperature’”

compared to high temperatures2.
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emission in time, such that emission appears well before
the start of the laser pulse with relatively high apparent
temperatures. This is possibly due to a bleeding effect
occurring due to the large number of sweeps collected in
the single image®®; more study is required to understand
this issue. However, it does not appear to play a role in
single-shot collections.

H. Laser heating of a diamond anvil cell with XFEL
irradiation

Installation of the laser-heating system at the HED
hutch allowed LH of samples in conjunction with X-ray
irradiation. Fig. 22 shows an example of LH combined
with X-ray irradiation of a pre-compressed Pt foil in a
DAC with KCI pressure medium at 30 GPa (XFEL2).
The sample was irradiated by a single NIR laser pulse
and 30 XFEL pulses at 12% X-ray transmission. The
relative timing of the laser and XFEL is estimated from
photo-diode traces where both X-ray and optical laser
were detected (e.g. Fig. 22b), as well as from peak posi-
tions in SOP data. Here the first XFEL pulse is delayed
by —510 ns from the start of the optical laser pulse. In-
stead of extending the streak window to encompass the
whole heating event, i.e. all 30 XFEL pulses, the streak
window only recorded the first few pulses.

With the X-ray transmission at a level where no opti-
cal emission is observed, it is desired that only the laser
pulse will heat the sample whilst the XFEL pulses will
only probe the induced states. From the intensity pro-
file, we observe a steady decrease in emission with time
suggesting only laser-heating is occurring. From the tem-
perature profile, however, we observe oscillations in the
temperature after the laser pulse — not unlike the behav-
ior shown above for X-ray heated targets, and at higher
X-ray power on this target (see below). While subtle, the
timing of these excursions, and their rather large ampli-
tude, is consistent with significant XH.

At higher XFEL transmission, combined XH and LH
clearly occurs in the target. Fig. 23 shows an example of
laser heating with X-ray pulse exposures at 50% X-ray
transmission, on the sample in XFEL2. The XFEL pulse
train consists of 10 pulses and the delay of the first XFEL
pulse from the start of the optical laser pulse was +60
ns.

Several noteworthy features are seen in the data. High
temperatures are rapidly achieved by the transient opti-
cal pulse at the beginning of the experiment, as well as
high emission. This heat pulse decays with time after the
laser shuts off. The contribution from X-ray heating be-
comes clearly visible after about 1 us. In comparison to
lower power data on this sample, XH roughly maintains
the temperature after it has decayed to a certain level af-
ter the optical laser pulse, but notably, does not sustain
the peak temperature, while emission intensity drops off
considerably. A good alignment of the NIR laser with
the X-ray beam is confirmed by clear in-situ detection
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FIG. 19: Thermal and fluorescence optical emission from HIBEF30 (Olivine in Ne at 35 GPa) under irradiation by
20 XFEL pulses at 100% transmission with a 20 us streak window. The average energy on target across the 20
XFEL pulses was 170 + 68 pJ. a) Original SOP spectrogram of run 781 with the relative emission profile shown in
black. b) Lorentz fit to fluorescence emission spectrum of HIBEF30. Dashed black line shows the best fit line, with
five individual Lorentzian peaks shown in color. ¢) Synthetic SOP image constructed by combining spectral shape
(b) and time dependence (d) of fluorescence emission; time-dependent fluorescence emission profile is shown in
black. d) Model time dependent fluorescence emission for HIBEF30. The black solid line shows cumulative
fluorescence emission, with individual pulses shown in color. e) Corrected SOP spectrogram from run 781 with
fluorescence emission removed. f) Measured sample temperature of Olivine under X-ray heating. The measured
sample temperature determined before (red) and after (blue) fluorescence emission is removed is shown. The times
at which 20 XFEL pulses are incident on the sample are shown as vertical dashed lines with the emission intensity
before (grey) and after (black) fluorescence removal.
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FIG. 20: Pyrometric temperature measurement of
pre-compressed Pt with KCl pressure media at 31 GPa
(XFEL1) under pulsed LH. The recorded SOP
spectrogram shows the integrated optical radiation
collected over 1s. a) SOP image of region of interest
with relative intensity of emission shown in black. b)
Temperature history with relative emission intensity
shown in black. 1o uncertainties are shown. The
estimated time at which the laser pulse is incident on
Pt sample is shown. Error bars represent the
uncertainty in temperature measurement determined
from the least-squares fitting. c) Least-squares
temperature fit of emission spectrum at time = 0.1,
0.29 and 0.39 us using a time resolution is 96 ns.

of laser heating by simultaneous X-ray diffraction. The
large difference in emission amplitude in the LH sam-
ple compared to XH sample, at a similar temperature,
is likely due to the difference in hotspot size. That is,
if the LH spot is larger by a factor of ~ 3 (Sec. ITA),
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FIG. 21: Reproducibility of pyrometric temperature of
of pre-compressed Pt with KCI pressure media at 31
GPa (XFEL1) from 16 heating runs using identical NIR
laser intensity. The average temperature is shown, with
the standard deviation in temperature measurements
plotted as the error bar. Individual heating runs are
plotted as solid colored lines with the maximum and
minimum measured temperature (dashed black lines).

the emission intensity should be greater by a factor of
9, which is similar to what we observed. In this experi-
ment one can observe the transition from emission over
the larger optical laser heating spot to a smaller hotspot
associated with the X-ray beam. Also, rather than sus-
tain the high initial temperature achieved by the optical
laser, X-ray heating seems to achieve lower temperatures.
This could be due to the conditions adopting a limiting
X-ray train heating temperature for this sample??, which
is lower than that achievable by the optical laser — that
is, pulse heating and inter-pulse cooling by X-rays reach
a balance at longer timescales.

Finally, there is no detectable fluorescent emission de-
spite using a Type Ia diamond in this experiment, with
emission in both types of heating (LH and XH) equally
well described as thermal only. This indicates that the
spatial filtering system reduces the contribution of fluo-
rescent emission from diamonds in the SOP spectrum.

VI. DATA MODELLING

Given that temperature measurements are deployed
here in new experimental scenarios where they have been
previously untested, we applied numerical finite element
analysis (FEA) to representative cases. Examples of data



Intensity (arb. units)

Intensity
(a.u)
o
(on

T
71 8

14000

Experiment : 3
Cell : XFEL2

——- XFEL pulses
—— Intensity
B tr:48ns
&

196 ns

12000}
& 10000}
8000}

60001

Temperature (K

40001

20001

O o]

1
1
1
i i
ISR AT e
.5 0.0 0.5 1.0 1.5 2.0 25
Time (us)

1o
<)
1

/

tr:48ns
== T:10400 + 910K
- T:4850 + 530K

Time = 0.07 ps

o
)
T

I
~
T

Intensity (arb. units)
=] =]
N w
I

Time=1.5us

o

o
<)

575 600 625 650 675 700 725 750 775
Wavelength (nm)

FIG. 22: Optical emission from LH of Pt foil in a DAC
with a KCI pressure medium held at 30 GPa (XFEL2)
which is simultaneously probed by an XFEL pulse
train, consisting of 30 XFEL pulses. Streak window is
set to 5 us and time resolution of 48 and 96 ns. a) SOP
spectrogram image in region of interest used for fitting
the Planck spectrum with relative intensity for reference
(black) b) Upper panel : Photo-diode signal showing
the total signal (red) with the XFEL beam intensity
(black). Lower panel : Temperature history at two
different time resolutions (48 and 96 ns), with relative
intensity of emission for reference (black solid line).
Laser pulse used is shown in grey and the times at
which the XFEL pulse train is incident on our sample is
shown as dashed vertical lines. ¢) Grey-body spectral
fits to optical emission. Red and blue dashed lines are
the Planck distribution, black solid line is the
wavelength-averaged optical emission in both cases.

modelling for more traditional experiments (with opti-
cal laser radiation only) are discussed elsewhere? 11,6472,
That is, while the observations presented here are con-
sistent with qualitative expectations for the heating and

26

~ o
Intensity (arb. units)

N

Intensity
(a.u)

o

12000+
10000}
8000}

6000

Temperature (K

40001

2000

Time (us)

~ ty : 96 ns

Time = 0.26 ps = T:9210 +510K
m= T:3900 + 130K

I
~

o
w

o
N

Time =1.0 us

Y st e il i &

575 600 625 650 675 700 725 750 775
Wavelength (nm)

Intensity (arb. units)
I
1

14

o
o

FIG. 23: Optical emission from optical laser and X-ray
heated Pt foil (4 pm thick), in a DAC with a KCI
pressure medium held at 30 GPa (XFEL2), at higher
X-ray transmission than Fig. 22 (see this figure for
additional details). a) SOP spectrogram image. b)
Upper panel : Photo-diode record. Lower Panel:
Temperature history. c¢) Least-squares temperature fits.

cooling behavior of samples under XFEL, optical, or
combined radiations sources (Fig. 11), we further com-
pare the observations quantitatively with the expected
behavior!??, firstly as predictions, and in cases where
the prediction fails, by optimizing parameters to improve
agreement between the model and the data.

In our models, we assume the model geometry is fixed
and employ an isobaric approximation for thermal anal-
ysis, i.e. that the heating and cooling can be treated as
if it occurred at constant pressure??. This is suitable for
making comparisons with the presented datasets. Tem-
perature changes in the sample after initial heating are
due to heat diffusion through the target; radiative heat
losses from the sample (by way of thermal emission) have
a negligible effect on the results (confirmed by running
models with and without radiative losses). Inclusion of
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latent heat effects®”>7® had a minor effect on the models,
but as this did not significantly affect first-order compar-
isons with the data, it was left out in the models reported
here. Temperature dependencies of parameters were in-
cluded where available, whereas pressure changes with
temperature were expected to have only a minor effect
and were not included.

The models account for the incident energy per pulse
as measured in the beamline, with a factor accounting
for transmission to the sample, which is nominally ~30%
of the upstream pulse energy monitor (SASE XGM?®%)
as determined in separate analysis of damage imprinting
on freestanding foils®”»%°. In this way, the distribution of
conditions achieved are predicted from the known beam
properties, geometry of samples, and sample properties
at relevant pressures and temperatures (Table IV).

Modeled temperatures are reported for the peak up-
stream temperature for metallic samples and a range of
axial temperatures for transparent samples. For heated
metal layers, the SOP data will be generally dominated
by the maximum temperature on the observed (upsteam)
surface due to the strong scaling of emission intensity
with temperature in the studied temperature range. For
nonmetallic targets emission from a wider range of loca-
tions may contribute to observed values. We also report
a bulk averaged temperature within the primary sample
layer, weighted by beam intensity, to represent the appar-
ent temperature as would be observed by X-rays probing
the bulk through X-ray pulses. This is computed as

1 R 4 r2
Ty = —5— 2mr T ——F |dzd
X 27r0%;d/0 /g mr T (r, z) exp< 20%) zdr

()
where o¢ is the Gaussian width parameter of the beam??,
d is the thickness of the sample, and the sample radius
is R, with the normalizing prefactor assumes R >> o¢.
Where the latter requirement is not fulfilled the initial T'x
falls below the initial (ambient) value i.e. Ty; a correction

factor of Ty/Tx from the start of the simulation can be
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globally applied to the T'x as a correction. This is only
relevant to very narrow samples: e.g. for the 25 pym di-
ameter Olivine discs compressed in DAC HIBEF30, com-
parable in size to the X-ray beam, the correction factor
is 300/245 = 1.23 while computed to unity for the other
samples analysed with the finite element technique.

Model results for 4 datasets are shown in Fig. 25 with
sample and model parameters given in Table IV. Model
parameters are initially set based on the known geometry,
pressure, and literature properties of samples under pres-
sure and temperature; where the model fails to predict
the data, certain parameters are optimised to improve
the fit as shown in the table.

Comparison of the models with the data and the mean-
ing of this analysis is discussed in Sec. VIIE.

VIl. DISCUSSION
A. Low signal performance

The minimum detectable temperature of the SOP di-
agnostic outlined in this study ranges from 1500 — 3000 K
for microsecond-duration events. Below this limit grey-
body Planck fits become dominated by background (for
well subtracted background this is close to zero counts)
resulting in a flat Planck fit determining apparent tem-
peratures in the 3000 — 4000 K range. Screening of the
data based on rigorous criteria is needed to identify and
exclude such data, as minimum detectable temperatures
can be even lower than the temperatures spuriously ob-
tained when no signal is present. That is, the apparent
temperature alone is not a reliable indicator of accuracy
or a direct indicator of the detection limit. For example,
while low (< 3000 K) and high (> 4000 K) temperatures
can be judged as plausibly accurate on the basis of fit-
ted temperature alone, these midrange temperatures can
also be mimicked through the background (i.e. absence
of signal).

Additional insight is gained by considering the charac-
ter of the data as the detection limit is passed. Streak
camera low intensity performance depends on intensifier
gain and other factors, however some broad trends are
observed for this Hamamatsu device. At low signal lev-
els, signal is dominated by individual intensifier events,
leading to a spotty appearance of the streak image, with
spectral lineouts showing sharp peaks over a low (zero)
background. Fits to the data at this condition are domi-
nated by background. As signal level is raised, the num-
ber of individual intensifier events becomes sufficient to
populate more of the image area and, depending on size
of a time bin, the spectral lineout. Once a statistically
sufficient number of intensified events are present in the
binned spectrum, fits become dominated by the signal
and begin to accurately represent temperature (as con-
firmed using our analysis on standard lamps, Fig. 10). A
portion of the image area may still be reading background
levels even in this case, but a sufficient number of events
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FIG. 25: Finite Element Analysis of conditions achieved in selected samples in comparison to SOP data. SOP
measurements are coloured; temperatures are blue and green with horizontal error bar showing time resolution, and
red line shows emission intensity with any fluorescence contribution subtracted. FEA results are in black, with the
solid line showing the peak (on axis) temperature of the upstream (SOP facing) sample surface, and the dashed line

the apparent sample temperature for X-ray probes, T'x. Sources are in grey, with vertical dashed lines for XFEL
pulses, and solid line filled for optical laser pulse. a) Conditions for freestanding Ta foil for single XFEL pulse
irradiation (Sec. VB). b) Conditions for Ta foil in a DAC at 12 GPa under 4-pulse 2.26 MHz XFEL irradiation
(Sec. VE). ¢) Conditions for Olivine disc in a DAC at 35 GPa under 20-pulse 2.26 MHz irradiation (Sec. VF). The
dot-dashed line and dot-dot-dashed lines show the temperature on-axis in the sample center and downstream surface,
respectively, considering that emission can emerge from the whole sample in this example. d) Conditions for Pt foil
at 30 GPa under combined heating with a single optical laser pulse and 10 XFEL pulses at 2.26 MHz (Sec. V H).
The dotted line shows the peak temperature on the observed upstream surface without X-ray heating included.

TABLE IV: FEA Parameters. Material properties are thermal conductivity (k), heat capacity at constant pressure
(Cp), density (p), and absorption coefficient («). Units for temperature T', pressure P, and density p are K, GPa,
and g/cm?®, respectively, where these appear in formulae. Heat Capacities are often Shomate fits. Pulse energy is
based on SASE XGM upstream energy average and the pulse factors, which represent pulse to pulse variations in

energy, are determined from the SASE XGM, HED XGM, local photodiode, or are left as unity where this
information was not available. Where information is left blank it is not relevant to the model. Text in parenthesis
and in bold indicates values optimised after initial estimates, to improve match to data; the optical laser energy is
for the whole pulse and is only optimised to the data, assuming complete absorption in the upstream sample surface.



TABLE IV: Continued.

Target Foil Array D1 HIBEF30 XFEL2
Shot / Experiment 161 / Exp. 2 845 / Exp. 2 781 / Exp. 1 199 / Exp. 3
Pressure (GPa) 0 12 35 30
Geometry
Thickness
Cavity (pm) 24 26 20 @
Sample (pm) 7 5 18 4
Medium US/DS (pum) / 2000 15 /4 4/4 8/8%?
Diamonds (um) 2350 2290 2000 »
Diameter
Cavity (pm) 80 90 100 @
Sample (pm) 120 40 25 50 #
Simulation (pm) 120 150 150 150
XFEL spot (pm) 16 16 (13) 16 5
NIR Laser (pum) 14
Material
Sample Ta Ta Olivine Pt
(Mgo.9Feo.1)28i04
k (W/m K) 57 ¢ 67 ©9(100.5) 4.10(298/T)0-493(140.032P) °| 64.54+1.03P+0.01987 f
Cp (J/kg K) 1.346x10%+2.221x10-2T 1.346x10%2+2.221x10°2T 1585-1.238x 104770-5 133+0.007757 I8
-1.10x10°672+42.50x 1071173 | -1.10x10°672+2.50x 1071173 -3.139x1097-2-3.184P
-3.243x10% /T2 b -3.243x 105 /T2 b +8.414x1072p? i
p (g/cm?) 16.662 1 17.522 3 4.028 & 23.408 f
a (1/m) 138696 ! 145985 ! 2130 ! 235797 !
Medium [US/DS] / Kapton Ne / MgO Ne / Ne KC1 / KCl
k (W/m K) 0.46 ™ -1 7(.1) / 1 mo 28 P
5.9(p/3.3)46(2000/T) +7(1)
Cp (J/kg K) 1095 ™ 1840 v/ 1840 ™ 690 f
1173+0.1417-2.17x 107572
+2.59x107973-2.62x 107 /T2
-5.3P+4.79x 1072 P2 :5(1000)
p (g/cm®) l42m™ 3.074 t/ 3.826 3.932F 3.644 ¥
a (1/m) 92! 612 / 1001 ! 783 ! 4770 !
Gasket Re
k (W/m K) 48 ™
Cp (J/kg K) 140 ™
p (g/cm?) 21.020 ™
o (1/m) 184000 !
Anwils Diamond
k (W/m K) 1500 ™
Cp (J/kg K) 630 ™
p (g/cm?) 3.510 ™
a (1/m) 196 b
Source
XFEL
Photon Energy (keV) 17.8 17.8 17.8 17.8
Rep Rate. (MHz) 2.26 2.26 2.26
Pulse delay (ns) 443 443 443
Pulses/Train 1 4 20 10
Energy/Pulse WuJ) 293 720 567 420
Filter Transmission 0.5 1 1 0.5
Beamline Loss Factor 0.3 0.3 (0.036) 0.3 0.3 (0.045)
Energy on Target (pJ) 44 216 (25.92) 170 63 (9.45)
Pulse Power Factors 1 .88,1.36,.81,.95 1.50,1.19,1.28,1.51,1.39,1.41, 1,1,1,1,1,
1.26,1.09,0.84,1.06,0.84,0.95, 1,1,1,1,1°
0.94,0.86,0.76,0.72,0.53,0.79
,0.52,0.57
Optical Laser
Energy on Target (pJ) 28 b
Delay From Pulse 1 (ns) -60
Pulseshape 250 ns (WF_0)
2 value estimated b value optimised to data  ©Ref. 79 d Ref. 80 ¢ Ref. 81
fRef. 9 ©2Ref. 82  BRef 59  'Ref. 83  JRef. 84  XRef. 85 !Ref. 86
mRef. 29 "Ref.87 ©°Ref. 88 PRef.89 9Ref.90 TRef. 91 SRef 92 ‘Ref. 93 UYRef.94 VRef 95 ¥SASE XGM (Upstream).




are accumulated in the time bin to represent the intensity
at a given wavelength. In other words, near the detec-
tion limit the measurement operates in a quasi-photon
counting mode, where accumulating individual intensifier
events is necessary to give a statistical picture of emission
spectra. Noise emerging from this phenomenon addition-
ally becomes a good indicator of temperature fit quality.
We note that low signal performance varies considerably
for streak cameras used in SOP applications (see e.g. Ref.
72).

B. Temperature accuracy

The uncertainty of temperature estimation in pyrom-
etry is dependent on many factors, but here it is pre-
dominantly controlled by the intensity and noise char-
acteristics of the emission. Planck fits to low emission
intensity spectra results in fits that have a larger asso-
ciated uncertainty. Intensity of the optical emission is
intrinsically controlled by the temperature, as described
by the Stefan-Boltzmann relationship between intensity
and temperature (I oc T*, approximately valid in the vis-
ible at the present temperatures), as well as the size of
the emitting and detected area, the optical properties of
the sample, emission duration, and other factors. Hence
the lower bound of measurable temperature depends on
a number of experimental details, though below ~ 1500
K there is insufficient emission intensity to accurately fit
a Planck distribution in any case.

Determining the appropriate time resolution used to fit
sample temperature needs careful consideration. Error
generally increases with increasing time resolution (de-
creasing time bin width) as a result of poorer statistics,
but also by possible introduction of systematic error as
discussed above. That is, by reducing the amount of
emission in any single time bin we introduce effects sim-
ilar to those observed in the low temperature regime, i.e
a spotty appearance of spectra (Sec. VII A). However by
using a significantly larger time resolution to reduce the
error in temperature one must also consider the effects
related to time-dependent temperature changes, from ei-
ther the sample heating or cooling within a time bin,
which could itself increase the fit uncertainty and sys-
tematic error. This may have a somewhat reduced affect
due to the T* scaling of intensity with temperature re-
sulting in the emission spectrum being dominated by the
peak temperature.

Additional sources of systematic error can arise due
to perturbations in the spectral shape of emission from
any non-thermal emission sources. In our current survey,
a significant proportion of data is affected by the non-
thermal signal resulting from target luminescence (fluo-
rescence) during X-ray exposures in targets having di-
electric components. The spectral shape of emission for
a DAC sample is shown in Figs. 7 and 17b. The spec-
tral shape here is obviously non-thermal and will neg-
ativity affect any temperature measurements’ precision
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and accuracy. As shown by Fig. 18b, the temperature
that is measured when there is no accounting for fluores-
cence emission leads to a temperature significantly dif-
ferent from the actual sample temperature. This effect is
small enough to be neglected when the intensity of ther-
mal emission is much larger than that of the fluorescence
emission.

Ideally, spatial filtering will both exclude emission from
above and below of the sample plane, to eliminate non-
sample background signal, and exclude emission from
outside a selected area of the sample hotspot, to min-
imize the effect of integrating signal over spatial tem-
perature gradients or isolate detection to a probed area’
(e.g. to the area probed by XFEL radiation in laser heat-
ing applications). Non-sample signal exclusion is here
realized using a tight-focussing configuration similar to
a confocal microscope, as commonly employed in opti-
cal Raman spectroscopy measurements in DACs where
diamond anvil Raman and fluorescence signals need to
be suppressed?®. Meanwhile, use of higher magnification
with smaller pinhole is better for isolating detection to a
specific region of a hotspot, at the expense of signal inten-
sity. From initial observations at European XFEL, ther-
mal emission measurements are generally light starved,
fluorescence background potentially swamps the data,
and XFEL beam alignment can vary, so we currently use
a filtering scheme with a larger pinhole (1:1 magnifica-
tion, 50 pum diameter pinhole). Combined lateral and
axial exclusion can be achieved by moving to a smaller
pinhole, or using a dual spatial filter in future designs.

It should be emphasized that due to the prevalence
of spatio-temporal gradients in temperature during ex-
periments, the SOP can be taken to represent an av-
erage of temperatures in a particular spatial area and
over a particular range of time, usually weighted towards
higher temperature. The spatial and temporal variations
in temperature must be separately accounted for in as-
sessing final uncertainty on measurements of quantities
of interest. That is, the SOP temperature should usually,
in detail, be considered a spatio-temporal constraint on
temperature in an experiment as opposed to the auto-
matically best value of the temperature for a given con-
temporaneous property measurement (e.g. Sec VI).

C. Target fluorescence behavior

Non-thermal, visible-band optical luminescence gener-
ated by XFEL pulses was commonly observed by SOP
in targets containing dielectric materials. This lumines-
cence often resembled the conventional fluorescence be-
havior of the dielectrics under optical excitation, and was
consistent with a rapid decay (faster than the time res-
olution) and broadband emission in most cases. For ex-
ample, the XFEL-induced luminescence characteristics of
diamond and YAG:Ce crystals was effectively instanta-
neous for the us-sweeps used here, consistent with con-
ventional relaxation times < 100 ns®"?®. When excited
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FIG. 26: Optical fluorescence emission from ruby in
target SB0O01 (Fe/N2 at 5 GPa) following single pulse
XFEL irradiation (136 uJ/pulse). Black curve is the
fitted fluorescence peak, using a single Gaussian fit (20
pixel time average, 2 x 2 image binning), at 696(1) nm
indicating a pressure of 5(3) GPa™.

using a similar X-ray photon energy, fluorescence spec-
tra of diamond are broadly similar between high-intensity
XFEL and low-intensity synchrotron irradiation (Fig. 8).

Some deviations from rapid emission were noted for
certain sample materials (Fig. 7), with a notable case
being that of ruby. In one DAC, a larger ruby piece (used
as a pressure marker, see Sec. IV) was targeted indepen-
dently with the XFEL (Fig. 26). The XFEL-excited
ruby luminescence also exhibited conventional fluores-
cence characteristics, including line emission at ~ 696
nm (under pressure of ~ 5 GPa) and a relaxation time
measured to be ~ 250 us, comparing well with literature
values using laser-induced optical fluorescence®”. This
suggests that XFEL irradiation with SOP can allow in
situ ruby pressure measurements without additional laser
excitation, including during dynamic pressure conditions.
As ruby was localized in samples it was easily avoided in
practice. Data is currently insufficient to establish the
degree of sample contributions to observed fluorescence
in most cases in the DAC, with observed variations in
fluorescence amplitude likely to be due to different dia-
monds and stress states.

While the temporal and spectral structure of X-ray
fluorescence itself may have interesting properties and
applications, we here characterized it principally for the
purpose of its removal from thermal emission measure-
ments.

The effect of fluorescence on apparent temperature is
not straightforward to predict. When not accounted for
in temperature measurements, fluorescence can manifest
itself by spurious high or low temperatures, possibly re-
lated to emission rising toward both red and blue ends of
the visible range in representative cases. In most cases
with such contamination, the fluorescence is most strong
in the blue and spurious high temperatures may be in-
ferred. While this often leads to clear deviations from
an ideal Planck distribution, such as a concave upward
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spectrum, rising toward both red (thermal contribution)
and blue (fluorescence contribution), it may be consid-
erably more subtle. Given that fluorescence emission is
unique for each target both in terms of spectral shape and
intensity (e.g. due to different diamonds, Figs. 7 and
16), characterization of the fluorescence emission must
be performed for each target, and, for DACs, at the spe-
cific pressure conditions and sample location of interest.
Diamonds at Mbar pressures have exhibited unique fluo-
rescence distributions in the SOP differing considerably
to those in lower pressure anvils, consistent with pressure
sensitivity of fluorescence?.

Fluorescence emission can be characterized and re-
moved from SOP spectrograms, but this currently re-
quires a sufficient number of reference experimental runs
at low XFEL power without any contribution from ther-
mal signal. Given the difficulty of the fluorescence cor-
rection even armed with this reference data, its a priori
elimination is desireable. Assuming most fluorescence
emerges from the diamond anvils in DAC targets in stud-
ied cases, this can be achieved by eliminating signal from
the anvils (or more generally, dielectric matter surround-
ing the target material of interest). Use of spatial filter-
ing can minimize such contributions, with preliminary
observations suggesting it can be reduced considerably
for DAC targets (Fig. 22). Use of type II low fluores-
cence anvils on one or both sides of the DAC may also
be valuable if fluorescence minimization is desired (for
nontransparent samples only observed anvils need to be
of type II). However, some evidence of sample contribu-
tions are also identified (Figs 7 and 26) so these practices
may not entirely be able to eliminate fluorescence back-
grounds.

Since fluorescence removal may not be completely ac-
curate, it is possible that the removal process leaves resid-
ual systematic errors in assessed temperatures. This is
particularly an issue where the correction in tempera-
ture is larger. Thus where corrections for fluorescence
are large, additional systematic error in temperature can
be expected. However this represents a minority of the
present examples.

D. X-ray Heating Observations

Heating is observed with pulse energies of 10 — 300
ud at 17.8 keV on various targets, both freestanding and
confined (and pressurized), for a focal size in the range of
5 —20 pm FWHM — conditions common for X-ray pump
probe experiments at free electron lasers. X-ray heat-
ing of samples is a natural byproduct of intense XFEL
radiation®7293%37 and has been previously observed to
occur with detectable optical emission®. We here realize
the longstanding objective®? of detecting this radiation
with pyrometric techniques in order to determine tem-
perature, while also validating directly heating models.

X-ray heating with single pulses shows a peak and
decay in the temperature-time profile which can be un-



derstood as rapid (effectively instantaneous) heating fol-
lowed by a gradual decay as the sample cools. X-ray heat-
ing from pulse trains is meanwhile expected to induce
step-wise heating?”, as samples are pumped to higher
temperatures while incompletely cooled, assuming con-
stant energies within each pulse. While the SOP im-
ages show some evidence of stepwise heating, specifically,
a rising thermal emission intensity, temperatures rarely
show dramatic corresponding increase later in the pulse
trains. A plateau in temperature is expected even when
pulse energies are constant due to balance of cooling and
heating in time. Moreover, the effect of variable pulse
energies can be significant. These effects are considered
quantitatively in Sec. VI using FEA models, which con-
firm that the limiting temperatures with time observed
can be considered a direct result of the specific pulse
train energy profiles. It should also be noted that sam-
ple disruption and internal movement during pulse trains
(e.g. due to melting®7) could also affect achieved temper-
atures, though this is not required to interpret the present
data.

Comparing free-standing samples (e.g. SS2, Sec. VB)
to those in a DAC (e.g. D1, Sec. VE) we see shorter
emission timescales for the freestanding foil, i.e the time
for the emission intensity to drop to zero after initial ir-
radiation is shorter. The longer emission for confined
compared to freestanding foil is somewhat unexpected as
the additional heat sink of the highly thermally conduc-
tive diamonds around the confined sample should lead to
it cooling relatively faster. This may be related to rapid
damage processes in the unconfined case (Fig. 14d).

E. Finite Element Modeling of X-ray Heating

In some cases, FEA closely predict the observed SOP
temperatures (Fig. 25). This is not unexpected for
the freestanding Ta foil (Fig. 25a) since the nominal
beamline transmission (30%) was calibrated to ablation
damage data on Ta foil during the same experiments®”,
however this still shows the consistency of the inde-
pendent SOP measurement of temperature with model
predictions®®. Similarly, a completely independent exper-
iment on olivine (Fig. 25c), which reaches only modest
temperatures, is closely predicted (considering that emis-
sion likely emerges from the full volume of the sample in
this case). For high-Z foils in the DAC (Fig. 25b,d), sig-
nificantly lower radiation absorption than expected must
be assumed in order to reproduce the observed tempera-
tures, and in some cases other parameters, e.g. thermal
conductivity, also require adjustment, including outside
their plausible range (Table IV). This sets some limit on
achieved temperatures, discussed further below.

The apparent X-ray temperature predicted through
the FEA models (i.e., Tx) reveal that average temper-
ature in the bulk detected by X-ray probes can differ
substantially from that observed in SOP. In part this is
because the X-ray temperature averages over the tem-
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perature gradient in the bulk, whereas SOP temperature
will be dominated by peak temperature on a surface (i.e.
it is weighted to maximum temperature due to ~ T%
scaling of intensity). Moreover, if Tx is dependent on
structural phase (e.g. the volume or phase observed in
XRD), it will correspond to conditions just before each
pulse whereas SOP T at similar time is dominated by
the elevated temperature just after the pulse, potentially
leading to even more significant differences between tem-
perature in X-ray and SOP data. Even in cases where
individual pulse heating is small (e.g. Olivine, Fig. 25¢),
the difference in X-ray probe temperature and emission
temperature can be significant, primarily due to the pres-
ence of lateral gradients; i.e. hotspot peak temperatures
on the beam axis dominate the SOP data whereas these
temperatures contribute little to the volumetric average
represented by X-ray probes. Thus, where XH is signifi-
cant, comparisons of XRD data and SOP require a careful
consideration of both time and space dependence of the
temperature in the sample and the specific sensitivities
of each measurement.

F. Temperature of laser heated samples

We observe that the temperature of the sample in
DACs DESY1 (Fig. 13) and XFEL1 (Fig. 20) using
LH only follows the generally expected thermal evolu-
tion from prior studies. In this case, the peak in temper-
ature coincides closely with the laser pulse and peak in
emission intensity, though higher time resolution shows
more detail in the temperature evolution (Fig. 13). Both
the emission intensity and fitted sample temperature fall
off after the laser pulse as expected. The spectral shape
of emission also clearly demonstrates a grey-body distri-
bution with respect to changing temperatures. Both of
these validate the use of this SOP set-up as a reliable
temperature diagnostic for laser-heated samples.

G. Relationship between emission intensity and
temperature

Temperature and emission intensity are observed to
have limited correlation in these experiments. That is,
emission intensity is not a direct, quantitative proxy
for temperature. Though qualitative trends of emission
intensity increasing with temperature are observed, its
amplitude often changes irrespective of the temperature
within the same experiment. For example, in the case
of serially X-ray heated metal in a DAC (Secs VC and
VE, Figs. 15 and 18), peak temperatures, coincident
with X-ray pulses, remain roughly constant with increas-
ing time but corresponding emission intensity increases.
Similarly, in the case of optical heating, temperature ini-
tially decreases as emission intensity rises at the begin-
ning of optical laser pulse (Sec. V A and Fig 13).

A variety of factors can contribute to the emission
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FIG. 27: Emission intensity behavior observed in Shot
845 (Sample D1, Fig. 18) together with finite element
model results. (a) Experimental data compared to finite
element model, with emission intensity in arbitrary
units. Observed emission intensity is averaged over the
wavelength range 575 — 775 nm. Predicted intensities in
FEM are the total intensity at 550, 700 and 850 nm,
integrated over the metal foil surface (units of
calculation are W sr~! Hz~!) (b) Radial temperature
gradient on the observed (upstream) metal foil surface
just after each X-ray pulse. Dashed line shows
approximate detection limit. Emission intensity is
calculated in the FEM model by integrating the Planck
function over this surface.

intensity trends in the SOP images. Variations in the
emitting surface area size and temperature gradient sig-
nificantly controls the emission. For example, Fig. 27
compares emission intensity observed experimentally and
predicted from FEM modeling, during 4-pulse irradia-
tion of Ta foil in MgO and Ne in DAC D1, shot 845 (see
Figs. 18 and 25b). Consistent with the observations,
the first pulse exhibits very weak emission (Fig. 27a),
and temperature is predicted to fall below the detection
limit (Fig. 27b). The next 3 pulses show similar peak
temperatures (Fig. 27a) and radial temperature distri-
butions (Fig. 27b), however even small changes in the
radial temperature distribution are seen to dramatically
affect the emission amplitude. The results show that the
dramatic rise in emission intensity is due to the heated
area becoming wider with time, regardless of peak tem-
perature.

Thus, where emission intensity is generally increasing
with time, often without a clear corresponding increase
in peak temperature, as in the above examples, it can
often be attributed to changes in heated area size and
gradients. A continuous broadening of the X-ray laser
heated spot with time as heat conducts from the focal
point laterally?® and inconsistent pointing within pulse
trains®” can both lead to larger hot areas at later time.
For example, in Fig. 27b, the FWHM of the radial tem-
perature gradient broadens, just due to conduction pro-
cesses, from 6.7 um at the time of the first pulse to 8.6
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pm at the time of the fourth pulse, corresponding to the
significant increase in total emission.

Other factors may also play a role in emission am-
plitude, and it’s relationship to measured temperature.
Changes to target optical properties with temperature or
time may become significant, such as where target emis-
sivity may increase due to onset of conductivity in pres-
sure media at high temperature, or where optical prop-
erties change as a function of time due to phase trans-
formation or reaction kinetics®3%72. Instrument perfor-
mance can also play a role, including by smearing due
to the point spread function or integration of multiple
sweeps, or pincushion sensitivity variations. Finally, flu-
orescence contributions can lead to deviations from true
thermal emission intensity particularly where tempera-
tures and/or thermal emission signal is low, in many cases
expressing as apparently blue (and therefore, hot) emis-
sion spectra despite low signal.

Comparing X-ray and laser heating, differing sizes of
heated areas correlate to differences in emission intensity,
with X-ray experiments with tighter focused radiation
generally showing lower emission amplitudes for compa-
rable temperatures. When combined together, the broad
laser heated spots at one time in an experiment is in con-
trast to smaller hotspots maintained by the X-ray pulse
train at other times (Sec. VH, Fig. 23), and conse-
quently emission intensity varies irrespective of temper-
ature.

One consequence of these observations is that a con-
stant emissivity approach to fitting the time domain tem-
perature data, which can reduce fitting error®*, is not
generally applicable in these experiments. Similarly an
intensity-based measure of temperature, as is commonly
used in SOP systems for shock wave experiments?® is not
easily used in experiments of the current type.

H. Maximum Temperatures Achieved

Potentially very high temperatures are achievable
with either pulsed laser or X-ray heating in these
experiments®272?, Laser heating observations are con-
sistent with prior expectations and experience from stan-
dard laser heating experiments, with temperatures not
much beyond the melting point for unconfined foil, and
significantly higher (in the eV range) when pulsed heat-
ing confined foils?. Values in the range of 3000 — 6000
K are common in even continuous laser heating of con-
fined foils. X-ray heating shows more unexpected behav-
ior. For the X-ray energies available at the beamline and
the high absorbances of some samples studied (e.g. Ta
and Au), very high temperatures should be achievable
in these samples, in the multi eV range?”2°. However,
rarely did temperatures produced by X-ray heating and
detected pyrometrically reach high values beyond ~ 5000
— 6000 K. This is comparable or even less than the typi-
cal maximum temperatures achieved by continuous laser
heating of DAC samples and well below those seen in



pulsed laser heating, including using this same experi-
mental setup.

Temperatures in freestanding XH foils were also larger
than those seen in the DAC under X-ray heating. For
example, in freestanding Ta, values up to ~ 6000 K were
observed in a single exposure at 50% power equivalent
to 25 uJ/pulse (Fig. 14). The required beamline trans-
mission to the sample in this case was ~ 30% (Table
IV), which was validated using an energy scan over the
the full range of energy using ablation as a diagnostic
of temperature3”:5?. However, for Ta in a DAC, at even
higher power levels (100%, 137 uJ/pulse), thermal emis-
sion was not detectable in a single shot at all, and even
the cumulative heating provided by a series of pulses did
not achieve the same temperature as a single pulse on
a free-standing foil (Fig. 18). The effective beam line
transmission to the target needed to explain this data is
roughly an order of magnitude smaller than in the free-
standing foil case (Table IV) and below any plausible real
value for the transmission.

There could be a variety of reasons for these obser-
vations. This effect may be partly due to cumulative
and in-situ damage to these samples, occurring at high
temperatures when samples are melted over large re-
gions and subjected to large thermal and hydrodynamic
stresses. Such localized damage is frequently observed in
postmortem observations on high-Z samples?’. It should
also be noted that optically it is difficult to observe very
high temperatures in DAC experiments due to onset of
opacity in transparent materials at high pressure and
temperature™®7?; in fact, screening of thermal radiation
by hot but optically opaque pressure media”® could be
even more severe for X-ray heating due to embedding
of directly heated layers within indirectly heated media.
Relevant scenarios include heating of metallic layers cu-
mulatively with efficient quenching at the metal surface,
allowing very high temperature within the metal interior
but undetectable temperature on the surface (with cor-
responding irregularities between X-ray and SOP tem-
perature probing). Other effects that can increasingly
act to reduce heating at higher temperature include in-
creasing contributions of electronic heat capacity?” and
decompression cooling of isochorically heated states2®.
Rapid dissipation of heat on sub-ns timescales, such as
by fast electron dynamics, could also limit observed tem-
peratures. Still, temperatures of interest, e.g. near high
pressure melting points, are readily obtained using XH
methods especially when cumulative heating is employed.

I. Combining X-ray probing and other excitations

A key factor for planning XFEL experiments using sep-
arate excitations, such as optical lasers, is the extent to
which the XFEL itself may affect sample state and obser-
vations. A single or serial pulse train could lead to per-
turbations in detected temperatures in SOP (Fig. 23).
Meanwhile, temperatures detected by X-ray probes may
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deviate from those achieved through external excitation
alone, if preceding probe pulses in a pulse train have al-
tered the local temperatures via residual heat. Such X-
ray heating can have obvious (Fig. 23) or subtle (Fig.
22) effects on SOP data, hence the role of X-ray heating
in measurements using other excitation may not be easily
assessed from SOP alone. One possibility is that probed
spots may be much smaller than the excited area, with
any local heating having a small impact on total emission
signal but a critical impact on pulse train observations.
Another is that significant heating is possible below the
detection limit of SOP. While heating can be mitigated
by reducing the XFEL fluence or using samples of low
absorption, our data show that considerable heating re-
mains possible in such scenarios. Alternatively, many
experiments can be conducted in a fashion such that the
conditions following the XFEL probe are not of interest.

VIIl. CONCLUSION

In this work we have optically measured high temper-
ature states induced by X-ray and optical laser pulses in
condensed matter targets at a free electron laser facility.
Dynamic temperatures in the range of 1,000 to 10,000 K,
with time resolutions in the range of tens to hundreds
of nanoseconds, are studied. These results match ex-
pectations of sample heating and temperature evolution
calculated by numerical models, with forward modeling
of temperature by finite element analysis able to accu-
rately predict the measured total temperature evolution
in certain scenarios.

Spectrally- and time-resolved optical emission is mea-
sured using a spectrometer mounted on a streak camera
coupled to an optical microscope equipped with a confo-
cal spatial filter to isolate a 50 pm diameter area on target
and exclude signal away from the focal plane. XFEL ir-
radiation comprised of 17.8 keV, 20-femtosecond XFEL
pulses in single shot or MHz pulse trains (443 ns repe-
tition rate), while the optical laser was NIR (1070 nm)
with a pulse length of 250 ns. These are focused to spots
of ~ 10 pm diameter on targets. The time-dependent
thermal emission spectra are least-squares fitted to the
Planck function, with the time integration bins, tempo-
ral point spread function and selected streak window set-
ting the time resolution of the temperature measurement.
Uncertainty is evaluated from robust checking of good-
ness of fit parameters against statistical uncertainties in
reference-temperature spectrograms.

We study a suite of representative targets including
freestanding foils and multi-layer targets in the form of a
diamond anvil cell, used to contain heated samples and
apply high pressures (GPa) prior to irradiation. Mea-
sured temperature is dominated by the peak temperature
in the field of view, whereas emission intensity has a more
complex development accurately predicted by numerical
modeling of dynamic temperature gradients (Fig. 27).
Where dielectric-bearing targets are irradiated by the



XFEL (e.g. diamond anvil cells), background emission
due to sample fluorescence is often detected. Thermal
and fluorescent signals have distinct spectral-temporal
appearance, and when similar in amplitude, fluorescence
can perturb temperature measurements. Fluorescence
appears at lower powers than required to produce de-
tectable thermal signal, such that data where only fluo-
rescence is recorded can be used to interpret and model
fluorescence behavior for a particular target and extract
the thermal component of emission before sample tem-
perature is measured. Fluorescence contributions are
mitigated through spatial filtering and use of low fluo-
rescence materials (e.g. type II rather than type I dia-
mond). For optical laser heating, results broadly follow
previous work using streak optical pyrometry methods.

The spectral SOP discussed here has potentially broad
applications for time-resolved measurements of temper-
ature and other optical signals at European XFEL and
similar facilities. In the current sample environment con-
figuration at EuXFEL, it is compatible with a range of
X-ray and optical laser experiments. Modification of the
sample imaging optics (e.g. for different targets, environ-
ments and measurements) can allow compatibility with
a wider range of experiments. For example, SOP is well
demonstrated in conjunction with shock wave compres-
sion, and the streak time range (0.5 ns to 1 ms) covers
what is typically required for shock wave techniques. The
spectral SOP is particularly useful for lower temperature
ranges (< 10,000 K) where the emission wavelength de-
pendence varies strongly with temperature. Other op-
tical spectroscopic applications shown possible here in-
clude fluorescence spectroscopy, relaxation time studies
and pressure measurements.
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