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Abstract: Hydrogen can become a prevalent renewable fuel in the future green economy, but tech-
nical and economic hurdles associated with handling hydrogen must be overcome. To store and
transport hydrogen in an energy-dense liquid form, very cold temperatures, around 20 K, are re-
quired. Evaporation affects the achievable mass flow rate during high-speed transfer of hydrogen
at large pressure differentials, and accurate prediction of this process is important for practical de-
sign of hydrogen transfer systems. Computational fluid dynamics modeling of two-phase hydrogen
flow is carried out in the present study using the volume-of-fluid method and the Lee relaxation
model for the phase change. Suitable values of the relaxation time parameter are determined by
comparing numerical results with test data for high-speed two-phase hydrogen flows in a configu-
ration involving a tube with sudden expansion, which is common in practical systems. Simulations
using a variable outlet pressure are conducted to demonstrate the dependence of flow rates on the
driving pressure differential, including the attainment of the critical flow regime. Also shown are
computational results for flows with various inlet conditions and a fixed outlet state. Field distribu-
tions of pressure, velocity, and vapor fraction are presented for several flow regimes.

Keywords: two-phase hydrogen flow; critical flow regime; cryogenics; computational fluid dynam-
ics; phase-change relaxation model

1. Introduction

Hydrogen can be produced using renewable energy sources and utilized without
emitting harmful pollutants, which makes it one of the most promising clean fuel candi-
dates for the future. However, being the lightest element, hydrogen occupies very large
volumes when stored in the gaseous (even highly compressed) form. Liquid hydrogen
has the highest gravimetric energy density among all fuels and reasonable volumetric en-
ergy density. However, keeping and transferring hydrogen in the liquid form is problem-
atic, as it boils at low cryogenic temperatures, around 20 K near the normal boiling point
[1,2]. To develop high-performance practical systems for hydrogen transfer, as well as to
properly size safety devices for hydrogen storage, numerical procedures are needed for
assessing flow rates of two-phase hydrogen in various system configurations and opera-
tional conditions, including the critical flow regimes, when the mass flow rate reaches a
maximum and becomes insensitive to further decrease of the outlet pressure for fixed inlet
stagnation conditions.

Computational fluid dynamics (CFD) programs can be potentially employed as con-
venient simulation tools for hydrogen flow prediction [3,4]. However, complete CFD sim-
ulations require phase-change models with parameters that need calibration for cryogenic
hydrogen. Experimental data for high-speed two-phase hydrogen flow that can be used
for such calibrations are rather scarce. Brennan et al. [5] reported experiments for critical
flows of two-phase hydrogen in a tube ending with an abrupt expansion into a larger
reservoir, and some of their information is used in this work for calibrating one of the
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phase-change numerical models. Their geometry represents a canonical setup in fluid me-
chanics, and its variations are commonly encountered in fluid transfer systems. Smith et
al. [6] provided a review of available data for critical flows of two-phase cryogenic fluids.
Simoneau & Hendricks [7] conducted critical flow tests of several cryogens in various
nozzle types, but their data are limited to very high pressure (including supercritical
states), which are beyond many envisioned applications for liquid hydrogen fueling sys-
tems. In these publications, the difficulty of predicting critical flows of cryogens was
noted, as the speed of sound (important for critical flow regime) may drop significantly
in a two-phase mixture in comparison with single-phase substances [8]. Moreover, non-
equilibrium thermodynamics effects also play a prominent role in choked flows [9], mak-
ing the homogeneous equilibrium model (HEM) based on the thermodynamic equilib-
rium assumption often unsuitable for accurate flow prediction in these situations. Specif-
ically, when a pressurized liquid escapes at a high speed through a short channel to a low-
pressure environment, a significant evaporation delay is often present because of limiting
transfer rates of heat required for evaporation; and hence, nonequilibrium phase-change
models are needed to describe this process [10,11].

A number of nonequilibrium educed-order models have been proposed for critical
flow regimes over the years. Henry & Fauske [9] used the basic conservation equations
for one-dimensional isentropic flow in converging nozzles to derive an expression for the
critical pressure ratio and flow rate. As the thermodynamic equilibrium model underpre-
dicted the critical flow rates, they argued that there is little time for evaporation to take
place in a high-speed flow over a short distance, so that a correction is needed for the mass
flow rate in situations with low qualities at the inlet. The model with the proposed correc-
tion demonstrated an approximate agreement with test data from various critical-flow
experiments.

Lee [12] developed a semi-implicit numerical scheme for solving two-phase flow
problems with delayed phase change. They employed a simple relaxation-type model,
where the evaporation and condensation rates were proportional to the normalized dif-
ference between the saturated and actual temperature and the density of the locally di-
minishing phase. The numerical coefficient in the phase-change rate of that model is ef-
fectively the inverse value of the relaxation time, which can be assessed by comparing
numerical predictions to the experimental results. This model has been utilized in many
computational studies since then by various researchers and is selected for the current
study. Another popular choice for evaporation and condensation in numerical simula-
tions is the homogeneous relaxation model, commonly abbreviated as HRM [13]. Downar-
Zapolski et al. [14] presented more elaborate forms for the relaxation times that included
vapor fractions and ratio of pressure differences involving an actual pressure, as well as
saturated and critical pressures. Different forms were recommended for low- and high-
pressure flows, and several constants in these correlations were obtained by fitting nu-
merical results to test data from highly-controlled, well-measured “Moby Dick” experi-
ments that involved critical flows of liquid water and vapor [15,16]. While the HRM model
was initially developed and applied for quasi-one-dimensional flows, Schmidt et al. [17]
extended this model to three dimensions.

More recently, other models with delayed or slower phase change and assuming
presence of metastable states have been proposed for homogeneous two-phase cryogenic
flows. For example, Travis et al. [18] used an equation of state based on Helmholtz free
energy and introduced a non-equilibrium parameter relating liquid and vapor tempera-
tures to show a reasonable agreement with high-pressure NASA test data of Simoneau &
Hendricks [7]. Venetsanos [19] developed a hybrid model combining the homogeneous
equilibrium model (HEM) and homogeneous frozen model (HFM) and also demonstrated
a comparison with NASA data. Wilhelmsen & Aasen [20] presented a delayed homoge-
neous relaxation model and the metastable isentrope model and found that the critical
flow rate is mainly affected by the achievable degree of metastability. It can be noted that
besides the volumetric phase-change models suitable for homogeneous flows, there are
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approaches based on the liquid-vapor interface [4,21]. However, these models require 99
identification and tracking of the free surface, and thus, are very expensive for flows that 100
contain a number of small bubbles or droplets. 101
To simulate high-speed, two-phase hydrogen flows in practical conduits (that are 102
generally more complex than simple nozzles) using computational fluid dynamics (CFD), 103
it is beneficial to employ relatively simple finite-rate phase-change formulations with a 104
few numerical parameters that can be evaluated from a comparison with test data. The 105
purpose of the present work is to determine suitable relaxation parameters in the Lee 106
model by comparing CFD and experimental results for fast two-phase hydrogen flow [5]. 107
This numerical calibration is accomplished by varying a relaxation time parameter to 108
match several reported measurements. The computational aspects and the current numer- 109
ical procedure are discussed in the next two sections. They are followed by a calibration 110
study used to obtain estimates for the relaxation time parameter by comparing computa- 111
tional results with experimental parameters. Additional simulations are also conducted 112
to demonstrate the attainment of critical flow regimes in the same setup by varying the 113
outlet pressure and to show the flow rate dependence on the inlet conditions for the fixed 114
outlet pressure. 115

2. Computational Modeling Aspects 116

The modeling of high-speed two-phase hydrogen flows with evaporation and con- 117
densation is accomplished in this study using computational fluid dynamics (CFD) soft- 118
ware Simcenter Star-CCM+ that employs a finite-volume viscous solver. The first-order 119
stepping in time and the second-order discretization in space are selected. The governing 120
integral-form fluid dynamics equations for the mass, momentum, and energy imple- 121

mented in this solver can be written as follows [22], 122
a9 i ] i3
> by pdV + ¢, pv-da= [ % Spp; AV, 1)
a il o o o
Efv pvdV +¢ pvQuv-da=—¢ pl-da+§ T-da+ [ f,dV, )

®)

I, fo-vdV + [, Sgdv,

where p, p, and v are the fluid density, pressure, and velocity, respectively, V, A,anda 123
are the numerical cell volume, surface area, and surface-area vector, respectively, Sg; is 124
the source term of phase i, I is the unity tensor, T is the viscous stress tensor, f, isthe 125
body force, E is the total energy per unit mass, q is the heat flux vector, and S is the 126
energy source term. 127

For modeling the turbulent effects, the realizable k — & model [23] was applied in 128
most simulations. (The SST k — w model and the Reynolds stress model were also tried, 129
but they produced very similar results, within 1% of the realizable k — & model.) The 130
governing transport equations for the turbulent kinetic energy k and the turbulent dissi- 131

pation rate & in this model can be written as follows, 132
apk) | dlpkuy) _ 8 ( ) 9k _
ot + ax; - ax; mt O'k) ax; + G — pe, @)
a(pe) | d(peuj) _ o ( &)ﬁ _ et

a T ox;  ox |\P t o ax; + plaSe = plamz ©)

where G, is the turbulent kinetic energy generation term due to the mean velocity gradi- 133
. . . . ou; , Ouj .
ents, §=,/25;;S;; isthe scalar invariant of the strain rate tensor §;; = %(a—Z‘ + 6—1;’_), v is 134
] 3

the kinematic viscosity, C,; and C., are the model coefficients, and o}, and o, are the 135
turbulent Prandtl numbers. The turbulent viscosity u, is given as, 136
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kZ
ne =G5, (6)

where €, depends on turbulent properties and mean flow [24]. 137

To model a two-phase liquid-gas flow, the volume-of-fluid (VOF) method has been 138
employed [25], involving the High-Resolution Interface Capturing (HRIC) scheme. The 139
effective fluid density p and viscosity u are calculated from the vapor and liquid prop- 140

erties, 141
p = pvapﬂvap + pliq(1 - Bvap)r (7)
u = .uvapﬁvap + Hiiq (1 - ﬁvap)/ (8)
where f,,, the vapor volume fraction, which evolution is described by the following 142
equation, 143
i i B: Dp;
= AV v-da = (S-—— )dV, 9
ot v :BL + A ﬁlv a jV Bi Di Dt ( )
where Dp;/Dt isthe material derivative of phase densities. The present approach for mul- 144
tiphase flow modeling has been extensively validated [26,27]. 145
The evaporation and condensation rates are implemented in the present work using 146
the Lee model [12], 147
. Plig T-Tsq .
pevap = %ﬁ/ if T> Tsat/ (10)
. vap Tsat—T .
Pcond = prTiztl if T< Tsat/ (11)

where T is the local temperature, Ty, is the local saturation temperature, and 7 is the 148
relaxation time parameter determined from comparison of CFD results with experimental 149
data. The phase change is implemented in the software through vapor and mass sources. 150
More detailed information on theoretical formulations and additional references can be 151
found in the software manual [28]. 152

The hydrogen properties for both vapor and liquid phases are obtained from Cool- 153
Prop software [29,30] and imported as tables into the CFD program. The numerical time 154
step used in the current study is 105 s. No significant dependence on the time step in 155
steady-state regimes has been identified for At in the range 10 — 105 s for several case 156
studies. At larger time steps, numerical simulations often diverged. Although the present 157
simulations are unsteady, only steady-state results are reported when the mean flow 158
properties no longer evolve. The reason for using more elaborate transient simulationsis 159
that it is very difficult to obtain a steady-state solution with a steady solver, since simula- 160
tions can easily diverge for complex (compressible, phase-changing, fast) flows even with 161
a small time step unless the initial guesses for all flow-field properties are close to actual 162
steady-state solutions. 163

3. Computational Setup 164

The geometrical setup in this study corresponds to the system employed by Brennan 165
et al. [5] for experimentally determining critical flow rates of two-phase cryogens. The 166
entire system includes a pressurized liquid hydrogen tank from which hydrogen flows 167
through a transfer line with several components and then a tube to an expansion chamber 168
maintained at low pressure (Fig. 1a). They reported mass fluxes, stagnation enthalpy, and 169
pressure values measured at the tube exit plane and inside the expansion chamber. As the 170
information for the complete system geometry is not available, only a part of the entire 171
system is modeled here, including a section of the tube (which diameter was given as 8.44 172
mm) and a portion of the expansion chamber (Fig. 1). The modeled system dimensions 173
are shown in Fig. 1b. For computational economy, only a quarter of the considered tube 174
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and chamber volumes were utilized to form the numerical domain with two symmetry 175
planes passing through the centerlines of the tube and chamber (Fig. 2). Although the 176
most important experimental portion (the tube and its immediate vicinity in the expansion 177
chamber) has nearly axisymmetric geometry, the flow may have had more complex struc- 178
ture (no test data are available); and the truncated numerical domain may not capture all 179

three-dimensional flow features. 180
(a) ) Chamber
Tube-exit-plane pressure pressure
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Mass flow rate
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Flow from
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181

Figure 1. (a) Schematic of the system with variables reported in experiments. (b) Side plane of the 182
numerical domain with dimensions. 183

Pressure outlet

No-slip wall

Inlet Symmetry plane

184

Figure 2. Numerical domain with boundary conditions. 185

The boundary conditions in the numerical setup include pressure (or flow rate in 186
some simulations), temperature, and volume fraction of liquid hydrogen at the inlet and 187
outlet, as well as no-slip walls on the tube surface (Fig. 2). However, most of these param- 188
eters were not directly measured in the experiments. As the mass flow rate was knownin 189
the tests, the mass flow inlet was employed at the tube entrance for simulating experi- 190
mental conditions, while the liquid volume fraction was selected to maintain the total en- 191
thalpy at a prescribed (experimental) value. An experimentally measured pressure in the 192
expansion chamber was used as the boundary condition at the outlet, and the outlet tem- 193
perature taken at the corresponding saturation value. Steady-state flow regimes were ob- 194
tained for a set of relaxation time values. The numerically evaluated tube’s exit-plane 195
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pressure values were then compared with the experimental data point to determine which
relaxation time provides the best fit.

Another set of simulations was carried out to demonstrate a dependence of the mass
flow rate on the driving pressure difference, including the achievement of a critical flow
rate, when the mass flow rate stops changing with increasing pressure difference. In these
cases, the outlet pressure was varied, whereas a stagnation inlet with the fixed conditions
of one of the test cases was used. Additional simulations were also conducted with a var-
iable inlet pressure. In these scenarios, the outlet pressure was kept constant, whereas the
inlet boundary conditions were varied. More detailed information about boundary con-
ditions is given in the next section.

A trimmed numerical mesh, consisting primarily of hexahedral cells, was generated
in the numerical domain (Fig. 3). Several prism layers were placed near the tube wall, a
refinement was added near the tube exit, whereas a coarser mesh was constructed in the
expansion chamber that only weakly affects flow through the tube. The cell dimensions
near the tube wall were selected to make the Y+ values for the tube flow between 30 and
100, thus relying on the wall function approach for modeling the boundary layer.

Figure 3. Fine numerical mesh at the symmetry plane of the numerical domain. Total cell count is
117914, and the cell size at the tube exit is 0.16 mm.

4. Results

Several simulation series have been carried out in this study. Table 1 lists these sim-
ulations with corresponding boundary conditions that are discussed in the following sub-
sections. Series #1 covers the calibration cases, including the mesh-verification study. In
series #2, the outlet pressure is varied. This series includes a demostration of the critical
flow attainment. Series #3 presents a study with a varible inlet pressure and a fixed inlet
liquid volume fraction. In series #4, the inlet pressure is also varied, but the fixed inlet
parameter is a total enthalpy.

Table 1. Simulation sequences and corresponding boundary conditions.

Simulation series Inlet boundary conditions Outlet boundary
Series #1 Mass flow inlet: Pressure outlet:
Calibration study for three test (i) Mass flow rate is assigned an experimental value (@) P,y =168 kPa
conditions (if) Temperature is saturated for two-phase flow (b,c) or (b) P,y =116 kPa
(a) m =5.33-10% kg/(s-m?), selected to keep the given total enthalpy for the inlet (¢) Poyr =135 kPa
hy =5.27-10* kJ/kg; subcooled liquid state (a)
(b) m =2.40-10° kg/(s-m?), (iii) Liquid volume fraction is selected either to produce
hy =6.3410* kJ/kg; the given total enthalpy for two-phase flow or to be one
(c) m =3.23-10° kg/(s-m?), for subcooled liquid

he =1.09-10° kJ/kg

Series #2
Variable outlet pressure

Stagnation inlet: Pressure outlet:
study Py =522kPa, Ty =24.7K, Buq =1 P, is varied between
152 kPa and 522 kPa

196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211

212

213
214

215

216
217
218
219
220
221
222

223
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Series #3 Pressure inlet: Pressure outlet:
Variable inlet pressure study (i) P;, is varied between 131 kPa and 338 kPa P, =116 kPa
with constant inlet liquid vol- (if) Temperature is saturated

ume fraction 0.571

Series #4

Variable inlet pressure study
with constant inlet total en-

thalpy 6.3-10*J/kg

(i) Byq =0.571

Pressure inlet:

(i) Py, is varied between 163 kPa and 361 kPa Pressure outlet:
(ii) Temperature is saturated P, =116 kPa
(iii) Liquid volume fraction is selected to maintain given
total enthalpy

4.1. Verification and Calibration Study (Series #1)

A mesh-verification study was conducted for one test condition, corresponding to
the experimentally reported stagnation enthalpy of 5.27-10* kJ/kg, the tube-exit-plane
pressure 220 kPa, the outlet pressure 168 kPa, and the mass flux 5.33-10% kg/(s-m?). As the
mass flow rate was known, the mass flow inlet was employed at the tube entrance for
simulating these experimental conditions. Since liquid at the entrance was subcooled in
this case, the temperature was selected to produce the given total enthalpy, while using
the inlet liquid volume fraction of one. With evolution of the flow (e.g., starting from a
small flow rate and gradually increasing it to the given test value), the inlet pressure and
the corresponding inlet temperature also evolved until they settled in a stable state. In
such a state, the stagnation enthalpy reached the experimental value from [5].

For the mesh-verification study, the relaxation time in the phase-change model was
chosen as ©=7.5-10" s, which produced a reasonably good match to the test data point for
the tube-exit-plane pressure, as shown below. Three numerical grids of different mesh
densities were generated, and the tube-exit pressure was evaluated from the steady-state
solutions. Numerical results for this pressure obtained on different grids are summarized
in Table 2, demonstrating monotonic convergence of results with increasing mesh refine-
ment.

Table 2. Grid characteristics and computed tube-exit-plane pressure.

Mesh Cell count Cell size near tube exit ~ Tube-exit pressure
Coarse 8999 0.62 mm 182.8 kPa
Medium 24540 0.31 mm 213.4 kPa
Fine 117914 0.16 mm 220.1 kPa

The numerical uncertainty is assessed using the standard procedure [31]. First, the
Richardson correction to the fine-mesh solution is determined as follows [22],

A
Ore = ﬁ/ (12)
where A;, is the difference between solutions of the fine and medium meshes, and p,),
is the observed order of accuracy defined by the following equation,

— log (A23/A12)
ob log(B)

where A,; is the difference between solutions of the medium and coarse meshes, and f3
is the ratio of linear dimensions of numerical cells between the grids, which is equal to 2
in the present study. To assess the numerical uncertainty U, the Richardson correction
Org is additionally multiplied by the factor of safety F [31],

(13)
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The calculated numerical uncertainty comes to about 1.1% of the pressure value computed 252
on the fine mesh. Given the small difference between the predicted on the fine mesh and 253
measured pressure values (less than 1%), the current numerical modeling approach is 254
deemed acceptable. 255

Using the fine mesh from the verification study, the calibration studies were con- 256
ducted with several relaxation times for three experimental cases to determine what val- 257
ues of T lead to better agreement between the numerically determined and experimen- 258
tally measured tube-exit-plane pressure values, while imposing the experimental bound- 259
ary conditions in the numerical simulations (which do not involve the tube-exit-plane 260
pressure). In regimes with two-phase flow at the inlet, the inlet temperature was chosen 261
as saturated at the inlet pressure. A look-up table for the inlet liquid volume fraction was 262
prepared in advance as a function of inlet pressure and the given (experimental) values 263
for the total enthalpy and mass flow rate, and this volume fraction was used as one of the 264
boundary conditions. 265

The resulting dependence of the tube-exit-plane pressure p,, on t is shown in Fig. 266
4 for three test cases from [5]. In all of them, the exit-tube pressure decreases with increas- 267
ing the relaxation time. For the studied conditions, the best-fit T values change between 268
about 5:10-° s to 20-10-° s, with higher numbers corresponding to larger vapor content (and 269
enthalpy) in the inlet flow. Hence, the relaxation times in these brackets can be suggested 270
as reasonable estimates for simulating hydrogen flows in the considered range of condi- 271

tions. 72
320 T T ] ]
0.
300 )
0.
..
-5
280 i
Q- 2.463 kgl(m?-s), h, = 6.3e4 Jikg
260 -0+ 5.3e3 kg/(m?-s), h, = 5.3e4 J/kg
E - O--- 3.2e3 kg/(mz-s), h, =1.1e5 Jikg
= 240 i
)
o Q
220 | o 1
o
200 o
180 o i
B AR ICH
PN
160 * : ' '
0.5 1 15 2
7 [8] x10™

273

Figure 4. Exit-tube pressure for three experimental cases: symbols and dotted lines, numerical re- 274
sults; solid horizontal lines, test values. 275
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To illustrate flow properties in cases with different mass fluxes and stagnation en- 276
thalpies, the field distributions of the pressure, vapor volume fraction, and velocity are 277
given in Figs. 5-7 and variations of these properties along the tube centerline are shown 278
in Fig. 8. The relaxation times of 7.5-10-%, 10-105, and 20-10- s are chosen for the situations 279
with mass fluxes 2.4-10%, 5.3-10%, and 3.2-10% kg/(s-m?), respectively, as they produced clos- 280
est agreement with test results for the tube-exit pressure. From the flow-field images and 281
axial-line plots in Figs. 8, one can observe presence of high pressure at the tube inlet, which 282
gradually decreases toward the tube exit. An abrupt pressure drop occurs right after the 283
tube exit plane with partial pressure recovery taking place at about one tube diameter 284
downstream. The strongest press increase, resembling a shock wave, and several expan- 285
sion and compression cells are noticeable for the highest-enthalpy case (Fig. 7-8), while 286
the downstream cells become less pronounced at lower flow enthalpies. Outside of thejet, 287
pressure varies little in the expansion chamber. 288

The velocity is more or less uniform in the tube beyond thin boundary layers at the 289
tube walls (Figs. 5-7b). The velocity magnitudes reach maxima after the tube exit (Fig. 8b), 290
correlating with the pressure drop (Fig. 8a), whereas intensive evaporation expands the 291
fluid (Fig. 8c). A growing jet is formed further downstream that entrains surrounding 292
fluid (Figs. 5-7b). The vapor fraction in the tube depends on a specific case. For example, 293
the inlet fluid at the lowest enthalpy (and the highest mass flux) is completely in the liquid =~ 294
form (Figs. 5,7c), and it starts evaporating only near the tube exit. In the other cases, the 295
fluid has a large vapor fraction at the inlet (Figs. 6-7c,8c), and the phase change continues 296
throughout the tube. Intensive evaporation occurs at the tube exit, followed by partial re- 297
condensation and smaller phase variations in the expansion chamber. 298

(a)

Absolute Pressure (Pa)
1.09e+05 1.79e+05 2.48e+05 3.18e+05

Velacity (m/s)

0.00 423 84.6 127.
(L . ’n

Volume Fraction of Gas
0.00 0333 0.667 1.00

299

Figure 5. Field distributions of (a) pressure, (b) velocity, and (c) vapor volume fraction at the condi- 300
tion with mass flux 5.33:10° kg/(s-m?) and stagnation enthalpy 5.27-10* J/kg. 301
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(a)
Absolute Pressure (Pa)
7.340+04 1.43e+05 2.13e+05 2.83e+05
. - .
(b)
Velacity (mis)
0.00 51.6 103. 155.
| |
(c)
-
Volume Fraction of Gas
0.00 0.333 0.667 1.00
[ i
302
Figure 6. Field distributions of (a) pressure, (b) velocity, and (c) vapor volume fraction at the condi- 303
tion with mass flux 2.40-10% kg/(s-m?) and stagnation enthalpy 6.34-10* J/kg. 304
Absolute Pressure (Pa)
3.00e+04 1.83e+05 3.35e+05 4.88e+05
| L - T
(b)
Velacity (mis)
0.00 93.1 186. 279.
Volume Fraction of Gas
0.00 0.333 0.667 1.00
[ DA - m
305

Figure 7. Field distributions of (a) pressure, (b) velocity, and (c) vapor volume fraction at the condi- 306
tion with mass flux 3.23-10% kg/(s-m?) and stagnation enthalpy 1.09-10° J/kg. 307
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Figure 8. Distributions of (a) pressure, (b) velocity magnitude, and (c) vapor volume fraction along 309
the tube centerline for three calibration cases. The horizontal coordinate is normalized by the tube 310
diameter d. x =0 corresponds to the tube exit plane. 311

4.2. Variable Outlet Pressure Study (Series #2) 312

To illustrate a variation of the flow rate as a function of the pressure differential be- 313
tween the inlet and outlet, including the attainment of the critical flow regime, parametric 314
simulations have been conducted using the stagnation inlet type in the CFD software. 315
Specifically, the same stagnation pressure and temperature (5.22-10° Pa and 24.72 K) are 316
selected as in the mesh-verification case, and the inlet liquid volume fraction is chosen as 317
one (subcooled state). The pressure boundary is used at the outlet of the numerical do- 318
main, and this pressure value is treated as a variable parameter. The relaxation time of 319
7.5:10° s is employed in this parametric study as it provided a good agreement with test 320
data for the zero-vapor-fraction inlet state (Fig. 4). The results for variable outlet pressure 321
are obtained in a sequence of simulations. In the initial state, the pressure is uniform in 322
the entire domain, including all boundaries, and is equal to the inlet stagnation pressure. 323
Then, the outlet pressure is gradually reduced to some value, at which the solution is al- 324
lowed to settle and the numerical values for the variables of interest (e.g., mass flux) are 325
recorded. Then, the outlet pressure is changed again to reach the next state and so on. A 326
similar procedure is used in other parametric studies in this paper. 327

The results for the mass flux m/A (with m and A being the mass flow rate and the 328
tube cross-sectional area, respectively) as a function of the difference between the stagna- 329
tion inlet pressure and the outlet static pressure, AP = Py, — Py, are shown in Fig. 9. 330
With increase of AP at low-pressure differentials, the flow rate increases with pressure 331
differential, whereas the rate of growth gradually decreases. For AP in the range 200-300 332
kPa, the mass flux exhibits fluctuations with amplitude around +200 kg/(s-m?). After AP 333
exceeds 300 kPa, the flow rate stops responding to further drop of the downstream 334
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pressure. This corresponds to the critical flow regime when the downstream conditions 335
no longer affect the inlet flow. 336

Mlustrations of flow properties for low and high (but still subcritical) pressure differ- 337
entials are given in Figs. 10-11. At a small AP with mass flux 1.35-10% kg/(s-m?), thereisa 338
gradual pressure variation in the tube and near-constant pressure in the chamber (Fig. 10). 339
The velocity in the jet exiting the tube is more regular in comparison with the prevoius 340
cases (Figs. 5-7). The evaporation is practically absent in this specific case with a slow flow 341
and small pressure variation, so the liquid occupies the entire domain. 342
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Figure 9. Mass flux of hydrogen flowing through the tube at variable outlet pressure. Error bars at 344
200 kPa<AP<300 kPa indicate fluctuations observed in these regimes. 345
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346

Figure 10. Field distributions of (a) pressure, (b) velocity, and (c) vapor volume fraction at the con- 347
dition with mass flux 1.35-10° kg/(s-m?) and stagnation enthalpy 5.3-10% J/kg. 348
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At a larger subcritical mass flux 4.48-10% kg/(s-m?), there is more significant pressure 349
variation, including inside the expansion chamber (Fig. 11), while the velocity field is sim- 350
ilar to that at lower AP but of higher magnitudes. Evaporation takes place in the chamber 351
but remains insignificant inside the tube and in the jet portion close to the tube exit. 352
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353
Figure 11. Field distributions of (a) pressure, (b) velocity, and (c) vapor volume fraction at the con- 354
dition with mass flux 4.48-10% kg/(s-m?) and stagnation enthalpy 5.3-10* J/kg. 355
4.3. Variable Inlet Pressure Studies (Series #3 and #4) 356

Another parametric variation of interest involves a change of the inlet state when the 357
outlet conditions are fixed. Simulations of this kind have been conducted for two scenar- 358
ios, corresponding to computational series #3 and #4 in Table 1. In series #3, the inlet vapor 359
fraction was maintained at the same level 0.571 (as in one of the test cases with the flow 360
rate 2.4-10° kg/s-m?), whereas the pressure inlet was employed using the inlet static pres- 361
sure as a variable parameter. The inlet temperature was equal to the saturated tempera- 362
ture at the given pressure. The pressure boundary was used at the domain outlet, and the 363
outlet pressure was fixed at 1.16-105 Pa. The flow rate and the total enthalpy were the 364
output variables (recorded for steady-state flow conditions). In series #4, the inlet pressure 365
was varied as well, whereas the temperature was equal to the saturated temperature, and 366
the inlet liquid volume fraction was adjusted to maintain the constant total flow enthalpy 367
at 6.3-10* J/kg. The outlet pressure was again fixed at the same value as in the first series. 368

The dependencies of the mass flow rate on the difference between the inlet and outlet 369
pressure for these two scenarios are given in Figs. 12a and 12b, respectively. Also shown 370
in this figure are the variation of the inlet total enthalpy in the first case (Fig. 12c) and the 371
inlet liquid volume fraction in the second case (Fig. 12d). When the liquid fraction reaches 372
one (Fig. 12d) in series #4, the inlet temperature is chosen below the saturation value to 373
keep the total enthalpy the same, which implies presence of subcooled liquid at the inlet 374
in such a regime. Points shown in Fig. 12 were obtained in a sequence of simulations, 375
where the inlet pressure was gradually varied from one value to another. 376
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Figure 12. Mass flow rates as functions of static pressure differential: (a) constant inlet liquid fraction
— series #3; (b) constant total enthalpy — series #4. (c) Variation of total enthalpy with inlet liquid
fraction of 0.571 (series #3). (d) Variation of inlet liquid fraction with total enthalpy of 6.3-10* J/kg
(series #4).

In these studies, the mass flow rate is found to increase with increasing pressure dif-
ferential without achieving saturation in the considered range for both scenarios (Fig.
12a,b), as the inlet total enthalpy in the first case and the inlet liquid fraction in the second
case continue increasing, while the critical flow rate depends on the inlet state. The flow
rate variation is more linear for the second case (Fig. 12b). The total inlet enthalpy is found
to be linearly proportional to the inlet pressure for the fixed liquid-fraction situation. In
the second scenario, the inlet liquid fraction increases with the pressure difference from
almost zero (vapor dominated flow) to one (liquid only). These numerical assessments
can be useful for predicting mass flow rates of two-phase hydrogen for variable inlet states
when the ambient or downstream conditions remain the same.

5. Conclusions

Computational fluid dynamics simulations have been conducted for critical and sub-
critical flows of two-phase hydrogen in a tube configuration with abrupt expansion at the
exit. This setup is similar to components used in many practical systems. After the mesh-
verification studies, a relaxation time parameter in the Lee phase-change models was var-
ied, and the flow rate predictions were compared with test data. The relaxation times be-
tween 510 and 20-10 s were found to produce a reasonable correlation with experimen-
tally measured pressure at the tube exit plane for mass fluxes between 2-10° and 5-10°
kg/(s-m?) and stagnation enthalpies between 0.5-105 and 1.1-105 J/kg. The dependence of
the flow rate on the driving pressure differential (while keeping the inlet condition the
same) was simulated for one of the cases. At lower pressure difference the flow rate in-
creased with the pressure difference, whereas at a sufficiently high pressure differential,
the flow rate became insensitive to further drop of the outlet pressure, indicating the at-
tainment of the critical flow regime. In the transition regime before reaching such a state,
the flow rate exhibited moderate fluctuations. In the scenarios with the fixed outlet state
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and variable inlet conditions (either the total enthalpy or the liquid volume fraction), the
mass flow rate increased with the driving pressure differential about linearly in the stud-
ied ranges. The relaxation time values obtained in this study can be suggested for CFD
modeling of similar systems with two-phase hydrogen flow.

In the future, using greater computational resources and more complete descriptions
of experimental systems, one can simulate larger flow domains starting from the stag-
nated regions down to the system exit, thus reducing uncertainties associated with a trun-
cated modeling domain. More experiments with high-speed two-phase hydrogen flows
in other geometrical configurations will be useful for providing more data for complete
validation of the numerical models.
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