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ABSTRACT | Internet-based social engineering (SE) attacks are
a major cyber threat. These attacks often serve as the first
step in a sophisticated sequence of attacks that target, among
other things, victims’ credentials and can cause financial
losses. The problem has received mounting attention in recent
years, with many publications proposing defenses against SE
attacks. Despite this, the situation has not improved. In this
article, we aim to understand and explain this phenomenon
by investigating the root cause of the problem. To this end,
we examine Internet-based SE attacks and defenses through a
unique lens based on psychological factors (PFs) and psycho-
logical techniques (PTs). We find that there is a key discrepancy
between attacks and defenses: SE attacks have deliberately
exploited 46 PFs and 16 PTs in total, but existing defenses have
only leveraged 16 PFs and seven PTs in total. This discrepancy
may explain why existing defenses have achieved limited
success and prompt us to propose a systematic roadmap for
future research.

Manuscript received 20 June 2023; revised 2 January 2024; accepted 14 March
2024. Date of publication 5 April 2024; date of current version 1 May 2024. This
work was supported in part by NSA under Grant 43000871, in part by NSF under
Grant 2115134 and Grant 2308142, and in part by Colorado State Bill 18-086.
(Corresponding author: Shouhuai Xu.)

Theodore Tangie Longtchi, Adham Atyabi, and Shouhuai Xu are with the
Department of Computer Science, University of Colorado Colorado Springs,
Colorado Springs, CO 80918 USA (e-mail: sxu@uccs.edu).

Rosana Montafnez Rodriguez is with the Department of Computer Science,
The University of Texas at San Antonio, San Antonio, TX 78249 USA.

Laith Al-Shawaf is with the Department of Psychology, University of Colorado
Colorado Springs, Colorado Springs, CO 80918 USA, and also with the Institute
for Advanced Study in Toulouse (IAST), 31080 Toulouse, France.

Digital Object Identifier 10.1109/JPROC.2024.3379855

KEYWORDS | Cyberattacks; deception; email-based attacks;
Internet attacks; online social network (OSN)-based attacks;
phishing; psychological factors (PFs); psychological techniques
(PTs); social engineering (SE) attacks; website-based attacks.

LINTRODUCTION
Humans are the weakest link in cybersecurity, and this
situation is seemingly worsening. This can be evidenced
by an FBI report stating a $26B loss between June
2017 and July 2019 associated with attack emails that
contain instructions on approving payments to attackers
while pretending to come from executives [1] and another
FBI report [2] stating that the financial loss increased to
$43B from 2019 to 2022 during the COVID-19 pandemic,
perhaps partly because most employees were working
remotely and communications were mostly electronic
rather than physical. Consider the example of phishing
attacks, which are perhaps the most proliferated [3], the
most investigated [4], and the most successful type of
attack in causing security breaches [5]. The Anti-Phishing
Working Group (APWG), which is arguably the orga-
nization that collects the most phishing emails in the
world, reports that phishing has continued to grow since
2019; there were 0.8 million phishing websites in 2019,
1.8 million in 2020, 2.8 million in 2021, and more than
4.7 million in 2022 [3].

The increasingly significant damage caused by
Internet-based social engineering (SE) attacks suggests
that the tremendous efforts invested into designing
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defenses against them appear to have achieved very
limited success. To understand why this is the case, we aim
to take a deeper look into the following problems: 1) what
is the root cause that enables Internet-based SE attacks? 2)
why have existing defenses achieved very limited success
in mitigating these attacks? and 3) what research needs
to be conducted in order to adequately mitigate these
attacks? To answer these questions, we focus on three
major classes of SE attacks: email-based, website-based,
and online social network (OSN)-based SE attacks.

Our Contributions: We systematize Internet-based SE
attacks and defenses through a psychological lens centered
on the notion of psychological factors (PFs), which refer to
the human attributes that can be exploited by attackers
(i.e., what to exploit) and the notion of psychological
techniques (PTs), which refer to the strategies that can
be used to exploit PFs to encourage individuals to comply
with an Internet-based SE attack (i.e., how to exploit).
Specifically, we make the following five contributions.

First, we systematize the human PFs that have been
exploited by attackers to wage attacks. We consider both
the PFs that are explicitly discussed (i.e., elaborated) in
the literature and the PFs that are implicitly discussed
in the literature (i.e., mentioned but not elaborated).
Similarly, we systematize the PTs that are explicitly or
implicitly discussed in the literature. As highlighted in
Table 1, we systematize 46 PFs (including 11 initial PFs
from well-established psychological principles) and 16 PTs
(including 3 initial PTs from literature); the 46 PFs are
divided into five classes: social psychological PFs, person-
ality and individual difference (PID) PFs, cognitive PFs,
emotion PFs, and workplace PFs. These represent the most
comprehensive list of PFs and PTs for future study while
noting that humans are susceptible to SE attacks because
of the PFs.

Second, we systematize Internet-based SE attacks while
emphasizing the PFs and PTs that they exploit. We catego-
rize attacks based on their objectives and types. As high-
lighted in Table 1, we cover nine attack objectives and
26 attack types, which represent the most comprehensive
list of attack objectives and types that have been described
in the literature. For each attack type, we summarize the
PFs and the PTs that it leverages to exploit the PFs. Among
the three classes of attacks, we report that email-based
attacks have exploited 44 PFs through 11 PTs, website-
based attacks have exploited 38 PFs through 12 PTs, and
OSN-based attacks have exploited 41 PFs through 12 PTs.
These suggest that attackers have been very aggressive in
identifying and exploiting PFs using PTs.

Third, we systematize the defenses that take PFs or
PTs into consideration, typically via feature definitions
when applying machine learning techniques. As shown in
Table 1, the number of defenses considering PFs or PTs
is very small; there are only 12 defenses that consider
PFs or PTs. We highlight that the state-of-the-art defenses
have not adequately leveraged PFs or PTs because they
collectively only consider 16 PFs and seven PTs, which are
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in sharp contrast to the 46 PFs and 16 PTs that have been
exploited by SE attacks. This discrepancy may explain why
current defenses have achieved limited success.

Fourth, we systematize the relationships between PFs,
PTs, attacks, and defenses by mapping them. Through-
out this article, we point to many findings, such as:
1) humans are inherently vulnerable to SE attacks, and the
AUTHORITY PF is most exploited by SE attacks, followed
by the TRUST, NEGLIGENCE, COGNITIVE MISER, FEAR, and
GREED PF; 2) the attention grabbing PT is perhaps most
exploited by SE attacks, but the persuasion PT is most
studied; 3) money is the most popular attack objective;
4) business email compromise (BEC) attacks cause the
largest financial losses, but the impersonation PT is most
exploited by website-based SE attacks; 5) the person-
alization PT has exploited most PID PFs; and 6) PFs
and PTs have not been adequately leveraged to design
defenses, but it may be difficult to leverage the affection
trust and quid-pro-quo PTs and the TRUST, IMPULSIVITY,
CURIOSITY, FEAR, and NEGLIGENCE PFs when designing
defenses.

Fifth, we propose a roadmap to guide future studies. The
roadmap includes a systematic framework that describes
the conceptual relationships between the relevant psy-
chological concepts including the PFs and PTs that affect
the effectiveness of defenses against Internet-based SE
attacks. In particular, the framework can accommodate
multiple psychological lenses (while noting that this study
is centered at the lens of PFs and PTs) and seeks to quan-
titatively characterize the roles played by the PFs and PTs.
The framework leads to specific approaches to designing
future defenses, including: 1) design training schemes that
accommodate the PFs and PTs exploited by attackers and
2) design automated defenses to adequately accommodate
PFs and PTs.

Related Work: We focus on Internet-based SE attacks,
in contrast to their counterpart in the physical world [49].
Moreover, we take a unique psychological lens, involving
psychology in terms of PFs and PTs, attacks exploiting PFs
or PTs, and defenses leveraging PFs or PTs. Note that there
are many studies on defenses against Internet-based SE
attacks, but most of them do not consider PFs or PTs
(see [4], [5], [6], [7], [8], [9], [101], [11], [12], [13], [14],
[15], [16], [17], [18], [19], [20], [21], [22], [23], [24],
[25], [26], [27], [28], [29], [30], [31], [32], [33], [34],
[351, [36], [371], [38], [39], and [40]).

Table 1 highlights the comparison between existing
surveys and ours. To further help understand the compar-
ison, we elaborate on some examples. Khonji et al. [40]
survey phishing definitions and detection methods; by
contrast, we look at PFs and PTs. In terms of defenses,
Guo et al. [27] present a comprehensive survey on
Internet-based defenses, and Chanti and Chithralekha [23]
present a comprehensive survey on defenses against phish-
ing attacks, but they both only consider few PFs. Other
surveys (e.g., [12], [13], [23], and [30]) consider more
PFs but are less comprehensive than ours. Moreover, our
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Table 1 Comparison Between Existing Surveys and Ours, Where the References Are Listed in the Chronicle Order, Defenses Are Divided Into
Three Classes Based on the Attacks That They Are Defending Against (i.e., Email-Based Versus Website-Based Versus OSN-Based), an Empty Cell
Means That the Reference Does Not Address the Issue in Question, a Number in Parentheses Means the Number of PFs/PTs/Attack Objectives/Attack
Types That Are Implicitly Discussed (i.e., Not Elaborated) in a Reference, And a Number Without Parenthesis Means the Number of PFs/PTs/Attack
Objectives/Attack Types That Are Explicitly Discussed (i.e., Elaborated) in the Reference. For Defenses, We Only Consider the Ones That Explicitly
Considered/Leveraged PFs and/or PTs. We Observe That Several Prior Surveys Only Focus on One Attack Type. We Also Observe That Defenses
Leveraging PFs/PTs Are Rare, as We Only Identify Four Defenses (Leveraging Ten PFs in Total as Indicated by the Number in the Brackets) Against
Email-Based Attacks, Five Defenses (Leveraging Nine PFs in Total) Against Website-Based Attacks, and Three Defenses (Leveraging Nine PFs in Total)
Against OSN-Based Attacks. Note That Only Our Article Systematizes the Relationships Between Attacks, Defenses, PFs, and PTs

Reference [ Psychology || Attacks I Defenses
Paper title and Reference || PFs | PTs |[ Objectives | Type || Email | Website [ OSN
Review of intelligent detection designs of HTML URL phishing attacks [6] 1) 3) 1
Review of phishing websites detection approaches [7] (1) 2) 2) 1
Impact of (in)formal organizational norms on susceptibility to phishing [8] 3) 2) 4) 1
Deep learning for phishing detection systematic literature review [4] [)) 2) 1
Social engineering attacks prevention systematic literature review [9] (15) 4) 3) 8 2 1
Impact of social engineering attacks: A literature review [10] 3 ?2) 2(9) 1
A study on the psychology of SE-based cyberattacks & countermeasures [11] 2(9) 6 [©) 13 3 1 1
Review of Social media identity deception detection [12] 3) 2) 7 2
Phishing techniques, defence mechanisms and open research challenges [13] 5) [©) 3 8 2 2 1
Machine-learning based Phishing detection review [14] ?2) (1) 2) 1
A literature review of social engineering based on COVID-19 pandemic [15] (1) 3(5) 3(8) 1
Social engineering attacks: Recent advances and challenges [16] 2) 2(1) 3) 712) 3 1 1
Taxonomy of website anti-phishing solutions [17] (1) [)) 3) 5
Deceptive phishing attacks in social networking environments scrutiny [18] 2) 1
Heuristic-based strategy for phishing prediction using URL-based approach [19] 2) 3
Phishing attacks Types, vectors, and technical approaches review [20] 7 (12) 3) 3) 18 2
Web phishing detection techniques taxonomy and future directions [21] (10) ?2) 3) 2 2
Comprehensive review of effective anti-phishing training [22] (18) () 2) 1 1
Comprehensive classification of anti-phishing solutions [23] 3) 2) 1 2 2
E-mail-based phishing attack taxonomy [24] 2) 3) 4 5)
Taxonomy of social engineering defense mechanism [25] (6) 3) 2) 6 1 1
Al-enabled phishing attacks detection techniques comprehensive review [26] ?2) (1) 1 2
Review of Online social deception and its countermeasures [27] 3) 3) 7 5
Comprehensive reexamination of phishing research security perspective [28] (6) 3) )| 205
Review of Social engineering studies and a study of attack scenarios [29] 18 | 4 (3) 2) 11 1
Social engineering attacks classification, detection and prevention [5] 3) 3 2) 14
Classification of online social networks attacks and defence mechanism [30] 3) (1) 2) 15
Taxonomy of phishing attacks defense methods, issues, future directions [31] 2) 6 4 1 2
Phishing attacks types, vectors and technical approaches review [32] (14) 3) 3) 11
Review for Systematically understanding the cyber attack business [33] 3) 2 (3) 3)
The impact of personality traits on user’s susceptibility to SE attacks [34] 509) 2) 1
Systematic review of software-based web phishing detection [35] (1) 3) 2
Phishing environments, techniques, and countermeasures review [36] S | 2@ 1
Literature review of social engineering attacks with focus on Phishing [37] (1) 1 1
Semantics for social engineering attacks and defence mechanisms [38] 2) (1) ?2) 20
Review of Phishing attacks and classification of emails [39] 2) 3) 4
Literature review of Phishing detection [40] (D) 3 3) 2
Phishing email filtering techniques review [41] ?2) (1)
This paper 46 16 9 26 4 110] 5191 | 319]

study leads to new aspects that are not known until now,
including: 1) mapping from SE attacks to PFs through
the “bridge” of PTs; 2) defenders largely lagging behind
attackers in leveraging PFs, explaining the limited success
of current defenses; and 3) a systematic framework to
guide the design and development of effective defenses.
To elaborate item 3), we use Table 2 to highlight the
comparison between the existing frameworks that consider
psychological principles [42], [43], [44], [45], [46], [47],
[48], [50], and ours. For example, [42], which is inspired
by this study, aims to quantify the sophistication of emails
based on the PFs and PTs that they exploit. This manifests
the potential of the present survey to inspire future studies.
As another example, [44] presents a human cognition
framework to accommodate SE attacks while consider-
ing 22 PFs; in contrast, we consider 46 PFs and 16 PTs.
As yet another example, [43] also presents a cognitive

PROCEEDINGS OF THE

framework to dissect and characterize SE attacks but con-
siders only four PFs.

In order to see the novelty in our framework described
in our roadmap for future research, Table 2 compares
seven existing frameworks and ours. The main difference
between our framework and the others is the degree of
comprehensiveness in terms of covering PFs, PTs, attacks,
and defenses. For example, our framework is the only one
that simultaneously accommodates the following aspects:
human information processing (heuristic versus analytic),
risk attitude, individual baseline (including the 46 PFs
and 16 PTs identified in this study), attack effort, and
defense alerts. Moreover, we stress the importance of estab-
lishing quantitative characteristics.

Last but not least, we are made aware of one very recent
study [50], which investigates the design of empirical
SE studies, especially the coverage of cognitive factors in
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Table 2 Comparison Between Existing Frameworks and Ours Considering Psychological Principles

Reference Concept/description Psychology Attacks Defense Survey?
Quantifying psy- | A framework for quantify- | Leveraging psychological techniques (e.g., | Email-based Quantified sophistica- | No
chological sophis- | ing sophistication of mali- | low-level psychological textual/imagery el- | SE attacks | tion can be leveraged
tication of mali- | cious emails by deconstruct- | ements in emails) and psychological tactics | (e.g., Phishing, | to guide the design of
cious emails [42] | ing their low-level and high- | (e.g., high-level assessment of attacker’s | Scams and | effective defenses
level psychological features effort as exhibited by email content) Spams)
Dissecting SE at- | A framework for dissecting | Leveraging cognitive psychology concepts | SE attacks | Guide the formulation | No
tacks through the | and characterizing SE attacks | (e.g., Working Memory, Dual-processing | (e.g., Spear | and design of policies
lenses of cogni- | via cognitive features models, Expert Utility) to understand the | Phishing) and training against
tion [43] intruder-persuasion-dupe SE attacks
Human cognition | A framework for understand- | Leveraging human factors such as percep- | SE attacks | Guide the design | No
through the lens of | ing SE attacks through the | tion, working memory, decision making, | (e.g., Phishing, | of psychologically-
SE attacks [44] lens of human cognition and | and action, workload, personality, exper- | Water Holing, | principled defenses
persuasion tise, and culture and Scams) against SE attacks
The SE | A framework for linking per- | Leveraging the Big Five Personality Traits | SE attacks in | Guide the design of | No
personality sonality traits to principles of | and the Principle of Persuasion the physical do- | awareness training
framework [45] persuasion main schemes
Dissecting SE | A framework for | Leveraging persuasion, fabrication (i.e., | SE attacks | Guide the design of of | No
[46] understanding SE  attacks | impersonation or providing misleading | (e.g., Phishing, | defenses against SE
via the intruder-persuasion- | cues), and data gathering (e.g., dumpster | shoulder attacks
dupe diving, phishing) surfing)
MINDSPACE: Extending the 4E (Enable, | Leveraging MINDSPACE behaviors (i.e., | Crimes to the | Guide the design of | No
influencing Encourage, Engage and Ex- | Messenger, Incentives, Norms, Defaults, | public polices to fight crimes
behaviour for | emplify) policy framework to | Salience, Priming, Affect, Commitments,
public policy [47] | 6E (adding Explore and Eval- | and Ego)
uate) to help policy-making
A framework for | A framework for understand- | Leveraging the Communication-Human In- | Human vulner- | Remove humans | No
reasoning humans | ing the behavior of humans | formation Processing (C-HIP) model with | abilities in se- | from the loop when
in the loop [48] in performing security-critical | respect to five tasks (i.e., warnings, notices, | curity systems designing  security-
functions status indicators, training, and policies) critical functions
This paper A framework for understand- | Leveraging the Big Five Personality traits, | Systematizing Envisioning a | Yes
ing Internet-based SE attacks | the Principles of Persuasion as a starting | 26 types of SE | roadmap of future
through a psychological lens point in identifying PFs and PTs attacks research directions

their experimental designs. By contrast, we systematically
identify the PFs and PTs that can be used by SE attacks
while going beyond cognitive factors because these factors
only represent one class of PFs (out of the five classes that
we consider).

Article Outline: Section II describes our methodol-
ogy. Section III defines the psychological lens, whereby
we conduct the study. Section IV shows how we iden-
tify the relevant literature. Section V systematizes PFs.
Section VI systematizes PTs. Section VII systematizes
attacks. Section VIII systematizes defenses. Section IX sys-
tematizes the relationships between PFs, PTs, attacks, and
defenses. Section X presents a roadmap for future research.
Section XI concludes this article.

II. GENERAL METHODOLOGY AND
INSTANTIATION
Terminology: In this article, the term “social engineering
(SE) attacks” or simply “attacks” refers to “Internet-based
SE attacks” unless explicitly stated otherwise. The terms
“individuals,” “users,” and “humans” are used interchange-
ably. The term “victims” refers to the users that are
compromised by SE attacks. The term “SE defenses” or
simply “defenses” refers to defenses against SE attacks.
General Methodology: Fig. 1 highlights the general
methodology, which can accommodate any psychological
lens of interest. This is important because different lenses
would lead to findings that can be incorporated into a
holistic understanding of SE attacks and defenses. The
methodology is geared toward addressing eight research
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questions. More specifically, the methodology can be
understood as follows.

First, the methodology is centered on the notion of
psychological lens, which defines a unique psychological
perspective through which we can systematize SE attacks
and defenses. We propose defining a psychological lens by
answering two questions.

1) What are the psychological concepts or features (i.e.,
root causes) that make humans susceptible to SE
attacks? This corresponds to what to exploit from an
attacker’s point of view.

2) What strategies have been used by SE attacks? This
corresponds to how to exploit what can be exploited
from an attacker’s point of view. To guide the

| Defining psychological lens |

¥

| Identifying relevant literature |

¥

Systematizing

| Concepts || Strategies H Attacks || Defenses |
Relationships between Concepts, Strategies, Attacks, and Defenses
(Status Quo)

{

‘ Envisioning (roadmap for future research) |

Fig. 1. General methodology.
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development of psychological lenses, we define their
desired properties that are proposed here for the first
time. Specifically, we say a lens is competent if it has
the following properties.

a) Robustness: The psychological concepts associated
with the psychological lens must be robust as sup-
ported by psychological studies.

b) Relevance: The psychological concepts associated
with a psychological lens must be relevant to SE
attacks.

¢) Comprehensiveness: The psychological concepts
associated with a psychological lens must be as
comprehensive as possible, with respect to SE
attacks.

At a high level, the robustness property would require one
to look for concepts from the psychology literature, and
the relevance and comprehensiveness properties would
require one to have a deep understanding of the cyber-
security literature related to SE attacks.

Second, it would be ideal that there are competent
psychological lenses that can be leveraged to identify the
related literature and systematize the knowledge. How-
ever, we are not aware of any such competent lens in
the literature. This means that researchers would have
to define their own lens(es), which is true in this study.
Under such circumstances, we propose that a psychological
lens may be iteratively developed as follows: an initial,
but not comprehensive, psychological lens is defined and
leveraged to identify the related literature, from which
other psychological concepts and strategies, as per the
preceding 1) and 2), can be identified and systematized to
define a competent lens. This is the approach used in the
rest of the study, but other approaches may be possible.

Third, having defined a competent lens and identified
the related literature, the systematization answers the
following questions: 3) what psychological concepts have
been more exploited than others by SE attackers? 4)
what strategies have been more used than others by SE
attackers? 5) what SE attacks have been reported in the
literature? 6) what defenses have been proposed in the
literature? and 7) what are the relationships between
the psychological concepts, the strategies, the SE attacks,
and the SE defenses?

Fourth, having systematized the relationships between
the psychological concepts, strategies, SE attacks, and SE
defenses, it is important to answer: 8) what are promising
future research directions?

Instantiating the General Methodology via a Specific Lens:
A systematization is based on a specific lens. In the rest
of the study, we, respectively, instantiate the psychological
concept and strategies in the general methodology as PFs
and PTs, answering questions 1) and 2) mentioned above.
Moreover, we have to define a psychological lens iteratively
because there is no well-defined psychological lens. This
allows us to address questions 3) and 4). Regarding ques-
tion 5), we focus on attack objectives, namely, the motives
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of SE attackers, and types, for which we consider three
major classes of SE attacks based on the media that they
exploit—email, website, or OSN. For question 6), we focus
on the defenses that leverage PFs and PTs. Regarding ques-
tion 7), we systematize the PFs and PTs that are exploited
by each SE attack and the defenses based on the PFs and
PTs that are leveraged by them and the attacks that they
defend against. The resulting understanding can guide us
to propose a systematic research roadmap, answering 8).

III. DEFINING A SPECIFIC
PSYCHOLOGICAL LENS

In this study, we propose using a specific lens, which is
centered on the following notions of PF and PT.

Definition 1 (PF and PT): A PF is a human psychological
characteristic or attribute that can be exploited by SE
attacks. A PT is a strategy (i.e., method or approach)
by which SE attackers exploit some PF(s) to encourage
individuals to comply with their SE attacks.

Since we are not aware of any robust, relevant, and
comprehensive psychological lens, we need to develop one
under the guidance of the properties mentioned above. For
this purpose, we propose defining a lens by considering
initial PFs and PTs and then use them to identify other PFs
and PTs.

Defining Initial PFs and PTs: For defining initial PFs, we
propose leveraging the Big Five Personality Traits (BFPTs)
and Cialdini’s Principles of Persuasion [51] to define 11 ini-
tial PFs.

First, Cialdini’s six Principles of Persuasion [51] are
given as follows:

1) LIKING (or SIMILARITY), which refers to that one
would be easily influenced by individuals one likes or
individuals with common beliefs;

2) RECIPROCITY (or RECIPROCATION), which refers to
that one may feel obliged to return a favor;

3) SOCIAL PROOF (or CONFORMITY), which refers to that
one would imitate the behaviors of others;

4) CONSISTENCY (or COMMITMENT), which refers to the
consistency of behavior or sticking to a promise;

5) AUTHORITY, which refers to obeying experts or orders
from one’s superior or authoritative figures;

6) SCARCITY, which refers to placing more value on
things that are in short supply.

These PFs are robust because they are derived from field
studies in the context of sales and marketing and are
widely used. They are relevant because persuasion is
widely used in SE attacks [52], [53], [54], [55], [56],
[57], [58]. For example, [56] shows that AUTHORITY,
SCARCITY, and LIKING are widely exploited by SE attacks;
[59] shows that LIKING explains a person’s tendency to fall
victim to SE attacks; [60] shows that RECIPROCATION is
the third most used principle of persuasion in SE attacks;
[61] shows that the relevance of SOCIAL PROOF as evi-
denced by that Facebook users with ten or more friends
tends to update their security settings according to what
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their friends do; [56], [62], and [63] show the relevance
of CONSISTENCY via individuals’ dogmatic adherence to
past decisions when making new decisions, which can
be exploited by SE attacks; [54], [56], and [64] show
that AUTHORITY has been widely exploited by SE attacks;
and [56] shows that SCARCITY is often exploited by SE
attacks perhaps because people care about what they may
lose or miss (e.g., money, goods, or services).
Second, we use BFPT [65], [66], [67] as initial PFs:

1) OPENNESS, which refers to one’s active imagination
and insight toward new ideas or objects;

2) CONSCIENTIOUSNESS, which refers to one’s thought-
fulness, impulse control, and goal-directed behaviors;

3) EXTRAVERSION, which refers to the degree to which
one is sociable, assertive, talkative, and emotionally
expressive;

4) AGREEABLENESS, which refers to one’s attributes in
relation to trust, altruism, kindness, affection, and
other prosocial behaviors;

5) NEUROTICISM, which refers to one’s moodiness and
emotional instability.

These PFs are robust because they constitute the basic
structure of human personality [66], they are good indica-
tors of behavior [67], they have been studied in different
languages and cultures over decades [68], [69], [70],
and they are relatively stable across the lifespan and can
help predict life outcomes ranging from career success
to likelihood of divorce to lifespan longevity [71]. Note
that they even appear to be present in other species [72].
Furthermore, they are relevant because personality traits
are indicators of humans’ susceptibility to SE attacks [34],
[45]. For example, studies show that individuals with high
AGREEABLENESS and EXTROVERSION are more susceptible
to SE attacks [34], and individuals with high NEUROTICISM
are less susceptible to SE attacks [45].

For defining initial PTs, we propose leveraging the fol-
lowing three PTs specified in [44], [54], [59], [62], [73],
and [74], with which we are familiar, as initial PTs.

1) Persuasion: This PT is a natural choice because SE
attackers often attempt to convince users to comply
with their intent [44], [54].

2) Pretexting: This PT is a natural choice because it is
widely used in various SE attacks [44], [73], [74].

3) Impersonation: This PT is the natural choice because
SE attackers often impersonate legitimate users when
sending malicious emails [59], [62].

These PTs have been used by attackers to exploit the PFs
of victims, which will be elaborated on later.

Leveraging the Initial PFs and PTs to Identify Others: The
preceding initial PFs and PTs serve as a starting point
for identifying, extracting, and systematizing the other
PFs and PTs from the references that will result from
the literature search step. The resulting PFs and PTs can
formulate a robust, relevant, and comprehensive psycho-
logical lens, as evidenced by the fact that the 11 initial
PFs will lead to the identification of 46 PFs and the three
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initial PTs will lead to 16 PTs, which effectively address the
comprehensiveness property. The basic idea is that when a
reference investigates one PF or PT, the reference may also
discuss other PFs and/or PTs.

IV.IDENTIFYING RELEVANT
LITERATURE

To be as comprehensive as feasible, we identify other PFs
and PTs than the initial ones by identifying and analyzing
the relevant literature in three steps: selecting venues,
determining search, and search results filtering.

A. Literature Venue Selection

Our domain knowledge suggests that the literature on
SE attacks and defenses goes much beyond the traditional
cybersecurity venues because of their interdisciplinary
nature. This prompts us to consider a range of digital
libraries, including: IEEE (including Symposium on Secu-
rity and Privacy, European Symposium on Security and
Privacy, and IEEE TransacTions), ACM (including ACM Con-
ference on Computer and Communications Security, ACM
ASIA Conference on Computer and Communications Secu-
rity, Annual Computer Security Applications Conference,
and ACM Transactions), Usenix (including Usenix Security
Symposium), ISOC (including Network and Distributed
System Security Symposium), Elsevier, Springer (including
European Symposium on Research in Computer Security
and Detection of Intrusions and Malware & Vulnerability
Assessment), PlosOne, Wiley, Frontiers in Psychology, and
Information and Computer Security.

Although our focus is on academic studies, as they aim
at principled investigations, we also consider the so-called
“grey” literature [75], namely, nonpeer-reviewed sources,
which can be useful because SE attacks may be reported in
online media but have not been investigated in academic
literature.

B. Literature Search Method

Owing to the evolution of SE attacks, we propose consid-
ering literature published in the last ten years, which also
helps reduce the amount of literature. Then, we conduct a
keyword-based literature search as follows.

On the one hand, we search academic literature as
follows. First, we conduct the initial search for aca-
demic literature in the digital libraries mentioned above
as follows. 1) to identify survey literature, we use key-
words [social engineering attacks and (survey or literature
review)] to search in each digital library; 2) to identify
research literature with respect to PFs and PTs, we search
each digital library using the 11 initial PFs and the three
initial PTs as keywords, respectively; 3) to identify SE
attack literature, we use the following keywords: phishing,
vishing, smishing, business email compromise, [(social
engineering attacks) and taxonomy], and types of social
engineering attacks; and 4) to identify SE defense litera-
ture, we use the following keywords: (social engineering
attacks) and defenses or (countermeasures or prevention).
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Second, we iterate the preceding step by using the
keywords that are newly identified from the search results
obtained in the preceding iteration. These new keywords
are divided into four categories: PE, PT, attack, and defense,
which are identified based on our examination of the
returned literature. The newly identified PF keywords (as
candidate PFs, which will be scrutinized later) include
cognitive miser, overconfidence, loneliness, hopelessness, dis-
obedience, perceptual contrast, self-efficacy, and subjective
norm. The newly identified PT keywords (as candidate PTs,
which will be scrutinized later) include priming, quid pro
quo, foot in the door, decoy effect, and loss aversion. The
newly identified attack keywords include ad fraud, app
spoofing, and QRishing. The iteration halts when we do not
see new terms that deserve to be considered as keywords,
which is subjective.

Third, we still encounter the situation that we are aware
of some psychological attributes (i.e., absentmindedness,
freewheeling, and hopelessness) and some attacks (e.g.,
honey trap [76] and angler phishing [77]). They are clearly
relevant but hit no academic literature in those digital
libraries, perhaps because their investigation is not pub-
lished in the venues mentioned above. Thus, we further use
Google Scholar with these keywords to conduct extended
searches that go beyond the digital libraries mentioned
above. This leads to the accommodation of [43], [48],
[781, [79], [80], and [81] on absentmindedness, [80] on
freewheeling, [82] and [83] on hopelessness, [76] on honey
trap, and [84] on angler phishing.

On the other hand, we use Google to search for gray
literature via phrases including (the latest cyber security
attacks), (the most cybersecurity attacks), and (secu-
rity breaches using social engineering attacks). Moreover,
we use reports from the APWG, which analyses trends of
SE attacks. This leads to 11 references: [1], [2], [3], [85],
[86], [871, [88], [89], and [90].

C. Search Results Filtering

The search leads to 752 papers. We manually exam-
ine each paper based on its technical relevance to our
study. We eliminate the papers that only mention some
terms (i.e., search keywords) without presenting sub-
stantial investigation; 286 papers fall into this category.
We further eliminate the ones that do not consider PFs
or Internet-based SE attacks (e.g., studies considering tail-
gating in the physical worlds but not cyber); 184 papers
fall into this category. We further eliminate the ones that
do not present a quality exploration (e.g., offering no
significant new understanding); 48 papers fall into this
category. In total, the filtering process led to 234 papers
left. Together with ten papers suggested by reviewers,
we have 244 papers for systematization, including 38 sur-
vey/review papers and one handbook [47]. Note that the
other cited references are for purposes such as analyzing
real-world attacks (e.g., the industrial report on Colonial
Pipeline attack [87]) and relating the envisioned future
research to other endeavors.
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Fig. 2. Venues publishing at least three papers cited in this study
(e.g., 11 publications in the Usenix Security Symposium).

D. Venue Analysis

As a side-product, we analyze the academic venues that
publish SE attack and/or defense papers, which would be
useful for researchers (readers) to identify the relevant
venues for publication (studying). Fig. 2 shows the venues
that publish at least three references cited in this article.
We observe that Usenix Security Symposium, Computer &
Security, IEEE Access, and IEEE COMMUNICATIONS SURVEYS AND
TuroriaLs (IEEE CST) publish most papers (i.e., 96 papers
in total). However, we also observe that 149 papers are
published in 123 distinct venues (by publishers including
IEEE, Springer, Wiley, ACM, and ISOC), and 11 publi-
cations come from psychological venues (e.g., American
Psychologist, Annual Review of Psychology, and Cognitive
Psychology).

V.SYSTEMATIZING PFs

Now, we describe how we identify other PFs (other than
the 11 initial PFs) from the references and how we catego-
rize them.

A. Identifying Other PFs

The 11 initial PFs would not be comprehensive, suggest-
ing us to identify and extract other PFs from the references
as follows. First, if a paper explicitly states that a psycho-
logical attribute has an impact on SE attacks, we make the
attribute a candidate PF (e.g., workload, stress, vigilance,
and expertise from [44]). Second, we use the initial and
newly identified candidate PFs as keywords to search
the references via Adobe Reader Advanced Search to
identify other candidate PFs. This is possible because a
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paper mentioning one PF may contain other psychological
attributes or candidate PFs. We repeat this step until we
cannot identify new candidate PFs. This process leads to
42 candidate PFs, or 53 in total (including the 11 ini-
tial PFs), which, however, contain some redundancy. This
prompts us to eliminate the redundant ones while using
the 11 initial PFs as the baseline. Details are given in the
following.

First, any candidate PF that is redundant with any of the
11 initial PFs is eliminated. We encounter four such can-
didate PFs: similarity is redundant to LIKING, commitment
is redundant to CONSISTENCY, reciprocity is redundant to
RECIPROCATION, and herd mentality is redundant to SOCIAL
PROOF. This leads to 49 candidate PFs.

Second, if two candidate PFs are similar in their psy-
chological meaning, we keep the candidate PF that is
investigated in a quantitative fashion in this article from
which it is extracted because a quantitative study would
represent a deeper understanding than a qualitative study:.
We encounter that two candidate PFs: false consensus
effect (extracted from [91]) and social proof (extracted
from [61]) are similar, and we keep the latter because it is
studied in a more quantitative fashion in [61]. This leads
to 48 candidate PFs remaining.

Third, if two candidate PFs are similar, but none of them
are investigated in a quantitative fashion, we keep the PF
that is more relevant to this article. We encounter two
such candidate PFs: freewheeling (extracted from [80]) and
freeloader (extracted from [92]); we keep the former and
use it to represent both. This leads to 47 candidate PFs
remaining.

Fourth, if two PFs are considered redundant and both
are investigated in a quantitative fashion, we keep the
one that is more often used in the literature according to
our domain knowledge in psychology. We encounter two
such PFs: inattentiveness (extracted from [93]) and lack
of vigilance (extracted from [94]) are redundant because
they essentially represent the same psychological attribute.
Since they are both investigated in a quantitative fashion,
we keep the former because it is used in the literature more
often (perhaps because of its succinctness). This leads to
46 candidate PFs remaining.

In order to systematize the 46 PFs, we leverage our
domain knowledge in psychology to classify them into five
classes.

1) Social psychology PFs, which describe individuals’
interpersonal attributes. The six initial PFs from
Cialdini’s Principles of Persuasion belong to this
class.

2) PID PFs, which are individuals’ relatively stable
attributes and personality traits. The five initial PFs
from the BFPT belong to this class.

3) Cognitive PFs, which describe how individuals process
information.

4) Emotion PFs, which describe individuals’ feelings,
motivational states, approaches, and avoidance
behaviors.
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(1) Liking* (2) Reciprocation* (3) Social Proof*
(4) Consistency* (5) Authority* (6) Scarcity*
(7) Disobedience (8) Respect (9) Perceptual Contrast

Social
Psychology
PFs

1) Openness* (2) Conscientiousness* (3) Extraversion®

@

(4) Agreeableness* (5) Neuroticism* (6) Disorganization
@ (7) Freewheeling (8) Individual Indifference (9) Negligence

(10) Trust (11) Self Control (12) Vulnerability

(

(

13) Impatience (14) Impulsivity (15) Submissiveness
16) Curiosity (17) Laziness (18) Vigilance

Cognitive "\ (1) Cognitive miser (2) Expertise (3) Overconfidence
PFs (4) Absentmindedness

Emotion "\ (1) Greed (2) Fear (3) Sympathy (4) Empathy
PFs (5) Loneliness (6) Hopelessness

(1) Workload (2) Stress (3) Busyness (4) Hurry
(5) Affective Commitment (6) Habituation (7) Cynicism
(8) Self-Efficacy (9) Subjective Norm

PF Classes
[

Workplace
PFs

Fig. 3. Summary of the 46 PFs in five classes, where the 11 initial
PFs are indicated by “*” (including the six initial social psychology
PFs from Cialdini’s Principles of Persuasion and the five initial

PID PFs from BFPT.

5) Workplace PFs, which describe cultural and organiza-
tional interactions in a workplace.

Fig. 3 highlights the five classes of 46 PFs. We use the
preceding categorization because: 1) it is in line with the
traditional branches and subdivisions in psychology and
2) it has potential utility, such as helping defenders to
design effective defenses (e.g., the PFs that should be the
focus of a training scheme would depend on the trainees’
job duties). Nevertheless, researchers who do not prefer
this classification can categorize the 46 PFs according to
their needs. We admit that our classification is subjective
because: 1) it is based on our domain knowledge and
2) several PFs can fall into multiple classes, and in such
cases, we assign them to the ones we believe appropri-
ate. We note that other categorizations are possible. This
should not be treated as a weakness of this study because
multiple categorizations might lead to different findings,
which can be synergized to formulate a holistic body of
knowledge. To illustrate the preceding 2), we mention
three examples: 1) we treat OVERCONFIDENCE as a cognitive
PF even though it could be considered a PID PF because it
refers to stable individual differences; 2) we treat FEAR as
an emotion PF because it is more an emotional factor than
a social psychology factor despite that it is seemingly very
related to AUTHORITY (i.e., a social psychology PF); and
3) we treat STRESS and WORKLOAD as workplace factors,
while they affect cognition and can of course also be social
in nature.

B. Systematizing Social Psychology PFs

These PFs describe one’s interpersonal behaviors and
often involve connection, influence, and demand/request
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interactions between the individual and others. For exam-
ple, people have a natural tendency to obey authorities,
which may be reinforced via societal training [58]. This
can be exploited by attackers to craft messages to exploit
people’s obedience. This class has nine PFs, among which
the first six are derived from Cialdini’s Principles of
Persuasion.

1) Liking (or similarity): This initial PF describes individ-
uals’ tendency to react positively to those with whom
they have a relationship [95]. It reflects that people
may be persuaded to obey others if they display cer-
tain favorable or familiar characteristics [65]. It has
been exploited to create profiles that portray trusted
traits or appear friendly to lure victims [96]. One
study [60] shows that LIKING is exploited by 91% of
the SE attacks investigated. Another study [59] shows
that LIKING is an individual variable that explains a
person’s tendency to fall victim to SE attacks.

2) Reciprocity (reciprocation): This initial PF describes
humans’ tendency to pay back a favor [52], [88],
[97]. This is part of human nature as one often feels
indebted to the person who helped one earlier, even if
the requested payback is not of the same magnitude
as the one that was received. This puts the person
demanding the payback in an advantageous position.
One study [60] shows that RECIPROCATION is the
third most used principle of persuasion exploited by
SE attacks, only after AUTHORITY and LIKING.

3) Social proof (or conformity): This initial PF describes
humans’ tendency to imitate others regardless of the
importance or correctness of the behavior [56], [62],
[65], [98], [99]. It can put people at risk because
they tend to let down their guard when everyone else
appears to share the same or a similar behavior [95].
One study [61] with 50000 Facebook users shows
that users with ten or more Facebook friends tend
to update their security settings after being informed
that their friends have updated security settings.

4) Consistency (or commitment): This initial PF describes
the degree to which one is dedicated to a person,
object, task, or ideal [99]. SE attacks exploit it to per-
suade their victims [97]. One study [62] shows that
dogmatic adherence to past decisions may influence
one’s decisions in the future, which can be exploited
to wage attacks [56], [63].

5) Authority: This initial PF describes power or domi-
nance over someone [100]. SE attacks use AUTHORITY
to lure their victims to divulge confidential informa-
tion, especially through spear phishing [101]. One
study [60] shows that, out of the six principles of
persuasion, the effect of this PF alone exceeds that
of the other five principles together.

Another study [102] with 612 participants shows that
individuals who are more obedient to authority are
more susceptible to SE attacks.

6) Scarcity: This initial PF describes a lack of
goods/services. It is widely exploited in online
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scams [60], [96] and phishing emails [56]. It is often
exploited together with the AUTHORITY PF to lure vic-
tims into submitting to their demands [101], [103].

7) Disobedience: This PE extracted from [22], [80],
and [104], describes one’s dogmatic refusal to obey
authority or rules, making one susceptible to SE
attacks [80]. While it is well known that people who
are more trusting and obedient to authority are more
susceptible to SE attacks [22], it is less known that
employees’ willful disobedience can also be exploited
by SE attacks [104].

8) Respect: This PE extracted from [62], [97], [105],
and [106], describes one’s esteem for another and
reflects the degree to which the other is perceived as
valuable or worthwhile [62]. For example, an indi-
vidual may not question a suspicious request from
a friend (e.g., an unsolicited email that contains
a link) out of respect for their relationship [105].
This PF may be exploited together with AUTHORITY
[971, [106].

9) Perceptual contrast: This PE extracted from [107]
and [108], describes a mental deception when com-
paring two items in succession, where the first
one influences how the second one will be per-
ceived [107], [108]. For example, one may consider
a fake product as more valuable than a legit product
of lower contrast.

Real-World Example: An excerpt from a real-world phish-
ing email impersonating Coinbase is: “Hi John, Financial
regulations require us to confirm your info by October 01,
2022, or your account will be restricted.” This attack exploits
the AUTHORITY PF by impersonating the cryptocurrency
platform Coinbase and depicting an authority that peo-
ple are generally trained to respect and act as authority
demands.

What Insight Can We Draw? The systematization sug-
gests that all nine social psychology PFs have been
exploited by SE attacks perhaps because of humans’ inher-
ently social nature. However, there is a lack of quantitative
understanding of their impact on SE attack effectiveness.

Insight 1: All nine social psychology PFs have been
exploited by SE attacks, with AUTHORITY being exploited
most often.

C. Systematizing PID PFs

These PFs describe the uniqueness of individuals in
terms of their personality traits and stable attributes as
related to mental abilities, vocational interests, religious
beliefs, political attitudes, sexuality, and more [89]. For
example, some people are habitually more meticulous and
attentive to details than others, while others are habitually
more trusting. These PFs are usually exploited by attackers
to send a large number of malicious emails, hoping that
recipients with these PFs will fall victim to them. There
are 18 PID PFs in total, among which the first five are the
initial PFs from the BFPT.
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Openness: This initial PF describes one’s active
imagination and insight [90]. Individuals of high
openness are often curious about the world and
other people, eager to learn new things, enjoy new
experiences, and are more adventurous and creative.
High openness predicts high susceptibility to phishing
attacks [28], [65].

Conscientiousness: This initial PF describes one’s
thoughtfulness, impulse control, and goal-directed
behaviors. Highly conscientious people tend to be
more organized, mindful of details, self-disciplined,
goal-oriented, proficient planners, and considerate
about how their behaviors may affect others [65],
[90]. One study [109] shows that people high in con-
scientiousness are less susceptible to spear phishing
attacks.

Extraversion: This initial PE also known as EXTROVER-
SION, describes the degree to which one is sociable,
assertive, talkative, and emotionally expressive [90].
People high in extraversion are outgoing and tend
to gain energy in social situations. One study [110]
shows that EXTRAVERSION (and OPENNESS and AGREE-
ABLENESS) increase one’s susceptibility to phishing
emails.

4) Agreeableness: This initial PF describes one’s attributes

5)

6)

7)

8)

related to trust, altruism, kindness, affection, and
other prosocial behaviors [90]. One study [111]
shows that people high in AGREEABLENESS are more
susceptible to phishing attacks.

Neuroticism: This initial PF describes one’s moodiness
and emotional instability. People of high NEUROTICISM
often exhibit mood swings, anxiety, irritability, and
sadness [90]. Individuals high in NEUROTICISM are
more susceptible to phishing attacks [111].
Disorganization: This PE extracted from [80],
describes the tendency of an individual to act with-
out prior planning or to allow their environment
to become or remain unstructured or messy. These
conditions may blind them to anomalies or cues of
attacks, resulting in a higher susceptibility to SE
attacks [80].

Freewheeling: This PE extracted from [80], describes
the degree to which one disregards rules or con-
ventions and the degree of one’s unconstraint or
disinhibition, which contributes to one’s susceptibil-
ity to SE attacks. One report [112] suggests that
cybercriminals can freewheel to innovate attacks, but
defenders do not have that freedom due to company
bureaucracy and policies, meaning that defenders
who try to freewheel may end up exposing the com-
pany to cyberattacks.

Individual indifference: This PE extracted from [81],
describes the degree to which one shows disinterest
toward a task. One study [81] shows that a sustained
indifference toward security can cultivate a culture
of risky behaviors, which can be exploited by SE
attacks. The study also shows that there is a degree of

9)

10)

11)

12)

13)

14)
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perceived importance of cybersecurity in organiza-
tions as evidenced by employees, including man-
agement and sometimes security staff, exhibiting
indifference toward cybersecurity policies and proce-
dures.

Negligence: This PE extracted from [113], [114],
[115], and [116], describes one’s failure to take
proper care of a particular task, causing security
breaches. One study [115] reports that 27% of data
breaches are due to negligent employees or contrac-
tors, who usually have remote access to organizations’
internal networks. Other studies [113], [114], [116]
show that negligence is the chief reason that users fall
victim to phishing attacks.

Trust: This PE extracted from [22], [59], [100],
[102], and [117], describes the tendency of humans
to trust or believe in others. People who are more
trusting are more susceptible to SE attacks [22],
which is not surprising because developing trust is
a key element of SE attacks [100], [117]. More-
over, people who are predisposed to trust others that
they view as likable are more likely to fall victim
to scams [59]. A study [102] with 612 participants
shows that people who are more trusting succumb
more frequently to SE attacks.

Self-control: This PE, extracted from [81], [96], [118],
and [119], describes one’s ability to regulate one’s
decision-making processes in the face of strong
emotions and desires. A lack of self-control allows
individuals to fall victim to online scammers [96].
Individuals with low self-control tend to exhibit a
higher willingness to take risks in SE attack situa-
tions [81], [118], [119].

Vulnerability: This PE, extracted from [120], describes
the degree to which one is in need of special care, sup-
port, or protection because of age, disability, or risk of
abuse or neglect. The study [120] aimed to identify
those at greater risk of falling victim to SE attacks in
an organization and showed that employees with one
year of service or less are more susceptible to spear
phishing (52.07%) than employees with eight years
of service (23.19%).

Impatience: This PE extracted from [119], describes
one’s frustration while waiting for a particular event
to occur or at the length of time needed to accomplish
a task. Impatient individuals may be more susceptible
to SE attacks because they do not carefully examine
the contents or cues of SE attacks, especially when
they focus on immediate gratification [119].
Impulsivity: This PE extracted from [28], [121],
and [122], describes some humans’ tendency to act
without much forethought [28]. A study [121] with
53 undergraduate students showed that participants
low in impulsivity are less susceptible to phishing.
Another study [122] shows that individuals who are
high in sensation-seeking, a form of impulsivity, are
more likely to be vulnerable to scams.
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15) Submissiveness: This PE extracted from [123],
describes the degree of one’s readiness to conform to
the authority or will of others. The study [123] with
approximately 200 participants finds that high sub-
missiveness implies a high susceptibility to phishing
emails.

Curiosity: This PE extracted from [96], [124],
and [125], describes the degree to which one desires
to know something. Online scammers exploit vic-
tims’ curiosity to encourage errors in judgment and
decision-making [96] or to serve as a persuasion
technique to lure their victims [124], [125].

17) Lagziness: This PE extracted from [126], describes
the degree of one’s voluntary inability to carry out
a task with the energy required to accomplish it.
The study [126] shows that laziness makes people
unwilling to do the necessary work or apply the
effort to mitigate risk and, thus, can make them more
susceptible to SE attacks.

Vigilance: This PE extracted from [94], [116],
and [127], describes the degree to which one is
watchful for possible dangers or anomalies. High vig-
ilance makes one less susceptible to SE attacks [94],
[116]. A phishing experiment with 3000 university
students finds that VIGILANCE reduces susceptibility to
scams [94].

Real-World Example: One real-world example is the
exploitation of the NEGLIGENCE PF in the Colonial Pipeline
attack. The attacker, known as DarkSide, hacks into the
Pipeline’s computer network via a compromised VPN pass-
word of an old VPN account that was no longer in use [87].
This attack can be attributed to the NEGLIGENCE PF of
the defender for not revoking the VPN account that is no
longer in use.

Fig. 4 shows another real-world email that exploits PID
PFs. The email exploits: 1) the curiosiTy PE which is
effective when the recipient has a high desire to know the
governor of the Bank of England and 2) the IMPULSIVITY
PE which is effective when the recipient is acting without
much forethought. Moreover, the legitimate link exploits:
1) the lack of the VIGILANCE PF that is effective when the
recipient is not watchful and 2) the AGREEABLENESS PF
that is effective when the recipient easily trusts strangers.
Nevertheless, the red flags include the From: field, which is
a Gmail account rather than a Bank of England email, and
the Subject: field, which has the name of the Governor of
the Bank of England, Andrew Bailey. These two red flags
require the due diligence of recipients in dealing with the
email.

What Insight Can We Draw? PID PFs are diverse and have
all been exploited by SE attacks. The systematization above
suggests that individuals high in OPENNESS, EXTRAVER-
SION, AGREEABLENESS, NEUROTICISM, DISORGANIZATION,
FREEWHEELING, INDIVIDUAL INDIFFERENCE, NEGLIGENCE,
TRUST, VULNERABILITY, IMPATIENCE, IMPULSIVITY, SUBMIS-
SIVENESS, CURIOSITY, or LAZINESS are more susceptible
to SE attacks and individuals low in CONSCIENTIOUSNESS

16)

18)
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From: Andrew Bailey <walidimoussawi@gmail.com>
Sent: Saturday, January 1, 2022, 02:43:03 PM PST

Subject: Inquiry From Andrew Bailey

Good Day,

| Am Andrew Bailey - Governor Bank of

England (https://en.wikipedia.org/wiki/Andrew_Bailey %28banker%29)

I have a proposal for you If you know you can Handle this,
Contact me with you full names and address, phone numbers for more details

| await your reply,

Regards,
Andrew Bailey

Fig. 4. Real-world malicious email with a legitimate Wikipedia link
about the governor of the Bank of England, showing how PID PFs are
exploited.

and SELF-CONTROL are more susceptible to SE attacks.
However, there is a lack of quantitative characterization
of the impact of these PFs. Moreover, there are intriguing
issues that are yet to be understood. For example, even
though individuals with a high VIGILANCE usually would
not open a suspicious email, they may end up opening it
due to spontaneous CURIOSITY [127]. This highlights the
possible interactions between PFs, namely, that one PF may
dominate another under certain circumstances. Similarly,
even users practicing zero trust can fall prey to NEGLIGENCE
and open a malicious email.

Insight 2: SE attacks have exploited all the 18 PID PFs,
but TRUST and NEGLIGENCE are the most exploited.

D. Systematizing Cognitive PFs

These PFs describe how an individual processes informa-
tion, including heuristics that they may use, the knowledge
that they may possess, their degree of confidence, and
the attention that they may give. Key aspects of cognition
include attention, memory, and knowledge. There are four
cognitive PFs.

1) Cognitive miser: This PE, extracted from [128], [129],
and [130], describes one’s use of decision-making
heuristics, namely, the use of mental shortcuts in a
decision-making process. People sometimes behave as
COGNITIVE MISERS and rely on heuristic-based pro-
cessing to make decisions [129]. One study [130]
argues that people are motivated tacticians and
will apply a COGNITIVE MISER (or naive scientist)
approach based on the urgency, perceived impor-
tance, and complexity of the situation. Another
study [130] shows that using COGNITIVE MISER is
faster and demands less cognitive effort but is error-
prone.

2) Expertise: This PE extracted from [97], [131], [132],
[133], and [134], describes one’s knowledge about
a particular domain. One study [131] shows that
EXPERTISE plays a role in raising an individual’s
perception of risk associated with OSNs, but the
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perceived risk does not significantly increase indi-
viduals’ competence in coping with these threats.
Qualitatively speaking, EXPERTISE does not necessar-
ily make one less susceptible to SE attacks [97],
[132]; quantitatively speaking, EXPERTISE, when
effective, can make one able to cope with SE attacks
(i.e., incurring lower false-positive and false-negative
rates [133]). Another study [134] shows that the
EXPERTISE associated with a given social-demographic
background may affect the prioritization of advice in
coping with online threats.

3) Overconfidence: This PE extracted from [96], [98],
[135], [136], and [137], describes humans’ tendency
in having too much confidence in themselves [96],
especially their ability in detecting phishing [135],
but this can be improved via education and train-
ing [98]. This PF may correlate with self-confidence,
a PID factor [136]. One study [137] conducted
an experiment with 53 undergraduate students
(34% computer science majors and 66% psychology
majors), showing that approximately 92% of the par-
ticipants misclassified phishing emails even though
89% had indicated earlier that they were confident
of their ability to identify phishing emails.

4) Absentmindedness: This PFE, extracted from [43],
[48], [78]1, [79], [80], and [81], describes the
degree to which one’s attention is diverted from
a task. One study [78] shows that employees’
ABSENTMINDEDNESS is positively related to emotional
exhaustion, which negatively affects one’s job
performance; [79] and [80] show that absentminded
people might click phishing links because they do
not pay attention to what they are doing; [43], [48],
and [81] show that participants may not even notice
or check system warnings such as “Warning: This
email is from an external source.”

Real-World Example: Fig. 5 is a real-world email showing
how the attacker exploits cognitive PFs, where we redact
the recipient information for privacy reasons. We observe
that the only visible give-away is the From: field, which
is highlighted to show that the sender is not Chase bank
as it claims. If a recipient is in a high ABSENTMINDEDNESS
state when opening the email, the recipient may click on
the link in the email. The email also exploits the COGNITIVE
MISER PF when the recipient spends less mental effort on
the email, especially when deceived by the Chase logo and
brand.

What Insight Can We Draw? Cognitive PFs likely play
important roles in influencing individuals’ susceptibility to
SE attacks. The systematization above suggests: 1) humans
tend to use mental shortcuts in their decision-making; 2)
EXPERTISE can, but does not always, reduce one’s suscep-
tibility to SE attacks; 3) people tend to be overconfident
in dealing with SE attacks; and 4) ABSENTMINDEDNESS
increases susceptibility to SE attacks. However, there is
a lack of quantitative understanding of the impact of
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From: us.

Sent: Thursday, January 13, 2022 1:34 PM
To

Subject: Attention Required!

CHASE ©

Identity Verification Required

Due to recent events, we had to update our privacy policy.

io.
Jp.com>

we did this to fight against unauthorized access to clients accounts.

unfortunately, one or more of your accounts got selected for
verification.

you will have to complete the below form to ensure the safety of your
account.

Verify you account information.

Privet Clients Office.
Unsubscrive

Fig. 5. Real-world phishing email impersonating Chase bank. The
email content exploits two cognitive PFs in cognitive miser and
absentmindedness.

these PFs on users’ susceptibility, which remains an open
problem.

Insight 3: Humans are susceptible to SE attacks partly
because they use shortcuts in reasoning and are often
overconfident and absentminded, and because expertise
may not be as helpful as desired. Among the four cognitive
PFs, the COGNITIVE MISER PF is the most exploited because
humans often use mental shortcuts in their reasoning.

E. Systematizing Emotion PFs

These PFs describe human feelings, motivational states,
and approach or avoidance behaviors. There are six emo-
tion PFs.

1) Greed: This PE extracted from [20], [29], [32],
[63], [138], [139], and [140], describes one’s
intense desire for something, especially wealth,
power, or food. GREED is often exploited in phishing
emails [124] and is often paired with need (i.e.,
the attacker knows what a victim needs and thus
presents what the victim needs as bait) [64]. GREED
is recognized by some researchers as a human limi-
tation when comparing human-based security versus
technology-based security [5], [114]. Moreover, the
greedier a person is, the more likely the person will
fall victim to SE attacks [115].

2) Fear: This PE extracted from [32], [62], [94], [124],
[141], [142], and [143], describes one’s belief that
something painful, dangerous, or threatening may
happen. It is relevant because situations that evoke
FEAR incur a strong avoidance reaction in both behav-
ioral responses and cognitive processing [143]. One
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study [62] shows that SE attacks are effective against
people who feel FEAR toward influential people.
Another study [124] treats FEAR as one of the phish-
ing persuasion techniques. We treat it as a PF because
it is a universal human emotion.

3) Sympathy: This PE extracted from [63], [96], [99],
[144], and [145], describes the emotional state of
individuals who understand the mental or emotional
state of another person without necessarily feeling the
same emotion. It can make humans susceptible to SE
attacks [99] as attackers often seek to gain people’s
SYMPATHY [63], [144], [145].

4) Empathy: This PE extracted from [96], [106], [124],
[146], [147], [148], and [149], describes the emo-
tional state of an individual who personally relates to
the mental or emotional state of another person based
on past experiences with the same state. Scammers
often exploit EMPATHY as an intuitive behavior [106]
or a persuasion technique [124] to achieve their
goals [96], [106].

5) Loneliness: This PE extracted from [52], [96], [150],
[151], and [152], describes one’s subjective percep-
tion of discrepancy between one’s desire and one’s
actual social companionship, connectedness, or inti-
macy. It is often exploited by attacks because the
feeling of alienation from peers makes people sus-
ceptible [96], [151]. The psychological reason is
that attackers can exploit the need for attention that
accompanies the feeling of loneliness, which may
be even more relevant to elderly people [52]. One
study [152] with 299 participants finds that loneliness
positively predicts problematic Internet uses that can
be exploited by SE attacks.

6) Hopelessness: This PE, extracted from [82] and [83],
describes an individual’s mental state in despair of
lack of hope, or the feeling that things cannot be
improved, or the despair of not being able to redress
their grievances at the workplace. People in this
state are easily deceived by attacks that offer false
hope.

Real-World Example: Here is an example from a
real-world scam email. “Good morning, I need a favor from
you. I need to get a Google Play card for my niece who
is sick. It’s her birthday today and I cannot do this now,
because I'm currently traveling for a two days trip. I tried
purchasing it online, but it is not going through. Please
can you help me get them from any store around you? Ill
repay you when I get back.” This attack attempts to trigger
emotion PFs, especially SYMPATHY and EMPATHY, from a
recipient.

What Insight Can We Draw? The preceding systematiza-
tion suggests that emotion PFs have been widely exploited
by SE attacks, and GREED, FEAR, SYMPATHY, EMPATHY,
LONELINESS, and HOPELESSNESS all make humans sus-
ceptible to SE attacks. However, there is no quantitative
understanding of their impact on individuals’ susceptibility
to SE attacks.

PROCEEDINGS OF THE IEEE, cg Vol. 112, No. 3. Ma

Insight 4: All the six emotion PFs have been exploited
by SE attacks, but FEAR and GREED appear to be the most
targeted.

E Systematizing Workplace PFs

These PFs have to do with the culture and organizational
structure of the workplace. This is relevant because various
workplace environments may result in various levels of
stress, employee engagement, or employee loyalty. Attack-
ers can exploit what happens at workplaces to attack
people. There are nine workforce PFs.

1) Workload: This PE extracted from [127] and [141],
describes the amount of work that one has to do.
A survey of 488 employees at three hospitals shows
that employee workload level is positively correlated
with the likelihood of employees clicking on phish-
ing links [127]. Another study finds that subjective
mental workload creates memory deficits that lead
to an inability to distinguish between real and fake
messages, increasing susceptibility to attacks [141].

2) Stress: This PE extracted from [96] and [141],
describes the physical, emotional, or psychological
strain placed on a person. Studies [96], [141] show
that when people are stressed, their ability to notice
suspicious communications (e.g., distinguishing real
from fake messages) is reduced, making them more
susceptible to SE attacks.

3) Busyness: This PE extracted from [81] and [153],
describes the degree to which one has too many
things to do, which may or may not be associated with
the workload. People with a high state of BUSYNESS
are more susceptible to phishing emails, as they do
not pay much attention to details [81] and may have
reduced cognitive processing [153].

4) Hurry: This PE extracted from [24] and [81],
describes the degree that one is rushing to complete
a task. Hurried people may not adhere to secure
practices because they reduce the amount of time
available for the individual’s active task [81], causing
them to be susceptible to SE attacks because they do
not take the time to analyze the email with sufficient
attention [24].

5) Affective commitment: This PE extracted from [102],
describes one’s emotional attachment to an organi-
zation. One study [102] with 612 participants shows
that people of high AFFECTIVE COMMITMENT are more
likely to fall victim to SE attacks. For example, the
love for one’s organization may blind one in objective
reasoning, as one may focus on satisfying the organi-
zation, which can be exploited by SE attacks [102].

6) Habituation: This PE, extracted from [154], describes
one’s tendency to perform a particular task repeat-
edly and get desensitized to it. The study [154] on
how users perceive and respond to security messages
using eye-tracking with 62 participants finds that peo-
ple gazing less at warnings over successive viewings
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(i.e., they are more habituated to warnings) are less
attentive to security warnings. In other words, habit-
uation increases susceptibility to attacks.

7) Cynicism: This PE extracted from [155], describes
one’s tendency to willingly allow others to be harmed
in order to get an advantage. One study [155] shows
that having an unpleasant boss at work can lead to
cynicism, especially in disgruntled employees, and
this can be exploited by SE attacks.

8) Self-efficacy: This PE extracted from [138], [156],
[157], and [158], describes one’s belief or self-
confidence in producing an intended result. It is an
important PF in human functioning [156] and a
determinant in email-related behavior [138], [157],
[158]. Lack of SELF-EFFICACY makes one susceptible
to phishing [159].

9) Subjective norm: This PE extracted from [113], [160],
and [161], describes one’s belief that an important
person or group of people will approve or support a
particular behavior, and this may lead one to behave
in a particular way. This often causes social pressure
in the workplace [160] and can make employees
click on phishing emails [161]. This is related to
how individuals worry about what other people think
about them [113].

Real-World Example: There is an excerpt of a real-world
malicious email. “How are you doing? Are you available at
the moment? I need your assistance to handle a little project.
Can you please handle this for me on behalf of the organiza-
tion?” This message exploits the HABITUATION PE which
pertains to the routine of an employee to perform such
tasks, and the AFFECTIVE COMMITMENT PE attempting to
make use of the individual’s attachment and commitment
to the organization.

What Insight Can We Draw? The preceding system-
atization suggests that workplace PFs have a significant
impact on employees’ susceptibility to SE attacks. Indi-
viduals of high WORKLOAD, STRESS, BUSYNESS, HURRY,
AFFECTIVE COMMITMENT, HABITUATION, CYNICISM, Or SUB-
JECTIVE NORM are more susceptible to SE attacks;
individuals of low SELF-EFFICACY are more susceptible to
SE attacks.

Insight 5: SE attacks have exploited all nine workforce
PFs. Among all 46 PFs, AUTHORITY appears to be the most
exploited one.

VI. SYSTEMATIZING PTs
A. Identifying Other PTs

We identify other PTs from the references in a fash-
ion similar to the identification of candidate PFs. First,
we examine the papers that contain any of the three initial
PTs to identify other candidate PTs. Second, we use newly
identified candidate PTs as keywords to search the papers
to identify other candidate PTs in a recursive fashion.
This process halts when it identifies no more candidate
PTs, leading to 13 candidate PTs. We do not observe
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redundancy among the three initial PTs and the 13 can-
didate PTs, leading to 16 PTs in total.

B. Systematizing PTs

Unlike PFs, it is more challenging to categorize
the 16 PTs. One may suggest categorizing them based on
the attacks that exploit them, but this is not ideal because
one PT can be exploited by multiple kinds of attacks.
Similarly, it is not ideal to categorize PTs based on the
PFs exploited by them because one PT can exploit multiple
kinds of PFs. As a result, we simply list the PTs without
categorizing them.

1) Persuasion: This initial PT encourages a particular
behavior by exploiting the LIKING, RECIPROCATION,
SOCIAL PROOF, CONSISTENCY, and AUTHORITY PFs.
The effectiveness of this PT would depend on exactly
which PFs are exploited and other factors such as
age [52] and request type [162], [163]. This PT is
widely used in email-based attacks such as phish-
ing [54], [162], [164].

2) Pretexting: This initial PT increases the engagement
of a victim with the attacker by exploiting the TRUST
PE For example, phishing emails often use this PT
to increase responsiveness by adding elements that
refer to current events such as holiday festivities or
news [73], [74].

3) Impersonation: This initial PT assumes a false iden-
tity to increase a victim’s compliance by exploiting
the AUTHORITY, RESPECT, and TRUST PFs. In OSN-
based attacks such as honey trap [76], attackers
use fake profiles to lure victims into interacting
with them [62]. For example, an attacker using BEC
assumes the persona of an executive to ask a victim to
transfer money to the attacker [165].

4) Visual deception: This PT, extracted from [166], repur-
poses benign visual elements to induce TRUST [167].
It leverages the OVERCONFIDENCE, TRUST, and HABIT-
UATION PFs. Typosquatting and clone-phishing attacks
exploit it by creating URLs that are visually similar to
benign URLs.

5) Incentive and motivator: This PT, extracted
from [168], encourages a desired behavior or
compliance with a request. Incentive provides
external rewards for action, while motivator provides
internal rewards (i.e., gratification) for an individual.
Incentive often leverages visceral triggers, which
are commonly used in malvertising and click-baiting
attacks, as well as in the Nigerian scam [169].
Motivator exploits SYMPATHY, EMPATHY, LONELINESS,
and DISOBEDIENCE. Wire transfer scams exploit
victims’ SYMPATHY for the attacker as a motivator to
encourage someone to transfer money to an attacker
who claims to have made an erroneous money
transfer.

6) Urgency: This PT, extracted from [167], refers to
a situation which requires immediate action or is
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ostensibly under time pressure [81], causing a
decrease of chance in recognizing an attack [167].
It exploits the COGNITIVE MISER, FEAR, and NEGLI-
GENCE PFs. It is often used by scareware attacks to
urge users to install software that detects threats (e.g.,
malware) or a plug-in that allows the user to view
some desired contents [170].

7) Attention grabbing: This PT, extracted from [168],
uses visual and auditory elements to prompt a vic-
tim to focus attention on deceptive attack elements
to increase compliance. It exploits the ABSENT-
MINDEDNESS and CURIOSITY PFs. The malvertising,
scareware, and click-baiting attacks exploit this PT
along with visceral triggers and incentives to encour-
age compliance [170].

8) Personalization: This PT, extracted from [44], uses
personal information to tailor messages or express
similar interest to the victim to engender trust [171],
[172]. It exploits the PERSONALITY and INDIVIDUAL
DIFFERENCES PFs to increase the chance of success.

9) Contextualization: This PT, extracted from [44],

projects an attacker as a member of the victim’s

group in order to establish commonality with the

victim and increase the chance of attack success [53],

[74]. This PT exploits the HOPELESSNESS, PERCEPTUAL

CONTRAST, VULNERABILITY, IMPULSIVITY, CURIOSITY,

and AFFECTIVE COMMITMENT PFs. It is often used in

attacks like whaling, catfishing, and drive-by down-

loads [162].

Quid pro quo: This PT, extracted from [76], means

“something for something else.” It attempts to make

a victim willing to take risks in exchange for a

high payoff (e.g., money, free services, or avoid-

ing embarrassment). It exploits the RECIPROCATION,

GREED, and HOPELESSNESS PFs [55]. For example, the

attacker can impersonate a police officer to make a

victim pay for illegal content (e.g., pornography) on

the victim’s computer [38]; otherwise, the attacker
threatens to arrest the victim for the possession of

illegal content. In the Nigerian Prince Scam (419)

[169], the PT incurs the expectation that one gives

a small amount of money to receive a larger amount

of money later.

11) Foot-in-the-door. This PT, extracted from [99], attains

compliance for a large request by making small

requests over time [173]. It exploits the CONSISTENCY

PE It is often used in the honey trap and catfishing

attacks.

Trusted relationship: This PT, extracted from [174],

exploits an existing trust relationship by taking advan-

tage of the AUTHORITY, RESPECT, and TRUST PFs.

For example, an attacker posing as a recruiter on

LinkedIn, which is deemed by some as a trusted

service provider, can connect to employment-seeking

victims [175]; spamdexing (SEO) exploits a user’s
trust in a search engine provider (e.g., Google); and

10)

12)

PROCEEDINGS OF THE

BEC exploits the trusted relationship between an
executive and a subordinate employee.

13) Affection trust: This PT, extracted from [168], estab-
lishes an affectionate relationship with a victim.
It exploits the AFFECTIVE COMMITMENT PF because
affection makes an individual more willing to take
risks and, thus, increases compliance even if it does
not lower risk perceptions or increase trust [176].
It is commonly used in the catfishing and honey trap
attacks.

14) Decoy effect: This PT, extracted from [177], attempts
to make users believe that they are receiving a good
deal (e.g., a deal with a lower-than-market price for
some goods but never delivers when the victim pays
upfront) [177], [178]. This PT exploits the TRUST,
SCARCITY, AFFECTIVE COMMITMENT, and IMPULSIVITY
PFs.

15) Priming: This PT, extracted from [179], attempts to
influence an individual’s subsequent decision through
gradual manipulation (e.g., the attacker keeps send-
ing a victim information about cryptocurrency being
the next big thing before sending the victim a fake link
to purchase cryptocurrency) [180]. This PT exploits
the CURIOSITY, OPENNESS, TRUST, and GREED PFs.

16) Loss aversion: This PT, extracted from [102], is used
when the attacker gives a victim something for free
but then charges the victim enormously when the
victim becomes attached to it (e.g., attacker tells a
victim that the attacker has fake dollar bills that look
real, then gives the victim real dollar bills as fake, and,
finally, gives fake dollar bills in the final deal) [145].
This PT exploits the HABITUATION, SCARCITY, SOCIAL
PROOF, CONSISTENCY AND COMMITMENT, PERCEPTUAL
CONTRAST, FREEWHEELING, TRUST, GREED, CURIOS-
ITY, and OPENNESS PFs.

Real-World Example: Fig. 6 describes a real-world email
showing how an attacker exploits PFs via PTs, where
purple highlights the AUTHORITY PF that is exploited by
the persuasion PT, green highlights the impersonation PT,
blue highlights the incentive & motivator PT, and yellow
highlights the urgency PT. While we can determine the
AUTHORITY PF via the persuasion PT, the other PTs can
exploit multiple PFs out of the 46 PFs mentioned above.
For example, the US$5.5 million incentive (i.e., the incen-
tive & motivator PT) exploits the GREED and CURIOSITY
PFs; the urgency PT exploits the IMPULSIVITY and ABSENT-
MINDEDNESS PFs; and the impersonation PT exploits the
COGNITIVE MISER and ABSENTMINDEDNESS PFs.

As another example, we show that multiple PTs can
be used together in a single SE attack. This is the
Google and Facebook spear phishing scam [85], where the
attacker creates a fake computer manufacturing company
while pretending to work with Google and Facebook.
The attacker sends spear phishing emails to targeted
Google and Facebook employees, directing them to deposit
money in the attacker’s account for goods and services.
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From: Merrick Garland <rosemarycormierl4@gmail.com>
Date: Tue, Nov 23, 2021 at 9:57 AM

Subject:

To:

Office name:

Address: 66 John St 2nd floor, New York,

NY 10038, United States

Dear Beneficiary,

lam from the office of the

| am mandated to help you in release and
processing of your payment. This is to inform you about your abandon
fund $5.5 Million brought to our office on 13/10/2021 for confiscation
due to your inability to claim your fund as the beneficiary.

We received many letters and emails from different people claiming

that you sent them to receive this fund on your behalf, please confirm

if you sent those people to receive your fund on your behalf.

Again, you have until 29/11/2021 to reclaim this fund If you still

want to claim your fund Reply back on this email {merrickgarland377 @gmail.com}
and tell us the way you wish to receive your fund.

Your urgent feedback is needed.

Best Regards,

From the Attorney General Office.

merrickgarland377@gmail.com

Fig. 6. Annotated real-world email showing how an attacker uses
PTs to exploit PFs.

From 2013 to 2015, the attacker collected a total of
US$100 million. This attack exploits the impersonation PT
by pretending to be a legitimate entity and the priming PT
by gradually manipulating victims over time to believe that
they are legitimate, while the attacker indeed addresses
customer concerns as a legitimate company does.

Yet another example of SE attacks exploiting multiple
PTs is the case of Hillary Clinton’s campaign chairman
John Podesta in the 2016 US presidential election. The
attack is carried out by the attacker known as Fancy Bear,
which is thought to be a Russian hacking group. The
title of the email sent by the attacker is “Someone has
your password” and the body of the email contains “You
should change your password immediately” and “CHANGE
PASSWORD” with a shortened bit.ly URL to click on.
It also contains a timestamp and location stamp of Ukraine.
The Clinton campaign professional thinks that the email is
legitimate and asks Podesta to change his password [181].
He clicks on the URL to change his password, and as a
result, the attacker logs into his email account to exfiltrate
his emails. The attack exploits the visual deception and
personalization PTs.

What Insight Can We Draw? The preceding systemati-
zation shows that the persuasion PT is the most studied.
The six Principles of Persuasion have been widely adopted
for business purposes (e.g., marketing), suggesting that
attackers have been exploiting advanced knowledge for
their malicious purposes. Moreover, one study [42] based
on 200 malicious emails shows that the attention grabbing
PT is most widely exploited in malicious emails.
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Insight 6: Among the 16 PTs, attention grabbing is per-
haps the most exploited, but persuasion is the most
studied. Future studies may need to focus on the attention
grabbing PT.

VII. SYSTEMATIZING ATTACKS
We systematize SE attacks based on their objectives
(i.e., what an attacker attempts to accomplish) and types
(i.e., how an attacker accomplishes its objectives). Note
that one attack may have multiple objectives.

A. Attack Objectives

Our analysis of the references prompts us to categorize
SE attacks based on three intents (or motives): money,
data, and recognition, which can be, respectively, divided
into two, five, and two objectives (i.e., nine objectives in
total).

For attacks motivated by money, there are two
objectives.

1) Stealing money, namely, an attacker attempts to steal
money from victims. For example, BEC is often used to
steal or extort money from victims [182]. An APWG
report [3] shows that 27.7% of phishing attacks in
the fourth quarter of 2022 target financial institutions
with the intent to steal their money, and there is a 6%
increase in attacks against payment processors such
as PayPal, Venmo, and the VISA card company.

2) Blackmailing, namely, an attacker intends to obtain
damaging information on its enemies or rivals to force
them to do something for the attacker or get an upper
hand on their enemy or rival [183]. For example,
a Pakistani cybercrime group uses victims’ personal
WhatsApp data to blackmail them for money [183].

For attacks motivated by data (i.e., secret data), there
are five attack objectives.

1) Getting access to secure systems, namely, an attacker
uses SE attacks as a first step of full-fledged
attacks for penetrating into secure networked systems
to exfiltrate secret data (e.g., advanced persistent
threats [184]).

2) Stealing sensitive information, namely, an attacker
attempts to steal sensitive information from a user.
When the user is a company or enterprise, the sen-
sitive information can be the information of their
customers (but not their trade secrets that will be
designated as a different objective). For example,
phishing is often used to steal sensitive information,
such as passwords [185].

3) Industrial espionage, namely, an attacker attempts to
Spy on companies, enterprises, organizations, or indi-
viduals, and then compile the information available to
the attacker, rather than stealing trade secrets [100].

4) Stealing trade secrets, namely, an attacker attempts to
steal trade secrets of companies and enterprises for its
own use or sell them to others [186].
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5) Game! Fun! Hobby!, namely, an attacker attempts to
lure an innocent, but often capable, person to do
something for the sake of having fun or taking on
a challenge for breaking into a system to steal and
post information to prove their capabilities, while the
attacker collects and abuses the information [187].

For attacks motivated by recognition (i.e., social recog-
nition), there are two objectives.

1) Fame and notoriety, namely, an attacker attempts
to become respected and looked upon by others as
cybernerds, by carrying out SE attacks to prove their
skills to their peers for recognition [40]. Unlike the
objective of Game! Fun! Hobby! where a capable
individual is actually exploited by the attacker to
wage attacks, the present objective is about a capable
individual showing off their skillset.

2) Revenging, namely, an attacker attempts to take
revenge against enterprises, organizations, or indi-
viduals by releasing damaging information about
them [187].

What Insight Can We Draw? It would be interesting to
know what attack motive is the most popular and which
sector is most targeted by SE attacks. First, the most popu-
lar attack motive appears to be money, as evidenced by the
fact that attackers often target financial institutions. Since
these institutions have taken tremendous steps to harden
their cybersecurity, attackers appear to turn their efforts
against nonfinancial institutions, which often have weak
cybersecurity measures [86]. For example, a 2022 APWG
report [3] shows that when attackers have individuals’
personal identification information, they often exploit such
information to receive gift cards from victims, with 60%
requesting Amazon gift cards. Second, the financial sec-
tor is the primary targeted sector. In addition, attackers
have turned to target the healthcare sector, primarily for
the purpose of garnering information about individuals
[15], [52].

Insight 7: Money is the most popular attack objective,
and the finance sector is most targeted by SE attacks.

B. Attacks Types

As highlighted in Fig. 7, we divide SE attacks based
on the medium they leverage into three categories: email
versus website versus OSN, which, respectively, have sux,
12, and eight attack types (i.e., 26 attack types in total).

1) Email-Based Attacks: This category includes sux
attacks, which are varying flavors of phishing.

1) Generic phishing: This attack sends phishing emails
without a particular target in mind while hoping that
some individuals will fall victim to them (i.e., no per-
sonalization in such phishing emails) [35], [188],
[189]. A phishing email contains bait and hopes that
someone will go for the bait and often intends to steal
money. Based on our analysis of [190], this attack
may use the incentive & motivator, urgency, and
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Fig. 7. Attack types based on the medium that is leveraged to
wage an attack: email versus website versus OSN.

impersonation PTs to exploit the GREED PF because
it attempts to entice victims for rewards such as the
419 scam that promises a large amount of money if
a victim pays a small amount of money. This attack
may also leverage the pretexting PT to present a
scenario, whereby the victim agrees with the attacker
and follows with the demand of the attacker. Phishing
may continue to grow because of the limited success
of defenses [35].

2) Spear phishing: A spear phishing email contains infor-
mation personalized for a specific target, usually
addressing the target by name and title. It often
intends to steal money, get access to systems, steal
sensitive information, or revenge on an institution or
individual. This attack may use the personalization
and impersonation PTs to exploit the AUTHORITY PF
to deceive a recipient into believing that the attacker
is an authoritative figure, and thus, the recipient must
act promptly [38], [162], [191]. Attackers are willing
to make a big effort to wage this attack. For example,
a study [35] based on 370 million spear phishing
emails shows that over 60% of source addresses send
three or fewer spear phishing emails, and over 40%
of source addresses send exactly one spear phishing
email (i.e., most attackers hardly reuse any email
addresses to send spear phishing emails, and even if
they do, not more than three times).

3) Clone phishing: A clone phishing email is cloned from
a previously sent/received email, by replacing its
links and/or attachments with malicious ones and
spoofing the legitimate sender’s email address so that
the target would not suspect the legitimacy of the
email [192], [193], [194]. This attack often intends
to steal money and sensitive information. Based on
our analysis, this attack may use the impersonation
and visual deception PTs to exploit the TRUST PF
because the attacker attempts to make a victim think
that a cloned email is a continuation of a previous
communication [192], [193].

4) Whaling: A whaling email is similar to a spear phish-
ing email by targeting specific individuals. Unlike
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spear phishing that can target any individuals, whal-
ing emails target management, such as CEOs [5],
[38], [162]. It often intends to steal money, get
access to systems, steal sensitive information, or for
revenge. Based on our analysis of [38], [162], this
attack may use the personalization and impersonation
PTs to exploit the TRUST PF because the attacker
attempts to deceive, for example, a CEO into believing
in the content of an email. According to Goel and
Jain [162], 55% of the organizations in their dataset
observe an increase in whaling attacks in 2016, and
13% of them indicate that these attacks have a very
significant impact on their organization.

5) Wire transfer scam: This attack sends an email to tar-
geted individuals to deceive them into sending money
(via, for example, Western Union) to pay for services
or goods [195]. An attacker often impersonates a
service company, such as a utility, to threaten that a
victim’s services will be cut off immediately unless
a wire transfer is made while sometimes imperson-
ating reputable individuals [196]. It intends to steal
money. Based on our analysis of [195], this attack
may use the visual deception and impersonation PTs
to exploit the FEAR PF because the attack threatens
to cut victims’ services. The ease of conducting a
wire transfer scam is demonstrated in [195], which
suggests that the most important factor in stopping
the transfer of money is time (because money transfer
is almost instantaneous).

6) BEC: This attack uses email frauds against private,
government, and nonprofit organizations, by target-
ing specific employees with spoofed emails imper-
sonating a senior colleague, such as the CEO or
a trusted customer [197], [198]. This attack often
intends to steal money [197]. Based on our analysis
of [197], this attack may use the impersonation,
urgency, visual deception, and personalization PTs to
exploit the TRUST PF because the attacker attempts to
deceive victims into believing that they are paying a
legitimate bill for goods/services from a trusted party.
This attack could cost victims a lot of money, as shown
by the cases of Facebook and Google [197].

2) What Insight Can We Draw?: The preceding sys-
tematization suggests that email-based SE attacks have
exploited 44 PFs through 11 PTs. APWG reports that email
has been the most widely used SE attack over the past
years [3]. FBI reports that BEC is the most damaging SE
attack in terms of the financial loss that it incurs, as com-
panies lost $12 billion to BEC from 2013 to 2018 [197].
APWG also reports that the average amount requested
in wire transfer from a BEC attack in the fourth quarter
of 2022 is $132,559, which is a 41% increase from the
third quarter of the same year [3]. This leads to the
following.

Insight 8: Email is widely used in SE attacks, among
which BEC attacks cause the most significant financial loss.
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3) Website-Based Attacks: This category includes
12 attacks. These attacks are not necessarily complemen-
tary or orthogonal to each other because one attack may
leverage another as a supporting technique (e.g., Ad Fraud
may use malvertizing as a support technique).

1) Scareware: This attack pops up a window with warn-
ing content, which tells the user that the computer has
been infected by malware and the user should click a
link or call a number shown on the pop-up window
to get help [199]. The attacker intends to scare the
user into clicking the link or calling the number
so that the attacker can collect the user’s sensitive
information or ask the user to send a gift card number
to the attacker to have the problem fixed remotely.
Most scareware does not harm the computer in ques-
tion [200]. This attack uses the attention grabbing,
urgency, and persuasion PTs to exploit FEAR PF
because the attacker scares victims into believing that
their computer is compromised and needs immediate
attention. According to Miramirkhani et al. [199],
scammers use thousands of domains and phone num-
bers to scare victims to call them; scammers also use
JavaScript techniques to make it harder for victims
to navigate away from a scareware message; the five
most frequently used words in scareware messages
are Techsupport, Alert, PC, Security, and Windows.

2) Typosquatting (or URL spoofing): This attack takes
a user to a malicious website when the user
mistypes a URL, such as www.bankOfamerica.com
for www.bankofamerica.com, where the former
mimics the latter while incorporating a malicious pay-
load [38]. Based on our analysis of [38], this attack
uses the visual deception and impersonation PTs
to exploit the NEGLIGENCE PF because it anticipates
individuals mistyping. This attack uses simple but
effective cosmetic deceptions and can be achieved by
registering domain names that are similar to popular,
legitimate websites and are possibly misspelled by
users, such as the domains mentioned above.

3) Spamdexing (or search engine poisoning): This attack
tricks a search engine into making a malicious website
on the top of the list returned by a search [38]. It is
often exploited by technical support scammers [201],
and it is effective because many users trust the search
results listed on the top and treat them as most rele-
vant, causing them to most likely visit these websites.
One example of spamdexing is searching for the “best
free video recorder app” where the attacker crafts a
website with the top ten free video recorders and links
to download them, but the links can be a source of
drive-by download where malware is downloaded to
a victim’s computer. Based on our analysis of [38],
this attack uses the impersonation and visual decep-
tion PTs to exploit the TRUST PF because the attacker
anticipates that users treat the websites on the top of
the list of search results as most relevant. Our anal-
ysis of [201] also indicates that this attack uses the
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urgency PT (via continuous pop-up messages/dialog)
to exploit: 1) the FEAR PF as the user panics and
follows the attacker’s recommendation and 2) the
NEGLIGENCE and IMPULSIVITY PFs when the victim
does not use due diligence.

Click-baiting: This attack places an enticing
text/image on a web page to draw the attention
of visitors so that they click on a link to a malicious
or compromised website [202]. One example is a
message on a website reading “Betty reveals how
she gets to 100 years of age without ever doing
sports.” When users click on the link, it takes them
to the website with a made-up story about Betty’s
secret of old age, but the website actually hosts
malware to infect victims’ computers. Note that
click-baiting is not necessarily spam or fake because
news outlets may use this technique [203]. This
attack is often motivated by the attacker’s desire
to increase the traffic to their websites where users
fall victim according to the objective of the attacker
(e.g., download malware or sell bogus goods). Based
on our analysis of [203], this attack can use the
attention grabbing, visual deception, and incentive &
motivator PTs to exploit the CURIOSITY PF because it
entices victims to click on the link to figure out more
information.

Malvertising: It is a major culprit that exposes users
to technical support scams [199]. It abuses advertise-
ments to spread malware such that when a user clicks
on the advertisement, the user may be redirected to
a malicious website [32], [204]. This can also be
achieved by pushing ad notifications to users [205].
This attack is motivated to conceal the real intent
behind an ad. Based on our analysis of [199], this
attack uses the attention grabbing, visual deception,
and urgency PTs to exploit: 1) the TRUST PF because
the attacker attempts to make the victims believe that
they are getting legitimate ads; 2) the NEGLIGENCE
PF when the victims do not practice due diligence;
and 3) the cuURIOSITY PF when victims want to see
the details of the ad. Moreover, the attacker may
further use the foot-in-the-door PT to exploit the
CONSISTENCY PF [199].

Drive-by download: This attack compromises a
browser when one visits a malicious or compromised
website, possibly prompted by a phishing email con-
taining the malicious URL [206]. It intends to make
victims download malware to their computers. Based
on our analysis of [32], this attack can use the trusted
relationship and urgency PTs to exploit: 1) the TRUST
PF because a victim may trust the website in question;
2) the VULNERABILITY PF when a victim is not aware
of this attack; and 3) the NEGLIGENCE PF when a
victim does not update/patch a browser or does not
pay attention to recognizing malicious websites.
Reverse SE: This attack attempts to gain the trust of
victims before executing the attack. This attack tricks
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a user into contacting the attacker who then uses the
opportunity to pursue their motive. More specifically,
it is called reverse SE because it creates a situation
that causes a victim to contact the attacker [207],
for example, by providing a free online streaming
service to prompt users to contact the attacker for
the service [208]. This attack intends to have vic-
tims contact the attacker. Based on our analysis
of [207], this attack uses the trusted relationship
and urgency PTs to exploit the TRUST PF because it
puts a victim in a situation of need, thereby causing
them to contact the attacker. This attack is unique
in that it creates trust between a victim and makes
the victim believe that the attacker is a legitimate
entity for a legitimate purpose, and, as a result,
the victim contacts the attacker and gets exploited
later [207].

8) Angler phishing: This attack attempts to lurk com-

ments posted by users on social forums such as yelp
and then takes advantage of any comment that may
need a resolution [77]. For example, an attacker may
see a comment from a customer complaining about a
purchase. The attacker then poses as a customer sat-
isfaction specialist and asks the customer for detailed
information in order to address the complaint [209].
An unsuspecting customer may give away personal
information in hoping of a resolution [9], [210]. This
attack intends to extort brand customers, especially
disgruntled customers who go online to air their
grievances. Based on our analysis of [210], this attack
uses the trusted relationship and contextualization
PTs to exploit: 1) the VULNERABILITY PF because
frustrated victims desperately need solutions and 2)
the TRUST PF because victims put trust in the ser-
vice company in question. To see how significant the
attack is, we mentioned that a survey shows that some
well-known brands, such as Amazon, Nike, and Sam-
sung, suffered from an 1100% increase in this attack
from 2014 to 2016, where attackers pose as legitimate
brand customer representatives to take advantage of
unsuspecting customers [210]. This attack may lever-
age the priming PT to gradually prepare the individual
in the interaction with the attacker until the attacker
gets an opportunity to strike.

9) Pharming: This attack builds malicious websites to

steal money or sensitive information from victims
when they visit these websites [114]. This attack is
motivated to steal personal and financial information
from its victims. Based on our analysis of [114], this
attack uses the impersonation and visual deception
PTs to exploit: 1) the TRUST PF because victims do
not think that these websites are malicious and 2) the
NEGLIGENCE PF because victims do not perform due
diligence. This attack is unique in the sense that it
injects fake information into the domain name system
(DNS) server of the website that may be visited by
victims [211].
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10) Water holing: This attack exploits vulnerabilities of
third-party websites to attack victims when visiting
them [99]. For example, an attacker may want to
attack a company but cannot break the network
security to penetrate the company’s network. Because
of this, the attacker can compromise a website that
employees of the target company regularly visit and
set a trap (water hole). When an employee of a
targeted organization visits a compromised website,
which is considered safe, and their link is clicked,
the employee’s computer is compromised and then
leveraged to attack others. This attack often intends
to steal money or sensitive information. Based on
our analysis of [29], this attack uses the trusted
relationship PT to exploit the TRUST PF because vic-
tims believe that the websites they are visiting are
secure.

Tabnabbing: This attack attempts to deceive a vic-

tim into visiting a malicious website, which mimics

a legitimate website and asks the victim to login

into the malicious website, while making the vic-

tim think that the malicious website is legitimate
and forwarding the victim’s login credentials to the
legitimate website [5]. It often leverages the same
origin policy of browsers, where a second page on

a browser can access scripts from another page as

long as both pages have the same origin [212].

It intends to steal sensitive information (e.g., login

credentials). Based on our analysis of [5], this attack

uses the trusted relationship and visual deception PTs
to exploit: 1) the ABSENTMINDEDNESS PF because the
attack makes a victim believe that a previously visited
website is asking for login credentials again and 2) the

TRUST PF because the attack makes a victim believe

that the victim needs to reenter the tab that is left

open.

12) Ad fraud: This attack defrauds advertisement, where
the fraudster deceives a victim to advertise its services
by generating fake traffic (possibly via malvertising,
scareware, click-baiting, and likejacking) [213]. It is
often motivated to steal money in the sense that the
advertisement does not incur real traffic from real
users but forged traffic instead. Based on our analysis
of [213], this attack uses the contextualization and
impersonation PTs to exploit the TRUST PF because
the attack makes victims believe that they are getting
legitimate traffic to their advertisements.

What Insight Can We Draw? The preceding system-
atization shows that website-based SE attacks have
exploited 38 PFs through 13 PTs. However, we do not
observe the exploitation of the personalization PT by
website-based SE attacks, perhaps because: 1) unlike
emails, it may be difficult to develop a malicious web-
site specific to an individual and 2) the mere fact that
a website is personalized to a single individual may be
counterintuitive, as it may instead raise the suspicious of
the individual. On the other hand, the impersonation PT

11
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appears to be the main driver behind website-based SE
attacks, perhaps because users used to deal with legitimate
entities (i.e., whom the attacker claims to be).

Insight 9: Among the PTs exploited by website-based SE
attacks, impersonation is the most widely exploited one.

4) OSN-Based Attacks: This category includes eight
attacks.

1) Honey trap: This attack targets a particular victim
with a love-related relationship and may be seen
as the counterpart of spear phishing [76], [214],
[215]. For example, John knows that Philip likes
blonds and, thus, creates a fake profile of a blond
on Instagram to like and comment on Philip’s posts;
Philip sees a blond liking his posts and thinks that
it is an opportunity for him to meet a blond; once a
relationship is established, John can deceive Philip in
many ways, including financial extortion [216]. This
attack is motivated to lure victims into a romantic
relationship for later extortion. Based on our analysis
of [76], this attack uses the impersonation, affection
trust, and persuasion PTs to exploit the LONELINESS
PF because lonely people often seek attention on
electronic platforms.

2) Catfishing: This attack creates a fake persona to seek
online dating to lure victims interested in the persona,
similar to generic phishing because the attack does
not target a specific victim [217]. For example, the
attacker posts as woman to lure men to send them
money for made-up reasons, for example, “My Inter-
net service will be suspended for accumulated bills,
please help me pay or I'll not be able to chat with
you if my Internet is suspended.” This attack intends
to extort money from victims. Based on our analysis
of [218], this attack uses the impersonation and per-
suasion PTs to exploit: 1) the LIKING (SIMILARITY) PF
because victims have the tendency to react positively
to someone with whom they have a relationship [95]
and 2) the LONELINESS PF because lonely people tend
to seek online friendship [152]. It is interesting to
note that catfishing became popular in 2010 after
the movie Catfish, and 38% of men studied tend to
catfish [218]. Note that a major difference between
the honey trap attacker and the catfishing attacker is
that the former poses as a very attractive person or
a celebrity, but the later pretends to be an average
individual looking for romance [76].

3) App spoofing: This attack uses bogus apps to spoof
legitimate ones on less-regulated platforms. When a
user uses the same credential for multiple platforms,
the attacker can steal a user’s credentials to get access
to the user’s account on other platforms [219]. This
attack is usually carried out on social media where
malicious or compromised users send links to their
followers to encourage them to download spoofed
apps. The attacker can also post the link to download
the app in comment sections of online social media
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4)

5)

platforms. This attack is often motivated to spread
spoofed apps to collect victims’ login information for
the legitimate apps that are being spoofed. Based
on our analysis of [220], this attack uses the visual
deception and impersonation PTs to exploit the OPEN-
NESS and CURIOSITY PFs as users who are open and
curious often try new things.

Likejacking: This is the social media version of a click-
jacking attack. This attack places a transparent layer
(e.g., transparent iframe) on a legitimate webpage
so that when a user clicks anywhere on the web-
page, the user is actually clicking on the transparent
layer, which directs the user to the attacker’s web-
site [20], [221].

In likejacking, when a user sees the “like” button on a
Facebook post, on top of which there is a transparent
layer not visible to the user, the user may click on
the page and then be directed to a malicious website.
Based on our analysis of [20], this attack uses the
visual deception, attention grabbing, and persuasion
PTs to exploit: 1) the LIKING AND SIMILARITY PF
because the attacker sets the trap knowing that people
tend to like comments of people that they follow
on OSN and 2) the IMPULSIVITY PF because users
tend to click on everything that they like on social
media.

Vishing: This attack is the use of voice over IP (VoIP)
calls to impersonate a legitimate entity. For example,
an attacker can use vishing together with PFs such as
AUTHORITY and SCARCITY to make its victim believe
in the attacker [101]. The voice content attempts
to trick a victim into performing harmful actions to
benefit the attacker [94]. For example, an attacker
may pretend to be a student loan service provider,
present a loan repayment deal, and ask a victim for
personal information, such as a bank account and
credit card number. An attacker may also use Caller-
ID-Spoofing to spoof a legitimate phone number to
trick the receiver into believing that the phone call
is coming from a legitimate person or company. This
attack is often motivated to get immediate access to
a victim’s login information. Based on our analysis
of [101], this attack uses the impersonation and
persuasion PTs to exploit: 1) the TRUST PF because
victims often believe the callers who claim they are
and 2) the AGREEABLENESS PF because victims are
often kind by nature and easily trust people. It is
interesting to note that lightweight authority fig-
ures (e.g., bankers) may have a lesser chance of
making victims give away their sensitive information
to callers but heavyweight authority figures (e.g.,
police officers) would have a higher chance of mak-
ing victims give away their sensitive information to
callers [101].

7)

8)

example, an attacker may send a text message to
pretend to be a bank and ask a victim to update
their PIN while possibly using Caller-ID-Spoofing to
make the attack hard to recognize by a victim [20].
Even people who do not answer unsolicited messages
may react to smishing messages because they look
like texts from real persons. This attack often intends
to trick people into downloading malware into their
mobile devices or giving their sensitive information to
the attacker. Based on our analysis of [20], this attack
uses the personalization, impersonation, incentive &
motivator, and urgency PTs to exploit: 1) the AUTHOR-
ITY and TRUST PF because victims would trust that
they are dealing with a person of authority; 2) the
GREED PF because victims often want something for
free; and 3) the IMPULSIVITY PF because victims may
quickly react to an attack message without a second
thought. This attack may also leverage: 1) the decoy
effect PT to prepare the victim while waiting for the
right opportunity to strike and 2) the loss aversion
PT to provide the victim with correct information over
time until the attacker strikes.

QRishing: This attack exploits QR codes to deceive
victims to visit bogus websites, which may mimic
legitimate websites to collect sensitive information
(e.g., login information) [20] or even spread mal-
ware [29], [52]. It can be disseminated in many
ways, such as sending phishing QR codes in emails,
posting QR codes on OSN platforms or websites, and
disseminating QR codes via hard paper copies. This
attack often intends to provide links for victims to
download malware into their mobile devices. Based
on our analysis of [20], this attack uses the visual
deception and persuasion PTs to exploit the TRUST,
SOCIAL PROOF, and IMPULSIVITY PFs. Note that QRish-
ing is popular because, nowadays, most people use
mobile devices to do business [20].

Sybil attack: The attacker attempts to clone or mimic
legit users to dupe their followers on social media
(e.g., Facebook, Twitter, and Instagram) [111]. More-
over, the attacker may create multiple fake identities
on a single OSN platform, also known as social
Bots [174], [223]. This attack is often motivated to
gain a high social media presence before launch-
ing another attack (e.g., catfishing). Based on our
analysis of [111], this attack uses the imperson-
ation, trusted relationship, and contextualization PTs
to exploit: 1) the TRUST PF because humans trust
their friends; 2) the socIAL PROOF PF because humans
often behave as their friends do; and 3) the IMPULSIV-
ITY PF because humans are often interested in making
new friends.

What Insight Can We Draw? First, the preceding sys-

6) Smishing: This attack uses mobile apps to send imper-
sonating messages to lure victims into divulging
sensitive information to the attacker [20], [222]. For

tematization suggests that OSN-based SE attacks have
exploited 41 PFs via 12 PTs. The three types of attacks, or
26 attacks in total, collectively exploit the 46 PFs through
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Fig. 8. Number of references per attack studied in multiple papers
(e.g., generic phishing is studied in 19 papers).

the 16 PTs. This means that SE attackers are extremely
proactive in exploiting PFs.

Second, we want to see which attacks have been studied
most. Fig. 8 plots the number of references on attacks.
Among the 135 papers studying attacks, 49 (or 37.8%)
investigate various flavors of phishing, with 19 papers on
generic phishing, 12 on spear phishing, ten on BEC, five on
clone phishing, four on whaling, and two on wire transfer
scam. This suggests that phishing has been studied most,
perhaps because it accounts for 90% of data breaches [7].
This means that there is an inherent skewness in the
literature for our study.

Insight 10: Attackers are extremely proactive in exploit-
ing PTs and PFs. Phishing is the most widely investigated
attack but remains the most damaging attack, while many
attacks are much less studied.

VIII. SYSTEMATIZING DEFENSES

We divide defenses into three categories based on the
attacks that they are defending against: email-based versus
website-based versus OSN-based. It may be tempting to
present defenses against each attack mentioned above, but
it is less effective because one defense may be applicable
to multiple attacks. Since our study is based on the psycho-
logical lens of PFs and PTs, we focus on the defenses that
leverage PFs and/or PTs. There are 12 defenses that con-
sider PTs and/or PFs, including four against email-based
SE attacks, five against website-based SE attacks, and three
against OSN-based SE attacks.

A. Defenses Against Email-Based Attacks

Based on the references systematized, there are only
four defenses that consider PFs and PTs. The first defense is
BEC Guard [197]. This defense is a machine learning-based
method for detecting BEC emails by leveraging email
content-based features that are related to: 1) the urgency
PT because it uses urgency cues in email content (e.g.,
“Joe, I need your urgent help?), 2) the impersonation PT
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because it copes with impersonation in emails; and 3)
the personalization PT because it explicitly detects per-
sonal identification information. This defense leverages:
1) the COGNITIVE MISER PF because this PF is exploited
by the urgency PT to trigger people to use mental short-
cuts in reasoning; 2) the AUTHORITY PF because this
PF is exploited to craft BEC emails; 3) the RESPECT PF
because people often respect authoritative figures; and
4) the TRUST PF because people often trust authorita-
tive figures. This defense achieves a precision of 98.2%
and a false-positive rate of less than one in five mil-
lion, highlighting the effectiveness of PF- and PT-based
defenses.

The second defense is PhishNet-NLP [224]. This defense
uses natural language processing techniques to detect
phishing emails while defining email content-based fea-
tures to capture cues related to the urgency, incentive &
motivator, urgency, and incentive & motivator PTs, such as
sentences that create a sense of urgency, worry, threat, and
concern or sentences that offer an incentive to users. This
defense also leverages: 1) the COGNITIVE MISER PF to pre-
vent individuals from using mental shortcuts in reasoning;
2) the FEAR PF to prevent people from fearing missing a
deadline; 3) the NEGLIGENCE PF to prevent people from
neglecting due diligence; and 4) the CURIOSITY PF to
prevent humans from falling victim to malicious incentives.
This defense achieves a 97% detection rate and a very low
false-positive rate.

The third defense is L-XGB [225]. This defense uses the
long short-term memory (LSTM) model and the extreme
gradient boosting tree (XGBoost) technique to detect
phishing emails while leveraging email content-based fea-
tures that are related to: 1) the attention grabbing PT
because the features correspond to cues of the attention
grabbing PT, such as the variation of the fonts in a mali-
cious email and 2) the incentive & motivator PT because the
subject line in malicious emails usually carries an incentive
or a hint of the incentive upfront. Our examination further
shows that the defense leverages: 1) the ABSENTMINDED-
NESS PF because it prevents emails with enticing subject
lines from reaching their recipients; 2) the GREED PF
that is exploited by the incentive and motivator PT; 3)
the RECIPROCATION PF because people use paying-back as
a motivator to comply with a request of goodwill; and
4) the CURIOSITY PF because humans are often curious
when presented with an incentive. This defense achieves
a 98.58% precision in detecting phishing emails.

The fourth defense is KM-SMOTE [226] against spear
phishing. It uses email content-based features that are
related to the impersonation PT to deal with attack-
ers impersonating a known person. Our examination of
the defense shows that it also leverages the AUTHORITY,
RESPECT, and TRUST PFs to mitigate attackers posing as
authoritative figures. It achieves a 93.55% precision in
detecting spear phishing.

What Insight Can We Draw? There are many defenses
against email-based SE attacks that do not consider
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psychological attributes (e.g., [188], [191], [227],
and [228]). However, there are only four defenses that
leverage ten PFs and four PTs in total, in sharp con-
trast to the 44 PFs and 11 PTs that have been exploited
by email-based SE attacks. This could explain why
existing defenses are not effective enough, extending
what is observed in [175], namely, that existing defenses
against spear phishing are ineffective because they fail
to account for the human cognitive factors exploited by
attacks.

Insight 11: There is a discrepancy between email-based
SE attacks and defense efforts at using PFs and PTs.

B. Defenses Against Website-Based Attacks

Based on our systematization of the references, there are
five website-based defenses that consider PFs and PTs. The
first defense is Phishpedia [229]. This defense uses deep
learning to detect phishing websites while comparing their
logos and variant logos. Our examination of the defense
shows that it leverages: 1) the visual deception PT because
it considers cues related to the visual deception PT, such
as comparing the presented logos to the legitimate ones
and 2) the impersonation PT because it detects fake web-
sites impersonating legitimate ones via feature matching
between the fake websites and the legitimate websites. Our
examination of the defense shows that it also leverages:
1) the ABSENTMINDEDNESS PF because it eliminates fake
websites impersonating legitimate ones, thereby prevent-
ing users from absentmindedly visiting malicious websites;
2) the AUTHORITY, RESPECT, and TRUST PFs because it
mitigates people’s blind belief, respect, and trust in author-
itative figures; and 3) the HABITUATION PF because people
who have the habit of visiting a website may not detect a
fake one of it. This defense achieves a 98.2% precision in
detecting phishing webpages.

The second defense is VisualPhishNet [230]. This
defense uses deep learning to detect phishing websites.
It leverages: 1) the visual deception PT by considering
the visual similarities between the legitimate websites
and the fake websites and 2) the impersonation PT by
detecting impersonating websites that are not on the
trusted list. It also leverages: 1) the OVERCONFIDENCE
PF because it mitigates people’s confidence in a website
that they frequently visit that could make them neglect
suspicious clues exhibited by a malicious website; 2) the
AUTHORITY, RESPECT, and TRUST PFs because it mitigates
people’s blind belief, respect, and trust in authoritative
figures; and 3) the HABITUATION PF because people fre-
quently visiting a website may not notice that they are
visiting a fake one that mimics the real one. This defense
achieves a 98.79% precision rate in detecting zero-day
phishing.

The third defense is PROTECT [231]. It uses a game
known as PERSUADED [232] to train employees against
persuasion at the work place. The game exposes a trainee
to challenging situations to build secure responses to
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attacks. It leverages: 1) the persuasion PT as indicated
by the game name and 2) the impersonation PT because
it uses both virtual and physical impersonation in the
game. The defense further leverages: 1) the AUTHOR-
ITY PF because it has a training scenario where the
attacker assumes authoritative figures; 2) the VIGILANCE
PF because it is geared toward making employees vigilant
against SE attacks; and 3) the SELF-EFFICACY PF because it
trains employees to detect SE attacks. The study does not
report any quantitative effectiveness.

The fourth defense is BaitAlarm [233]. This defense
leverages that the visual appearance of a webpage is
reflected by its page layout and contents by computing the
similarity of two webpages via their layouts and contents to
detect phishing websites. It leverages the visual deception
PT because it uses visual similarity cues (e.g., logos). It also
leverages: 1) the OVERCONFIDENCE PF because it deals
with humans’ confidence toward websites; 2) the TRUST PF
because people trust entities that they often interact with
but do not know that entities can be impersonated; and
3) the HABITUATION PF because victims often do not pay
much attention to the websites that they frequently visit.
This study reports a 100% detection rate and a 0% false-
negative rate.

The fifth defense is hybrid phishing detection [234].
It applies machine learning to analyze webpage contents
such as logos and integrates visual identity with textual
identity to detect phishing websites. It leverages: 1) the
visual deception PT because it considers visual similarity
cues such as logos; 2) the attention grabbing PT because
it uses textual cues such as font size and texture; and
3) the impersonation PT because it uses visual and tex-
tual cues to deal with the impersonation of legitimate
brands or entities. It also leverages: 1) the OVERCONFI-
DENCE and HABITUATION PFs because it reduces the chance
that people do not pay a due amount of attention in
recognizing fake ones and 2) the TRUST and AUTHOR-
ITY PFs because it detects the presence of authoritative
figures to mitigate their blind trust in such figures. This
defense achieves a 98.6% accuracy in detecting phishing
websites.

What Insight Can We Draw? There are many defenses
against website-based attacks that do not consider psycho-
logical attributes (e.g., [235] and [236]). However, there
are only five defenses that leverage nine PFs and three
PTs in total, in sharp contrast to the 38 PFs and 12 PTs
that have been exploited by website-based SE attacks in
total.

Insight 12: There is a discrepancy between website-
based SE attacks and defense efforts at using PFs and PTs.

C. Defenses Against OSN-Based Attacks

There are only three defenses (against OSN-based SE
attacks) that consider PFs and PTs. The first defense is OSN
Profile Cloning Protection [237]. It detects profile cloning
attacks by leveraging similarities between OSN accounts
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in terms of their attributes, friend lists, and strength of
ties. It leverages the impersonation PT by using attribute
similarity, friend list similarity, and strength of ties. It lever-
ages: 1) the AUTHORITY PF by detecting intra-site cloning
of authoritative figures and 2) the TRUST PF by analyzing
the trust relationship with cloned profiles. The defense
could be enhanced to prevent: 1) honey trap that involves
a fake social media account impersonating a popular indi-
vidual (e.g., celebrity) and 2) catfishing that often involves
a fake social media account by detecting fake accounts.
It achieves a 97.23% precision in detecting OSN-based
profile cloning attacks.

The second defense is CSE-PUC [238]. This defense
uses natural language processing techniques to detect
persuasive words in chats. It leverages the persuasion PT
because it detects persuasive cues in messages. It also
leverages the six PFs corresponding to the six principles of
persuasion by detecting the pertinent cues (e.g., “limited
offer” pertinent to the SCARCITY PF and “like” or “admire”
pertinent to the LIKING PF). It achieves a 71.63% precision
in detecting OSN-based SE attacks, suggesting room for
improvement.

The third defense is SEADer++ [239]. It uses natural
language processing to parse and check for grammatical
errors in conversation text. It leverages the persuasion PT
by detecting persuasive cues in messages. It also leverages:
1) the AUTHORITY PF because it detects message content
pertinent to authority such as “Police,” CEO, and names
and seals of government agencies and 2) the SCARCITY
PF because it detects cues related to the exploitation of
a word or phrase depicting limited supply of something.
It achieves a 92.6% precision in detecting OSN-based SE
attacks.

What Insight Can We Draw? There are many defenses
against OSN-based SE attacks (e.g., [111], [126],
and [223]). However, there are only three defenses
(against OSN-based attacks) that leverage nine PFs and
three PTs in total. By contrast, OSN-based SE attacks have
exploited 41 PFs and 12 PTs in total.

Insight 13: There is a discrepancy between OSN-based
SE attacks and defense efforts at using PFs and PTs.

IX. SYSTEMATIZING RELATIONSHIPS
BETWEEN PFs, PTs, ATTACKS,

AND DEFENSES

To further systematize the discussion in the preceding
sections, we map the relationships between the PFs, PTs,
attacks, and defenses. The mapping presents a succinct
representation of the state-of-the-art knowledge in this
field. However, the lack of quantitative results in the litera-
ture (e.g., the impact of PFs) prevents us from conducting
a quantitative meta-analysis. As highlighted in Fig. 9 and
elaborated on in the following, the mapping describes:
1) which PTs exploit which PFs; 2) which attacks exploit
which PTs; 3) which defenses leverage which PFs; and
4) which defenses address which attacks.
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A. Which PTs Exploit Which PFs?

A PT can exploit multiple PFs, which may fall into
one or multiple psychological categories. We discuss this
according to the five categories of PFs.

First, the PTs that exploit cognitive PFs include:
1) urgency exploits the COGNITIVE MISER and EXPERTISE
PFs; 2) attention grabbing exploits the ABSENTMINDEDNESS
PF; and 3) visual deception exploits the OVERCONFIDENCE
PE That is, four (out of four) cognitive PFs have been
exploited by PTs.

Second, the PTs that exploit emotion PFs include:
1) urgency exploits the FEAR and HOPELESSNESS PFs;
2) attention grabbing exploits the FEAR PF; 3) visual
deception exploits the HOPELESSNESS PF; 4) incentive and
motivator exploits the GREED, FEAR, SYMPATHY, EMPATHY,
and LONELINESS PFs; 5) quid pro quo exploits the GREED
PF; and 6) priming exploits the GREED PE That is, six (out
of six) emotion PFs have been exploited by PTs.

Third, the PTs that exploit social PFs include the follow-
ing: 1) urgency exploits the AUTHORITY PF; 2) attention
grabbing exploits the SCARCITY PF; 3) incentive and moti-
vator exploits the DISOBEDIENCE PF; 4) persuasion exploits
the AUTHORITY, RECIPROCATION, LIKING, SCARCITY, SOCIAL
PROOF, and CONSISTENCY PFs; 5) quid pro quo exploits
the RECIPROCATION and SCARCITY PFs; 6) foot-in-the-
door exploits the CONSISTENCY PF; 7) trusted relationship
exploits the AUTHORITY and RESPECT PFs; 8) imperson-
ation exploits the AUTHORITY, SIMILARITY, and RESPECT
PFs; 9) contextualization exploits the LIKING (SIMILARITY)
and PERCEPTUAL CONTRAST PFs; 10) decoy effect exploits
the SCARCITY PF; and 11) loss aversion exploits the PER-
CEPTUAL CONTRAST PE That is, nine (out of nine) social PFs
have been exploited by PTs.

Fourth, the PTs that exploit PID PFs include the follow-
ing: 1) urgency exploits the SELF-CONTROL, IMPATIENCE,
IMPULSIVITY, and OPENNESS PFs; 2) attention grabbing
exploits the curiosiTY PF; 3) visual deception exploits
the TRUST and VIGILANCE PFs; 4) incentive and moti-
vator exploits the FREEWHEELING PF; 5) quid pro quo
exploits the IMPATIENCE PF; 6) foot-in-the-door exploits
the VULNERABILITY PF; 7) trusted relationship exploits
the TRUST PF; 8) impersonation exploits the TRUST
PF; 9) contextualization exploits the OPENNESS PF; 10)
pretexting exploits the TRUST PF; 11) personalization
exploits the DISORGANIZED, FREEWHEELING, INDIVIDUAL
INDIFFERENCE, NEGLIGENCE, TRUST, SELF-CONTROL, VUL-
NERABILITY, IMPATIENCE, IMPULSIVITY, SUBMISSIVENESS,
CURIOSITY, LAZINESS, VIGILANCE, OPENNESS, CONSCIEN-
TIOUSNESS, EXTRAVERSION, AGREEABLENESS, and NEUROTI-
cisM PFs; 12) decoy effect exploits the FREEWHEELING,
TRUST, and IMPULSIVITY PFs; and 13) priming exploits
the IMPULSIVITY, CURIOSITY, and OPENNESS PFs. That is,
18 (out of 18) PID PFs have been exploited by PTs.

Fifth, the PTs that exploit workplace PFs include the
following: 1) urgency exploits the WORKLOAD, STRESS,
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Fig. 9. Relationships between PFs, PTs, attacks, and defenses, where a dashed line inside a box indicates different categories, the PFs with
empirical quantitative studies are represented with a filled circle and an empty circle otherwise, and the “+” (“—”) sign indicates that a
factor increases (decreases) human susceptibility to attacks. A solid line represents a relationship that is extracted from a reference and
discussed in the text, and a dashed line represents a potential relationship that is not extracted from the references but based on our
analysis. “Aff.” is short for Affective, “Ind.” is short for Individual, “com.” is short for commitment, and “Percept.” is short for Perceptual.

and HURRY PFs; 2) visual deception exploits the HABITU-
ATION PF; 3) trusted relationship exploits the HABITUATION
PF; 4) impersonation exploits the WORKLOAD, AFFECTIVE
COMMITMENT, and SUBJECTIVE NORM PFs; 5) contextual-
ization exploits the STRESS PF; 6) pretexting exploits the
HURRY PF; 7) personalization exploits the STRESS, HURRY,
and SUBJECTIVE NORM PFs; 8) affection trust exploits
the AFFECTIVE COMMITMENT PF; 9) priming exploits the
CYNICISM and HABITUATION PFs; and 10) loss aversion
exploits the STRESS, BUSYNESS, and HABITUATION PFs. That
is, nine (out of nine) workplace PFs have been exploited
by PTs.

Insight 14: The personalization PT has exploited most
PFs, but the social psychology PFs (especially, AUTHORITY
and CONSISTENCY) have been mostly widely exploited by
PTs.

namely, email-based versus website-based versus OSN-
based attacks.

First, email-based attacks have exploited the following
PTs.

1) The generic phishing attack has exploited the
urgency, attention grabbing, visual deception, incen-
tive and motivator, persuasion, and quid-pro-quo PTs.
The spear phishing attack has exploited the urgency,
visual deception, incentive and motivator, persua-
sion, quid-pro-quo, contextualization, pretexting, and
personalization PTs.

The clone phishing attack has exploited the urgency,
attention grabbing, visual deception, incentive and
motivator, persuasion, trusted relationship, imper-
sonation, pretexting, and personalization PTs.

The whaling attack has exploited the urgency, atten-
tion grabbing, visual deception, and personalization
PTs.

The wire transfer scam attack has exploited the
urgency, incentive and motivator, and impersonation
PTs.

2)

3)

4)

B. Which Attacks Exploit Which PTs and PFs?

Which Attacks Exploit Which PTs? We systematize
these relationships with respect to the attack types,

5)

EEE
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6) The BEC attack has exploited the urgency, attention
grabbing, visual deception, trusted relationship, and
impersonation PTs. That is, all these attacks exploit
multiple PTs, which explains why they are hard to
defend against, and the three phishing attacks have
exploited most PTs, which suggests the large attack
effort and the large (if not the largest) payback to
attackers. In total, these attacks have used 11 PTs, and
through which 42 PFs.

Second, website-based attacks have exploited the fol-
lowing PTs: 1) the scareware attack has used the urgency,
attention grabbing, quid-pro-quo, and incentive and moti-
vator PTs; 2) the typosquatting attack has used the visual
deception PT; 3) the spamdexing attack has used the atten-
tion grabbing and trusted relationship PTs; 4) the drive-by
download attack has exploited the visual deception and
trusted relationship PTs; 5) the click-baiting attack has
exploited the visual deception and persuasion PTs; 6) the
malvertising attack has exploited the attention grabbing,
visual deception, and incentive and motivator PTs; 7) the
reverse SE attack has exploited the incentive and moti-
vator, impersonation, and pretexting PTs; 8) the angler
phishing attack has exploited the trusted relationship,
impersonation, and priming PTs; 9) the pharming attack
has exploited the trusted relationship and contextualization
attacks; 10) the water holing attack has exploited the
trusted relationship PT; 11) the tabnabbing attack has
exploited the visual deception and impersonation PTs;
and 12) the ad fraud attack has exploited the attention
grabbing, visual deception, incentive and motivator, and
persuasion PTs. That is, most attacks exploit multiple PTs,
which may explain why it is hard to defend against these
attacks. In total, these attacks have exploited 13 PTs, and
through which 45 PFs.

Third, OSN-based attacks have exploited the following
PTs: 1) the honey trap attack has exploited the foot-
in-the-door, impersonation, pretexting, personalization,
affection trust, and priming PTs; 2) the catfishing attack has
exploited the impersonation, affection trust, and priming
PTs; 3) the app spoofing attack has exploited the visual
deception, impersonation, and loss aversion PTs; 4) the
likejacking attack has exploited the visual deception,
incentive and motivator, persuasion, and decoy effect PTs;
5) the vishing attack has exploited the urgency, incentive
and motivator, persuasion, impersonation, contextualiza-
tion, pretexting, personalization, and decoy effect PTs;
6) the smishing attack has exploited the urgency, incentive
and motivator, persuasion, impersonation, contextualiza-
tion, pretexting, personalization, decoy effect, and priming
PTs; 7) the QRishing attack has exploited the visual decep-
tion and trusted relationship PTs; and 8) the Sybil attack
has exploited the impersonation and trusted relationship
PTs. That is, all these attacks have used multiple PTs,
which may explain why they are difficult to defend against.
In total, these attacks have exploited nine PTs, and through
which 31 PFs.
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Which Attacks Exploit Which PFs? Each attack exploits
some PF(s) through one or multiple PTs. For example, the
spear phishing attack exploits: 1) PFs such as IMPULSIVITY,
RESPECT, and SELF-CONTROL through the personaliza-
tion PT; 2) PFs such as FEAR, RESPECT, SCARCITY, and
TRUST through the impersonation PT; and 3) PFs such as
COGNITIVE MISER, FEAR, HOPELESSNESS, and NEGLIGENCE
through the urgency PT. As highlighted in Fig. 9, one
attack can exploit multiple PTs, one PT can be exploited by
multiple attacks, one PT can exploit multiple PFs, and one
PF can be exploited by multiple PTs; as a result, one attack
can exploit multiple PFs, and one PF can be exploited
by multiple attacks. We observe that attackers are very
aggressive in exploiting PFs. The spearing phishing attack
is the most sophisticated in the sense that it exploits 41 PFs
through eight PTs.

Insight 15: BEC exploits most PTs and spear phishing
exploits most PFs.

C. Which Defenses Leverage Which PTs and PFs?

Which Defenses Exploit Which PTs? Our understanding of
leveraging PTs to design effective defenses is even more
superficial than our understanding of leveraging PFs to
design effective defenses. Nevertheless, we observe that it
may be possible to design defenses to leverage PTs, such
as by defining features to represent these PTs for machine
learning-based defenses, through which PFs can be indi-
rectly leveraged by defenses. For example, the honey trap
attack exploits the LONELINESS PE which may be hard to
leverage by machine learning-based defenses. To address
this attack, an effective defense should consider a PT that
exploits LONELINESS, such as the incentives & motivators
PT. Similarly, to address an attack such as the drive-by
download, an effective defense should consider the PTs
that are leveraged by this attack, such as visual deception
and trusted relationship.

Which Defenses Exploit Which PFs? As discussed in
Section VIII, there are only four defenses against
email-based attacks that have collectively leveraged the
following ten PFs in total: COGNITIVE MISER, ABSENT-
MINDEDNESS, GREED, FEAR, AUTHORITY, RECIPROCATION,
RESPECT, NEGLIGENCE, TRUST, and CURIOSITY by defining
features to reflect these PFs for machine learning purposes.
There are only five defenses against website-based attacks
that have collectively leveraged nine PFs in total: EXPER-
TISE, OVERCONFIDENCE, ABSENTMINDEDNESS, AUTHORITY,
RESPECT, TRUST, VIGILANCE, HABITUATION, and SELF-
EFFICACY, also by defining features to reflect these PFs for
machine learning purposes. There are only three defenses
against OSN-based attacks that have collectively leveraged
nine PFs in total: AUTHORITY, RECIPROCATION, LIKING,
SCARCITY, SOCIAL PROOF, CONSISTENCY, RESPECT, TRUST,
and HABITUATION PFs by defining features to reflect these
PFs for machine learning purposes.

Adding the numbers together, we observe that there
are 19 PFs in total that have been exploited by defenses,
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which is substantially fewer than the 46 PFs that have
been exploited by attackers. This may explain why exist-
ing defenses have achieved limited success. A further
examination shows that some PFs cannot be directly lever-
aged by defenses because they are inherent to human
behaviors, such as IMPATIENCE, IMPULSIVITY, and CURIOS-
ITY. This makes it unclear how to leverage them for
machine learning techniques because these factors are
not reflected in the attack content (i.e., email, webpage,
or OSN content). Nevertheless, this highlights the impor-
tance of seeking a more comprehensive framework, which
serves as one motivation for the framework that we will
present in Section X. For example, it would be important
to seek human training-based defenses that adequately
incorporate PFs, emphasizing some specific factors that
have been deemed important in the literature (e.g., SELF-
EFFICACY, EXPERTISE, and HABITUATION [94], [165]). Still,
there are open problems, such as understanding and
incorporating PFs such as IMPATIENCE or IMPULSIVITY into
defenses.

Insight 16: The hybrid phishing detection leverages
most PTs, and the Phishpedia defense leverages most PFs,
but much research remains to be done on how to leverage
PTs and PFs to design effective defenses. This is especially
true for PTs and PFs that may be difficult to leverage
(e.g., the affection trust and quid-pro-quo PTs and the
TRUST, IMPULSIVITY, CURIOSITY, FEAR, and NEGLIGENCE
PFs).

D. Which Defenses Address Which Attacks?

Defenses leveraging PFs have been proposed to defend
against the following email-based attacks: generic phish-
ing, spear phishing, wire transfer scams, and BEC.
Defenses leveraging PFs have been proposed to defend
against the following website-based attacks: scareware,
typosquatting, malvertising, and angler phishing.

Defenses leveraging PFs have been proposed to defend
against the following OSN-based attacks: catfishing, vish-
ing, smishing, and Sybil attacks. We observe that most
attacks have not been addressed with defenses that lever-
age PFs or PTs, further suggesting the ineffectiveness of
current defenses.

Insight 17: Many attacks have not been addressed with
defenses that leverage PFs or PTs.

X. ROADMAP FOR FUTURE RESEARCH
The preceding exploration prompts us to propose the
following roadmap for future research, including an
envisioned framework, and applying it to guide the
design of innovative defenses. The roadmap has three
components: 1) characterizing SE attacks via other psy-
chological lenses (other than the PF and PT lens used
in this article); 2) synergizing views from different
psychological lenses into a holistic framework; and 3)
leveraging the framework to guide the design of effective
defenses.

PROCEEDINGS OF THE IEEE, cg Vol. 112, No. 3. Ma

A. Characterizing SE Attacks via Other
Psychological Lenses

This study uses the BFPTs and Cialdini’s Principles of
Persuasion as a starting point to identify PFs and PTs.
As shown above, this PF- and PT-centric psychological lens
indeed offers a fruitful way to understand humans’ vulner-
abilities to SE attacks. However, we should stress that there
may be other psychological lenses that can be leveraged
to conduct studies from complementary perspectives. This
offers a good opportunity for future research because a
holistic understanding of SE attacks would require us to
understand all these perspectives. To see the feasibility,
in what follows, we outline one such perspective.

One perspective, which is complementary to the one
used in this study, is to leverage the Theory of System 1
(heuristic) versus System 2 (analytic) Information Process-
ing [240] because SE message processing is affected by
environmental factors and a variety of cognitive mecha-
nisms. System 1 is based on heuristics and is, thus, fast and
effortless, but error-prone; on the other hand, System 2
involves deep analytical thinking and, therefore, is slow
and effortful [240]. That is, this theory suggests that
deliberate reasoning, typically logical or mathematical,
falls under System 2 [241]. Of course, this theory does
not come without criticism, despite studies supporting it
(e.g., [79], [81], [95], [242], [243], and [244]). This
is perhaps because although the characteristics of the
two processes are often clear, the factors that determine
when an individual will think analytically or rely on their
intuition is unclear [245]. It is clear that resolving this
problem will have an important application to coping with
SE attacks: we can leverage these factors to encourage
users to trigger System 2 when dealing with SE attacks.
This indeed has inspired some studies in cognitive psychol-
ogy [246], such as using electroencephalography (EEG)
to decipher the underlying neural mechanisms [244] and
improve human decision-making capabilities [247]. More-
over, there are attempts to refine this dual-thinking process
as a three-stage dual process model [245]. Related to this
perspective, a recent study shows that humans can actually
process deliberate reasoning involving logical principles in
an intuitive fashion (i.e., without deliberation) [241].

B. Synergizing Views From Different
Psychological Lenses Into a Comprehensive
Framework

We envision that the different views seen through the
different psychological lenses can be incorporated and
synergized into a unified framework. To see this possibility,
in what follows, we discuss how the view seen through
our PF-centric lens can be synergized with the view seen
through the Theory of System 1 versus System 2 lens into a
more comprehensive framework, such as the one outlined
in the following.

1) Seeking a Comprehensive Qualitative Framework: Our
premise is that in the context of SE attacks, it may
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Fig. 10. Envisioned qualitative psychological framework for
understanding SE attacks.

not be accurate to regard heuristics as especially error-
prone, and thus, both heuristics and analytic processing
can help prevent victimization under different conditions.
This prompts us to propose a qualitative framework for
applying psychology to the cybersecurity domain, which
would ultimately lead to a new discipline that may be
called psychological cybersecurity.

As highlighted in Fig. 10, the framework is based on
the Theory of System 1 versus System 2 for describing
human information processing of input associated with
SE attacks. The framework has five components: informa-
tion processing, risk attitude, individual baseline, attacker
effort, and defense alerts. These five components collec-
tively determine one’s behavior (e.g., clicking a link in
a phishing email or not). In what follows, we elaborate
on these components while discussing how PFs and PTs
(obtained through the lens used in this study) will be
incorporated.

Information Processing (Heuristic versus Analytic) This
component is inspired by the Theory of System 1 versus
System 2. It aims to identify the conditions that channel
one into heuristic processing or analytic processing.

1) Heuristic processing: This uses patterns and rules, or a
trial-and-error approach, to reach a decision. Heuris-
tics are often used in uncertain situations where
information or time is limited. In SE attacks, nonex-
perts are more likely to rely on heuristics to determine
the credibility of a message. Other than rules and
patterns, nonexpert users also rely on previous experi-
ences (often acquired via trial and error) to detect SE
messages [105], [248]. Heuristics are useful but can
be erroneous when the rules used to determine credi-
bility are based on elements that can be manipulated
by attackers or when they are unable to discriminate
between benign and SE messages.

2) Analytic processing: This involves evaluating multiple
factors to reach a decision. It requires an individ-
ual to be knowledgeable about factors relevant to
the outcome and have the information required to
support a decision. In SE attacks, individuals with
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cybersecurity EXPERTISE, which is a PE are more
likely to use analytic processing to detect SE attacks
(e.g., experts would consider multiple factors before
determining the credibility of emails [249]).

The preceding categorization is important because attack-
ers often attempt to deceive victims into heuristic process-
ing over analytic processing to increase their chances of
success. This prompts us to propose four core research
problems associated with this component: 1) how should
heuristic processing and analytic processing work together
when dealing with SE attacks? 2) which PFs and/or PTs
would force humans to be trapped in System 1 or heuristic
processing? 3) how do PFs and/or PTs force humans to
be trapped in System 1 or heuristic processing? and 4) is
there a threshold of PFs and/or PTs above which a human
will use System 2 rather than System 1? Along these lines,
there are some initial attempts. For example, it seems that
when persuasion is not detected, one would use heuristic
reasoning [51], [250], and one would use a negative
response otherwise [251].

Risk Attitude: This component is important because stud-
ies show that risk attitude affects the likelihood of SE
victimization, perhaps even independent of human infor-
mation processing [88], [153]. This is possible because
risk attitude affects motivators, which drive humans to
act [252]. There are three risk attitudes: risk-seeking,
risk-aversion, and risk-neutral. For example, even when
information processing triggers suspicions, a risk-seeking
user may still comply with a malicious request because
the prospect reward exceeds the perceived risk, explaining:
1) why some people make risky decisions in cyberspace
especially when they feel they have little to lose [153],
[253] and 2) why some people still fall victim even
if they recognize the risk [88]. This prompts us to
propose the following research problem: how does risk
attribute, perhaps together with PFs and/or PTs, affect
a human’s decision in applying heuristic versus analytic
processing?

Individual Baseline: This component deals with the PFs
that may be exploited by attackers. For example, the fol-
lowing PFs may encourage the use of heuristic processing,
HABITUATION, STRESS, and WORKLOAD, because HABITUA-
TION reduces suspicions and a combination of STRESS and
WORKLOAD may increase the reliance on heuristic process-
ing and decrease VIGILANCE. This prompts us to propose
a core research problem associated with this component:
how should we characterize the impact of PFs and PTs on
humans’ susceptibility to SE attacks? This pertains closely
to the psychological lens used in this study.

Attacker Effort: The component deals with the exter-
nal attacker’s effort at exploiting PFs to earn victims’
trust and encourage their compliance (e.g., how real a
phishing email looks). For example, an attacker can earn
the trust of a victim by creating emails of high quality
and appealing to the victim. This is because many users
judge credibility based on superficial attributes, such as
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the professional appearance of a website, the absence of
grammatical errors, or recognizable logos in emails [166],
[254]. To generate an appealing message, an attacker can
exploit a combination of PTs (e.g., persuasion, personal-
ization, and contextualization). This prompts us to propose
one important research problem: how does the attacker
effort, including the PTs and thus PFs it exploits, influence
a human’s decision to apply the heuristic versus analytic
process? Along this direction, a very recent study (by
some of the authors) initiates the investigation on how
to quantify the psychological sophistication of malicious
emails [42] while leveraging some of the PFs and PTs
described in this article.

Defense Alerts: This component deals with the alerts
provided by the employed defense mechanisms (e.g.,
machine learning-based detectors or warning systems) to
warn users of potential threats and trigger their, for exam-
ple, VIGILANCE. Intuitively, an effective alert would cause
users to switch their attention to the warning information
and maintain their attention long enough. An effective
warning would trigger suspicion [44], such as cue salience
triggering attention switching [255]. This prompts us to
propose one important research problem associated with
this component: how can defense alerts leverage PFs to
offset the influence of attackers?

2) Turning the Envisioned Qualitative Framework Into a
Quantitative Framework: The qualitative framework out-
lined above, or a refined version of it, should be enriched
or enhanced to incorporate quantitative metrics and char-
acteristics of SE attacks and defenses. At a broad level,
we propose centering quantitative characteristics at the
notion of individuals’ susceptibility to SE attacks as
follows:

susceptibility
= f (processing_route, risk_attitude

individual_baseline, attacker_effort, defense_alerts)

where f is a family of mathematical functions that are
to be identified by future studies (e.g., via experiments),
processing_route means the use of heuristic or analytic
processing, and the other four arguments are as described
above. This formalism serves as a starting point to answer
a range of important research questions quantitatively.

1) How important is the role played by process-
ing route? Quantitative characterization of this helps
answer even deeper questions, such as can we reduce
the susceptibility to below a threshold without forcing
humans to be trapped into System 2? Being able to
answer this question will allow us to design cost-
effective, if not optimal defenses because we do not
have to force individuals to use System 2 to deal with
SE attacks.

2) What is the role exactly played by risk attitude?
A quantitative characterization of this provides
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immediate guidance in designing defenses because
we may have to use different defenses to prevent indi-
viduals of different risk_attitude from falling victim to
SE attacks.

3) What is the role played by individual base (e.g.,
which PFs and PTs contribute most to humans’
susceptibility to SE attacks)? A quantitative
characterization of this will offer guidance in design-
ing cost-effective, if not optimal, defense mechanisms.
For example, if TRUST turns out to be an impor-
tant factor, then researchers should seed defenses
to minimize humans’ TRUST (e.g., by making people
practice zero-trust on everything coming from the
Internet). Although there are experimental results
showing that PFs and PTs influence humans’ suscep-
tibility to SE attacks [62], [256], [257], there are no
adequate quantitative characterizations. For example,
one study [81] reports that participants identify the
HURRY PF and the urgency PT that cause them to
fall victim to an attack; another study [34] involving
expert interviews reports that participants with high
AGREEABLENESS and EXTROVERSION PFs are more
susceptible to SE attacks than participants with low
scores in these two PFs. This status quo highlights the
importance of quantifying the impact of each PF and
each PT, as well as the impact of a combination of
some PFs and/or PTs.

4) What is the impact of attacker effort? Intuitively,
answering this question would require us to identify
the PFs and PTs that are involved in an SE attack.
Along this line, the first step is to quantify the psycho-
logical sophistication of an SE attack as reflected by
the PFs and PTs exhibited by the attack [42].

5) How effective are defense_alerts in reducing humans’
susceptibility to SE attacks? If they turn out to
be truly effective, then researchers should investigate
how to make warnings as effective as possible (e.g.,
using dynamic warnings instead of static warnings in
order to reduce HABITUATION [154]).

The framework outlined above will have a broader
impact than merely dealing with SE attacks, which are only
one kind of cyberattack. This is so because the framework
can be incorporated into any holistic framework that aims
to model different kinds of cyberattacks. Along this line,
we envision that the framework can be seamlessly incor-
porated into the cybersecurity dynamics framework [258],
[259], [260] that aims to quantify cybersecurity from
a holistic perspective [261], [262], [263]. Indeed, the
cybersecurity dynamics framework has already accommo-
dated human susceptibility to SE attacks in preventive
and reactive cyber defense dynamics models [264], [265],
[266], [267], [268], [269]. However, human susceptibility
remains to be incorporated into other kinds of models,
such as adaptive, proactive, and active cyber defense
dynamics [270], [271], [272], [273], [274]. Since humans
exhibiting similar PFs may exhibit a similar degree of
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susceptibility to SE attacks, this kind of dependence also
needs to be adequately considered in holistic cybersecurity
models; otherwise, the resulting models may offer mislead-
ing results as shown in several families of cybersecurity
dynamics models [156], [271], [275], [276], [277], [278].

C. Leveraging the Framework to Guide the Design
of Effective Defenses

As hinted above, the deep understanding resulting
from the quantitative framework can guide the design of
cost-effective, if not optimal, defenses. We propose two
complementary classes of defenses: training, which aims
to keep humans in the loop (i.e., the last line of defense)
and is primarily geared toward the processing route and
risk_attitude in the framework, and automated defenses,
which aims to detect and possibly block SE attacks without
relying on human participation and is primarily geared
toward the individual baseline and attack_effort.

1) Designing Effective Training Schemes: Training is of
fundamental importance because humans are the last line
of defense in the sense that they can ultimately decide,
for example, whether to click a link in an incoming
email or whether to accept the advice that an incom-
ing email is malicious. With respect to processing route,
future research should design effective training schemes
to encourage individuals to use System 2, rather than
System 1, in their decision-making process when coping
with potential SE attacks. This is true until we are cer-
tain that humans can indeed process deliberate reasoning
involving logical principles in an intuitive fashion (i.e.,
without deliberation), as reported in [241].

We propose a systematic approach to training, with
three levels of increasing advancement: awareness training,
intermediate training, and advanced training.

Awareness Training: This is to make the general pub-
lic aware of the threats of SE attacks by showing them
examples of malicious emails. This is important because
everyone can be a target of SE attacks and a high aware-
ness may lead to a better posture against SE attacks [15],
[16]. We propose that an effective awareness training
scheme should strive to make people aware the following:
1) cyberspace is a dangerous place where attackers exploit
every opportunity to attack innocent people; 2) a reply to
an email one never wrote is likely a malicious email; 3) one
should not provide any secret information, such as their
social security number, in any session unless they initiated
the session that requires it; 4) an email or message stating
that one won a lottery or game that they did not play
is likely malicious; 5) any too-good-to-be-true deal that
one did not ask for is likely a bait to entice recipients;
6) being asked for a wire transfer to pay a bill (e.g., utility
and cable) that one usually pays with credit card or direct
payment is likely a scam; 7) do not assume that automated
defenses (e.g., spam filters) are perfect, as they can never
be; 8) when something does not feel right, pay the due
diligence and double check; 9) being asked to send a gift
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card number to pay for something, especially a recurrent
bill, is likely a scam; 10) any email whose subject line is an
email address is likely impersonating a legitimate entity;
and 11) click on the top links returned by a search engine
with caution because they may be maliciously placed by
attackers exploiting search engine optimization.

Intermediate Training: This aims to train people with
more in-depth knowledge and skills in dealing with SE
attacks. This is suitable for organizations to train employ-
ees because any successful SE attack against an employee
can cause great damage; for example, BEC attacks usu-
ally target financial departments and cause US$132559
damages on average [3]. Thus, organizations should make
this training, which has been practiced by many, if not
all, organizations, mandatory. This training should be
periodically updated by leveraging the new trends in SE
attacks. One aspect that could make training more effec-
tive is to demonstrate the potential damages that can
be incurred to the organization if they fall victim to an
SE attack.

Advanced Training: This is to train employees with
advanced skills. It is important, especially for employees
with critical job duties, such as the employees in the
finance industry and the information technology depart-
ment. This training should be constantly updated by
leveraging the new trends in SE attacks. This training may
be conducted in a game environment where employees
(trainees) are presented with hypothetical or emulated SE
situations and are asked to decide what they should do.
This training can further leverage the new SE attacks that
have been identified or proposed by researchers but have
not been seen in the wild.

2) Designing Automated Defenses: Automated defenses
are indispensable because of the amount of SE attacks.
For example, APWG reports that there are 1 350 037 phish-
ing attacks in the fourth quarter of 2022 [3]. Therefore,
we must leverage automated solutions to reduce the num-
ber of malicious emails that need to be analyzed by
humans to determine whether they are legitimate or not
because of the false negatives of automated solutions.
Specifically, future research should adequately leverage the
quantitative characterization results obtained in the frame-
work outlined above. With respect to individual baseline,
future defenses should adequately leverage the PFs and
PTs to design machine learning-based defenses to provide
(for example) defense alerts. For example, future research
must seek feature representations to adequately accommo-
date PFs and PTs to cope with SE attacks. One challenge is,
as suggested by Insight 16, that some PTs and PFs may be
difficult to leverage when designing defenses.

With respect to attacker effort, future research should
strive to automatically recognize PFs and PTs used in SE
attacks, as heavy use of PFs and PTs would immediately
flag an SE attack. To the best of our knowledge, automat-
ically identifying PFs and PTs is an unexplored problem,
as a recent study [42] on quantifying the psychological
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sophistication of SE attacks relies on manual recognition
of PFs and PTs, also shown in this study. Being able to
automatically recognize PFs and PTs would pave the way
for design defenses.

XI. CONCLUSION
We have presented a systematization of SE attacks through
the psychological lens centered on PFs, which are the root
causes of the problem, and PTs, which are the strategies
that have been used by SE attacks to exploit PFs. We have
systematized the SE attacks that have been reported in
academic and nonacademic venues, as well as the defenses
that have been reported in academic venues. To clearly
describe the state of the art, we have presented a mapping
between PFs, PTs, SE attacks, and defenses. In addition,
we have presented a systematic roadmap toward ade-
quately mitigating SE attacks. The roadmap offers a range
of future research directions, especially the envisioned
framework that aims at a comprehensive understanding of
SE attacks through psychological lenses, which would be
more extensive than the specific lens used in this study.

There are many open problems for future research. First,
what are the other psychological lenses than the one used
in this study (i.e., the PFs and PTs built on top of the
BFPTs and Cialdini’s Principles of Persuasion) and the one
discussed in Section X-A and built on top of the Theory
of System 1 versus System 2? Studies based on these
and possibly other psychological lenses will help build a
more comprehensive understanding of SE attacks from
the psychological perspective and pave the way toward
creating the afore-envisioned discipline of psychological
cybersecurity.

Second, with respect to the qualitative framework out-
lined in Section X-B1, we highlight the most exciting open
problems with respect to the framework’s five components.

1) With respect to information processing, is it possible
to effectively mitigate SE attacks without forcing indi-
viduals to use System 2?

2) With respect to risk attitude, what are effective strate-
gies for mitigating the damages associated with risk
attitude?

3) With respect to individual baseline, which PFs and PTs
have a high impact on humans’ susceptibility to SE
attacks?
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