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Quantifying Contributions of External Forcing and Internal
Variability to Arctic Warming During 1900-2021
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Abstract Arctic warming has significant environmental and social impacts. Arctic long-term warming
trend is modulated by decadal-to-multidecadal variations. Improved understanding of how different external
forcings and internal variability affect Arctic surface air temperature (SAT) is crucial for explaining and
predicting Arctic climate changes. We analyze multiple observational data sets and large ensembles of climate
model simulations to quantify the contributions of specific external forcings and various modes of internal
variability to Arctic SAT changes during 1900-2021. We find that the long-term trend and total variance in
Arctic-mean SAT since 1900 are largely forced responses, including warming due to greenhouse gases and
natural forcings and cooling due to anthropogenic aerosols. In contrast, internal variability dominates the early
20th century Arctic warming and mid-20th century Arctic cooling. Internal variability also explains ~40% of the
recent Arctic warming from 1979 to 2021. Unforced changes in Arctic SAT are largely attributed to two leading
modes. The first is pan-Arctic warming with stronger loading over the Eurasian sector, accounting for 70% of
the unforced variance and closely related to the positive phase of the unforced Atlantic Multidecadal Oscillation
(AMO). The second mode exhibits relatively weak warming averaged over the entire Arctic with warming over
the North American-Pacific sector and cooling over the Atlantic sector, explaining 10% of the unforced variance
and likely caused by the positive phase of the unforced Interdecadal Pacific Oscillation (IPO). The AMO-related
changes dominate the unforced Arctic warming since 1979, while the [PO-related changes contribute to the
decadal SAT changes over the North American-Pacific Arctic.

Plain Language Summary The Arctic warms much faster than the rest of the world, leading to
significant local and remote influences. Warming in the Arctic is not uniform over time, with decadal-to-
multidecadal variations upon the long-term trend. The changes in Arctic surface air temperature (SAT) can be
attributed to either instrinct variability within the climate system or external forcings including anthropogenic
factors such as greenhouse gases emission and natural factors such as volcanic eruptions. Understanding of the
relative contributions of internal variability and external forcing to observed changes in Arctic SAT is crucial for
improving Arctic climate projections in coming decades. By synthesizing multiple observational data sets and
large-ensemble climate simulations, we find that the Arctic experienced long-term warming with some periods
of slowdown in response to external forcing, which largely explains the overall change since 1900. Internal
variability, particularly the multidecadal oscillation in the North Atlantic, dominates the early 20th century
warming and mid-20th century cooling and significantly contributes to the recent rapid warming since 1979. A
regression-based rescaling method removes systematic biases in model-simulated response (in comparison with
observations), ensuring that our results are not influenced by the choice of climate models, as long as they are
under the same historical forcing.

1. Introduction

Rapid Arctic warming is a robust feature of the ongoing climate change, with significant impacts on Arctic
ecosystems and climate. Arctic warming rate is not homogeneous over time, with decadal-to-multidecadal var-
iations that modulate the long-term warming trend (e.g., Bokuchava & Semenov, 2021; Chylek et al., 2014;
England et al., 2021; Johannessen et al., 2004; Serreze & Barry, 2011; Serreze & Francis, 2006) and affect
midlatitude climate (Dai & Deng, 2022; Wang & Chen, 2021). In general, the Arctic experienced accelerated
warming in the early 20th century before the 1940s and in the recent decades since the 1980s, but between them
the warming is relatively slow (e.g., Bokuchava & Semenov, 2021; England, 2021; Serreze & Barry, 2011;
Svendsen et al., 2021). Climate model simulations exhibit a large spread in Arctic warming rate (Chylek
etal.,2014; Ye & Messori, 2021), likely due to models' different climate sensitivity to historical forcings and their
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different realizations of internal variability. Reducing the large spread in Arctic climate projections requires
improved quantitative understanding of the relative roles of external forcing and internal variability in observed
changes of Arctic surface air temperature (SAT).

Atmospheric circulation anomalies around the Arctic have been considered as a major cause of the accelerated
Arctic warming and sea-ice loss in the recent decades (Ding et al., 2017; Francis & Wu, 2020; Kwok et al., 2013;
Liu et al., 2021; Polyakov & Johnson, 2000; Zhang et al., 2008). Changes in stationary waves (e.g., Sang
etal., 2021), atmospheric blockings (e.g., Chen et al., 2018), and cyclones moving into the Arctic (e.g., Sorteberg
& Kvingedal, 2006) are also suggested to have contributed to observed multidecadal variations in Arctic SAT.
However, as the atmosphere circulation itself has a short memory of 1-2 weeks, its decadal-to-multidecadal
variations are likely induced by external forcing or internal variability originated below the atmosphere.

The atmospheric circulation anomalies associated with Arctic warming have been attributed to sea surface
temperature (SST) changes in the tropical Pacific (e.g., Baxter et al., 2019; Clark & Lee, 2019; Ding et al., 2014,
2019; Sun et al., 2019). Some studies suggested that cold SST anomalies or SST cooling trends in the equatorial
central-eastern Pacific (ECEP) can suppress tropical convection and generate upper-level divergence anomalies
in the subtropics, resulting in a wave-train structure with a high-pressure center around Greenland, which leads to
adiabatic warming centered in Greenland and spreading across the whole Arctic (e.g., Baxter et al., 2019; Ding
et al., 2014, 2019). According to Ding et al. (2017), this wave-train structure associated with the ECEP cooling
has strengthened since 1979, which is largely due to internal variability. The extratropical Pacific may also have
an impact on Arctic SAT. Using partially coupled model simulations, Svendsen et al. (2018, 2021) found
comparable effects of the tropical and extratropical Pacific on the multidecadal variations of Arctic SAT. They
suggested that half of the early 20th century Arctic warming from 1915 to 1940 is attributable to a negative-to-
positive phase transition of the Interdecadal Pacific Oscillation (IPO) that intensifies the Aleutian Low and the
associated warm advection into the Arctic (primarily over the Pacific sector). This IPO phase transition can also
result in adiabatic heating from subsidence (over the pan Arctic) by strengthening upward propagating waves over
the North Pacific and thus weakening the polar vortex (Svendsen et al., 2018). Furthermore, based on atmospheric
model simulations with prescribed SST, the IPO's positive phase plays a crucial role in the early 20th century
Arctic warming, with its tropical component more related to the North American Arctic warming and its
extratropical component more related to the Eurasian Arctic warming (Tokinaga et al., 2017). A positive IPO has
a warm center in the ECEP, which is opposite to the cold ECEP-warm Arctic relationship after 1979 established
by many studies (e.g., Ding et al., 2014, 2019). Moreover, from the 1990s to the 2000s, IPO's phase changed from
positive to negative (Hua et al., 2018), yet Arctic warming accelerated during this period when the externally
forced global warming rate did not accelerate (Dai et al., 2015). Thus, there exist a major inconsistency regarding
the relationship between decadal-to-multidecadal variations in the Pacific SST and Arctic SAT.

On the other hand, it is widely agreed that Arctic warming can be induced by a positive or warm phase of the
Atlantic Multidecadal Oscillation (AMO; e.g., Beitsch et al., 2014; Chylek et al., 2009; Johannessen et al., 2004;
Tokinaga et al., 2017). Positive AMO can warm the Arctic and melt sea ice either by anomalous ocean heat
transport into the Norwegian Sea, Barents and Kara Seas (e.g., Auclair & Tremblay, 2018; Beitsch et al., 2014;
Bengtsson et al., 2004; Goosse & Holland, 2005; Jungclaus & Koenigk, 2010) or via atmospheric circulation
responses to AMO-related SST anomalies (e.g., Castruccio et al., 2019). Once oceanic heat transport triggers
decadal-to-multidecadal anomalies in Arctic SST and sea ice, sea ice-atmosphere interactions can significantly
amplify the signal in the Arctic and subpolar regions, which in turn amplifies the AMO in the Atlantic (Deng &
Dai, 2022). Despite considerable efforts devoted into understanding how IPO and AMO affect the decadal-to-
multidecadal variations in Arctic SAT, their relative contributions have not been fully quantified or under-
stood. Furthermore, the recent AMO and IPO cycles are not completely internally generated as they are
significantly influenced by decadal variations in external forcing (Hua et al., 2018; Qin et al., 2020a), which
further obscures their relationship with Arctic SAT variations, as the external forcing can simultaneously affect
the Arctic without invoking the AMO- or IPO-like SST anomalies.

Besides the influence of oceanic low-frequency variability, nonlinear external forcing may also contribute to
decadal-to-multidecadal variations in Arctic SAT. The ensemble mean of the all-forcing simulations by many
climate models exhibits decadal-to-multidecadal variations superimposed on the overall warming trend in Arctic
SAT (e.g., Beitsch et al., 2014; England, 2021), clearly indicating a nonlinear component of the forced changes.
However, the relative contributions of various external forcings to the observed decadal-to-multidecadal
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fluctuations in Arctic SAT depend on the models used in the estimate. Among 18 models participated in the
Coupled Model Intercomparison Project phase 5 (CMIPS), the six models with individual simulations most
similar to the observation can reproduce the observed Arctic cooling from 1939 to 1970 while the six most
dissimilar models show no Arctic cooling trend at all during this period (Fyfe et al., 2013). In fact, matching
individual model runs with observations should not be used to measure model performance in simulating Arctic
SAT changes because the internal variations in observations and individual runs can be different. Moreover, as
models' climate sensitivity and hence the simulated response may differ from reality, the ensemble mean of
historical model simulations should not be used directly as the forced component in observed Arctic SAT, as done
previously (e.g., Bokuchava & Semenov, 2021; England, 2021; Johannessen et al., 2004). Instead, rescaling of the
model-simulated response should be used to remove any systematic mean biases in the simulated response to
historical forcing, as done in this study.

Due to these difficulties, quantifying the relative contributions of internal variability and various external forcings
to observed Arctic SAT changes remains challenging. In this study, we derive a more realistic and robust forced
signal from a 100-member Community Earth System Model version 2 (CESM2) Large Ensemble (CESM2LE)
(Rodgers et al., 2021) under the more accurate radiative forcing used in the Coupled Model Intercomparison
Project phase 6 (CMIP6, Eyring et al., 2016). We extract the externally forced (EX) component of Arctic SAT
changes through a rescaling method that accounts for the mean bias in models' climate sensitivity or forcing.
Using CESM2 single-forcing runs, we further attribute the forced Arctic SAT changes to specific forcings. We
also analyze the leading modes of internally generated (IV) Arctic SAT changes, which is the residual in the
observed SAT anomalies after removing the EX component, and their relationships with decadal-to-multidecadal
SST variations in the North Atlantic and Pacific Oceans. Furthermore, we analyzed Arctic response to observed
SST anomalies associated with AMO or IPO in a coupled model (pacemaker runs) to quantify the impacts on
Arctic SAT from AMO or IPO. Our results should improve current understanding of how individual external
forcings and variability inherent in the North Atlantic and Pacific Oceans contribute to the observed Arctic
warming. These findings have important implications for constraining the uncertainty in future Arctic projections.

2. Data and Methods

2.1. Observations

Three observational global data sets for monthly SAT are used in this study: GISTEMP4 from NASA GISS on
2° % 2° grids (Lenssen et al., 2019), HadCRUTS from CRU/Hadley Centre on 5° X 5° grids (Morice et al., 2020),
and Berkeley Earth Surface Temperature (BEST) on 1° X 1° grids (Rohde et al., 2013). GISTEMP4 and Had-
CRUTS are combined data sets derived by blending SAT observations from weather stations over land with SST
observations from ships, buoys, and other sensors. BEST has two versions with different data over the sea-ice
covered areas: one uses inferred SAT calculated from weather station SAT records through statistical methods
and the other uses SST observations. The first one is used here. We focus on the 1900-2021 period with relatively
homogeneous and abundant observations. Observational monthly SST on 1° X 1° grids over 1900-2021 from
Hadley Center Sea Ice and Sea Surface Temperature data set (HadISST, Rayner et al., 2003) is used. HadISST
calculates SST near sea-ice edge using statistical relationships between SST and sea ice concentration and assigns
a fixed value for the areas with sea ice cover greater than 90%. The monthly data of sea level pressure (SLP),
geopotential height, horizontal winds, and precipitation are obtained from ERAS (for 1950-2021, Hersbach
et al., 2020) and ERA-20C (for 1900-1949, Poli et al., 2016) reanalysis data sets. We rescaled the ERA-20C
anomaly using the ratio of standard deviations over 1950-2020 between ERAS and ERA-20C to reduce the
inhomogeneity in their variance. The anomalies from ERAS5 and ERA-20C are relative to their own monthly
climatology over a common period from 1979 to 2010.

2.2. Large-Ensemble Simulations

We estimated the forced signal mainly using CESM2LE, which has 100 ensemble runs under CMIP6 historical
forcing from 1900 to 2014 and SSP3-7.0 emissions scenario from 2015 to 2100 (Rodgers et al., 2021). These
members have random and different internal atmospheric and oceanic variability but the same external forcing,
despite small differences in biomass burning representation. Twenty of them began from 20 different years from a
PI (pre-industrial) control simulation with various Atlantic meridional overturning circulation (AMOC) states,
while the remaining 80 runs begun from four selected years from the PI control run corresponding to the
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maximum, decreasing, minimum, and increasing state of the AMOC (20 runs for each start year), with micro-
perturbations in atmospheric temperature. The ensemble mean of CESM2LE represents primarily the response
to external forcing with very small contributions from internal variability, especially for regional averages such as
Arctic-mean SAT. Below, we will demonstrate that the variance of internal variability (e.g., IPO) in individual
runs has been significantly reduced in the ensemble mean. The CESM?2 exhibits significant improvements from
its order generations, Community Earth System Model v1 Large Ensemble (CESM1LE), in the representation of
Northern Hemisphere atmospheric circulations (such as storm tracks, stationary waves, atmospheric blocking)
and has good performance compared to other CMIP6 models (Simpson et al., 2020).

Unlike the CESM2LE, the CESMI1LE simulations uses CMIP5 historical (up to 2005) and RCP8.5 (2006 on-
wards) radiative forcing and initialized from the same ocean and sea ice conditions and micro perturbations in
atmospheric temperature (Kay et al., 2015). While CESM1 better match the observed magnitude of Arctic
Amplification than CESM2 (Chylek et al., 2023), the temporal evolution of external forcing in CMIP6 simula-
tions is more realistic than that in CMIPS simulations, particularly after 2005. As we will explain in Section 2.3,
accurate temporal evolution of external forcing is crucial for determining the EX component in observations.
Because of our use of the regression-based rescaling (also see Section 2.3) in estimating the forced component in
observed SAT, the mean warming biases of the CESM2LE revealed by Chylek et al. (2023) should not affect our
results, as we show below.

The CESM2LE and CESM1LE differ both in the model structure and forcing. In order to understand the different
results estimated using CESM2LE and CESMILE, we further analyzed a CESM2-CMIP5 forcing ensemble,
which includes 10 ensemble runs by the CESM2 with CMIP5 historical and RCP8.5 forcing as in CESM1LE, so
that the difference between CESM1LE and CESM2-CMIPS5 forcing represents the impact of the model changes.

Large ensemble simulations from three other CMIP6 models are also analyzed: ACCESS-ESM1-5, MPI-ESM1-
2-LR, and MIROCS6. The first two use the same radiative forcing as CESM2LE and have 40 and 30 runs,
respectively. The last one has 33 runs for the historical and SSP2-4.5 forcing scenarios. Responses to SSP3-7.0
and SSP2-4.5 forcings are very similar up to the middle 21st century (Davy & Outten, 2020). Although CMIP5
offer more large ensembles than CMIP6 and they have been widely used to study Arctic changes (e.g., Baxter
et al., 2019; England et al., 2021; Pauling et al., 2021), CMIP6 models apply more accurate forcing from 2005 to
2015 and exhibit significant improvements in the simulation of Arctic sea ice and near surface temperatures
(Davy & Outten, 2020).

To isolate the effects of individual external forcings, we further analyzed four CESM2 single-forcing ensembles
in which only the interested forcing evolves with time while other forcings are fixed at the PI values. Three of
them used individual forcings that are the same as CESM2LE: greenhouse gas (GHG), anthropogenic aerosols
(AA), and biomass burning aerosols (BBA), respectively; while the other one used the else external forcings (EE;
mainly including the natural radiative forcing, e.g., solar insolation and stratospheric volcanic aerosols). BBA
includes the aerosols due to human biomass burning for agricultural, land use and fuels, as well as natural
wildfires. AA includes industrial, agricultural, domestic and transport-related aerosol emissions, excluding BBA.
These single-forcing ensembles used the same model and individual forcings as CESM2LE; therefore, they can be
used to analyze the respective effects of the individual external forcings.

To examine the relationship between unforced Arctic SAT and decadal-to-multidecadal variations in the North
Atlantic and Pacific Oceans, we utilized two sets of idealized pacemaker experiments using Community Earth
System Model version 1 (CESM1; Hurrell et al., 2013), the predecessor of CESM2. One set has two thirty-
member ensembles restoring idealized positive and negative AMO patterns over 8°N—65°N Atlantic (i.e.,
idealized AMO" and AMO™ pacemaker experiments; Castruccio et al., 2019); the other set has two ten-member
ensembles restoring idealized positive and negative IPO patterns over 40°S—60°N Pacific (i.e., idealized IPO*
and IPO™ pacemaker experiments; Meehl et al., 2021); the rest of the model is fully coupled. Radiative forcing is
fixed at the PI level to eliminate the influence of external forcing. The ensemble members for each experiment are
initialized with small atmospheric temperature perturbations. Each simulation runs for a decade. The idealized
AMO and IPO configurations are obtained by regressing unforced SST series at each grid point onto the AMO
and IPO indices defined by NCAR (Meehl et al., 2021). The unforced SST series are estimated as the residuals of
observed SST series after subtracting the forced SST series derived from CMIPS5 multimodel ensemble simu-
lations using a signal-to-noise maximizing empirical orthogonal function (EOF) method (Ting et al., 2009).
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2.3. Methods

Following previous studies (e.g., Dai et al., 2015; Qin et al., 2020a, 2020b), we used the ensemble-mean annual-
mean anomaly timeseries (x) averaged over the Arctic (67°-90°N) from an all-forcing or a single-forcing
ensemble to approximately represent the forced signal over the Arctic. The anomalies are relative to the 1901—
1970 mean. We then obtained the EX component (Ygx) in observations at each grid point (y, with mean
removed) by scaling x with the regression coefficient (b) between x and y over 1900-2021: Ygx = bx. The scaling
by b is to account for any systematic bias in model-simulated long-term response to external forcing or biases in
external forcings, and it greatly reduces the sensitivity of the estimated EX component to model mean biases as
shown below. The use of the long period from 1900 to 2021 in the regression ensures that internal decadal-
multidecadal variations would not be aliased with the forced long-term change (x). We found that b is around
0.75 in the Arctic between the observed and CESM2LE SAT, suggesting that CESM2 slightly overestimates the
forced response to historical forcing (either due to errors in its climate sensitivity or historical forcing data). The
values of b for the other three CMIP6 models (ACCESS-ESM1-5, MPI-ESM1-2-LR, and MIROC6) range from
0.85 to 1.10. This implies that if we were to directly use the ensemble-mean SAT to estimate the EX component
without rescaling, as has been done previously (e.g., Fyfe et al., 2021; Suo et al., 2013), the estimates would vary
considerably among the models.

When using an all-forcing large ensemble to derive Ygx, the residual in y (i.e., y — bx) represents mainly the local
unforced internally generated (IV) component. As such, we decomposed the total variations and changes in
observations into the EX and IV components over the period from 1900 to 2021 at each grid point. Using
CESM2LE ensemble-mean local anomaly at each grid point or global-mean anomaly as the forced signal does not
alter the results greatly (not shown). When using a single-forcing large ensemble to derive the Yy, we can obtain
the EX component due to the specific forcing. We then applied a 10-year low-pass Butterworth filtering on the EX
and IV timeseries to focus on decadal-to-multidecadal variations and long-term changes. Area-weighting was
used in regional averaging. A bootstrap algorithm was used to test the significance of correlation between two
low-pass filtered timeseries, which requires no assumptions about distributions or autocorrelations. We reordered
the timeseries randomly and calculated the correlation coefficient between them. Repeating the process 10,000
times allows us to construct a correlation distribution. A correlation coefficient that falls below the 2.5th or above
the 97.5th percentile of the bootstrapped distribution is statistically significant at the 5% level based on a two-
tailed test.

The AMO index is defined as the linearly detrended, 10-year low-pass filtered SST anomaly timeseries averaged
over the North Atlantic (80°W-0°, 0°N-60°N, outlined in Figures 6a—6c), following Qin et al. (2020b). The IPO
index is calculated using SST, — (SST; + SST5)/2 (Henley et al., 2015), where SST,, SST,, and SST; are 10-year
low-pass filtered SST anomaly timeseries averaged over three regions respectively: the northwestern Pacific
(NWP, 140°E-145W°, 25°N-45°N), ECEP (170°E-90W°, 10°S—10°N), and southwestern Pacific (SWP, 150°E-
160W°, 50°S-15°S), which are outlined in Figures 6d—6f. Using linear regression between CESM2LE ensemble-
mean global-mean SST anomalies (x) and observed SST anomalies at each grid point (y) over 1900-2021, the EX
and IV components of the observed SST anomalies are obtained, from which we calculate the IV components of
the AMO and IPO indices. The IV components of the AMO and IPO indices in the individual runs are calculated
by subtracting the ensemble-mean of the AMO and IPO indices from individual runs. After removing the
ensemble mean, both the IV AMO and IPO indices are uncorrelated [r = —0.008 + 0.124 (mean + std) for IV
AMO and r = —0.008 + 0.116 for IV IPO] among the CESM2LE runs. According to our estimates below, the
Arctic SAT changes related to the IV components of AMO and IPO are independent to the EX component of the
observed Arctic SAT (r = 0.09 and —0.07, respectively). Despite the different approaches for obtaining the
unforced SST series, the SST anomalies associated with the IV component of AMO (IPO) are similar to the SST
differences between idealized AMO™ and AMO™~ (IPO* and IPO™) pacemaker simulations (shown below).

The IPO variance in individual runs has been greatly reduced to approximately 1% in the CESM2LE ensemble
mean [PO index, which is uncorrelated with Arctic-mean SAT. As a result, the externally forced SAT signal in the
Arctic, which is derived from the ensemble mean, should not include influence from internal IPO. This also
supports that the ensemble mean can be considered the forced signal. However, the ensemble-mean AMO index
does show substantial multidecadal variations, primarily representing the impact of anthropogenic and volcanic
aerosols (e.g., Booth et al., 2012; Mann & Emanuel, 2006; Murphy et al., 2017; Qin et al., 2020a; Watanabe &
Tatebe, 2019). Thus, the impact of ensemble-mean AMO on Arctic SAT may be obscured by the non-direct
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impact from the simultaneous external forcing. This is beyond the scope of this study. Our primary focus here is
on the relationship between the IV components in the Arctic, Pacific, and North Atlantic.

3. Results
3.1. Forced and Unforced SAT Changes and the Roles of Various External Forcings

The observed Arctic-mean SAT anomaly series (Figure 1a) are similar among the three data sets, showing rapid
warming from 1917 to 1938, steady cooling from 1938 to 1965, mild warming from 1965 to 1987, and accelerated
warming since 1987. Figure 1b shows the EX and IV components in observed SAT estimated through linear
regression using CESM2LE ensemble-mean Arctic-mean SAT anomaly timeseries as the forced signal. The three
observational data sets produce nearly identical EX components (» > 0.99; dashed lines in Figure 1b) that
represent a long-term warming trend with some slowdown from the 1940s—1960s and a pause in the early 1990s
after the Pinatubo eruption.

In contrast, the estimated IV components differ noticeably among the three data sets (solid lines in Figure 1b);
nevertheless, they all show decadal cooling from around 1904-1917, warming from 1917 to 1938, cooling from
1938 to 1965, and warming since about 1987. The IV and EX components of the observed Arctic SAT are un-
related (r = 0.01; Figure 1b), suggesting that the influences of the internal variability and external forcings are
largely independent. As shown in Figure 1c, these IV-induced decadal trends contribute greatly to the decadal
variations in the warming rates of Arctic SAT seen in observations, especially during the early 20th century
warming from 1917 to 1938 (~67%) and mid-20th century cooling 1938-1965 (~104%). While the unforced
component exhibits no significant long-term trends from 1900 to 2021 (Figure 1c) and only accounts for ~20% of
the overall variance since 1900 (Figure 1b), it accounts for ~40% of the rapid warming since 1979 (Figure 1c). As
BEST employs more station observations and advanced algorithms to estimate the SAT over the sea-ice covered
area and has a higher a horizontal resolution compared to the other two data sets, the following results regarding
the estimated EX and IV components of SAT (shown in Figures 2b, 2¢, 3b, 4b—44i, 5, 10, 11, and 12) are based on
BEST. Using the other two observational SAT data sets did not significantly alter the overall results, except for a
minor overestimate (underestimate) of the contribution from the estimated IV component to the early 20th century
warming (rapid Arctic warming in recent three decades).

The forced signals for Arctic SAT from the CESM2LE and three CMIP6 large ensembles, which are defined as
ensemble-mean Arctic-mean SAT anomalies in individual models, differ substantially after 1960 (Figure 2a, partly
due to the use of 1901-1970 as the reference period). The CESM2LE has forced signal time series in the upper range
among the four CMIP6 ensembles (Figure 2a). This is likely due to its enhanced cloud feedback and high equi-
librium climate sensitivity (Danabasoglu et al., 2020; Meehl et al., 2020). However, the EX components in
observed SAT estimated using these forced signals and the rescaling method are very similar (r > 0.99; red lines in
Figure 2b). Using the forced signals (white bars in Figure 2¢) directly without the rescaling would overestimate the
contributions from external forcing to the observed Arctic SAT trends by ~10% over the selected periods and lead
to larger uncertainties. This indicates that the rescaling method can effectively eliminate the effect of the model
biases in the simulated response to historical external forcing, making the estimated EX components in observa-
tions insensitive to the model mean biases in simulating the forced response. Thus, the rescaling method avoids the
difficulty in choosing the forced response from a certain model.

Using the forced signal derived from a 40-member CESM1 Large Ensemble (CESMI1LE) (Kay et al., 2015) did
not significantly change our estimates of EX and IV components (solid and dotted lines in Figure 3b). The
correlation coefficient between the EX (IV) components estimated using CESM2LE and CESM1LE reaches 0.97
(0.94), with p < 0.01. However, there is a notable difference after 2000: the EX component estimated using
CESMI1LE shows a quasi-linear warming trend after 2000, whereas that estimated using CESM2LE reveals a
weakened warming trend from the 2000s to the 2010s. The difference is strongly related to the discrepancy in their
forced signals (Figure 3a). The similarity of EX components estimated using CESM1LE and a 10-member
CESM2 ensemble forced by CMIPS forcing (CESM2LE-CMIPS forcing; dash-and-dot line in Figure 3b) sug-
gests that this difference is due to the use of CMIPS forcing in CESM1LE, rather than the model differences. As a
result, the contribution of external forcing to the observed warming trend estimated using CESM2LE gradually
weakens from 1987 to 2016; in contrast, the contribution estimated using CESM1LE remains nearly consistent
during this period. Nevertheless, the warming trends due to external forcing estimated using CESMI1LE and
CESM2LE are similar as long as we do not focus on short periods after 2000.
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Figure 1. Observed, forced, and unforced Arctic surface air temperature (SAT) anomalies (°C, relative to 1901-1970 mean).
(a) Annual (thin lines) and 10-year low-pass filtered (thick lines) SAT anomalies averaged over the Arctic (67°-90°N) from
1900 to 2021 in Berkeley Earth Surface Temperature (black lines), GISTEMP4 (orange lines), and HadCRUTS (cyan lines)
data sets, and (b) low-pass filtered time series of their externally forced (EX, dashed lines) and internally generated (IV, solid
lines) components estimated through linear regression using CESM2LE ensemble-mean Arctic-mean SAT time series as the
forced signal. Dotted lines are used for the beginning and ending 5 years of low-pass filtered time series since they are based
on mirrored data and thus are less reliable. The correlation coefficients (r) between observed, EX, and IV time series are
shown in (b), with a superscript star indicating statistical significance at the 5% level. (c) Linear trends (°C per decade) of the
low-pass filtered time series of observed Arctic-mean SAT (gray bars) and its EX (red bars) and IV components (blue bars)
over 1900-2021, 1979-2021, and four selected periods (shown in a and b) averaged across the three observational data sets,
with their spreads shown by vertical lines.

The forced signals for Arctic SAT in the CESM2 single-forcing ensembles can generally sum up to the overall
forced signal in CESM2LE, but with slower warming rates after 1990 (Figure 4a). It is likely due to that the
increasing surface albedo and cooling surface temperature in the AA simulations result in a positive feedback of
cooling through increasing sea ice and snow (Deng et al., 2020), while this positive feedback does not exist in
reality nor in CESM2LE because of the overwhelming warming effect from GHGs. The artificial cooling in the
AA ensemble mean can be reduced using the rescaling method (blue lines in Figures 4a and 4b). The linear
combination of the EX components estimated using the forced signals in four single-forcing ensembles and the
rescaling method generally replicates the temporal variations of the EX component estimated using the forced
signal in CESM2LE (dotted and solid black lines in Figure 4b; r = 0.97) and the trend pattern over the Arctic from
1900 to 2021 (Figures 4h and 4i; pattern correlation coefficient » = 0.96), while the linear combination shows
larger decadal variations and regional trend differences likely due to the nonlinear response (Deng et al., 2020) or
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Figure 2. Inter-model differences in the forced signals and estimated forced components for CMIP6 ensembles. (a) Forced
signals for Arctic-mean surface air temperature (SAT) anomalies (°C) from 1900 to 2021 obtained from ensemble means of
CESM2LE (black line), MIROC6 (orange line), MPI-ESM1-2-LR (blue line), and ACCESS-ESM1-5 (green line)
simulations, along with the respective inter-realization spreads (shadings). (b) Low-pass filtered time series of EX (red lines)
and IV components (blue lines) in Arctic-mean BEST SAT anomalies estimated through linear regression using the forced
signals in (a). The beginning and ending 5 years of low-pass filtered time series are not shown. (c) Linear trends (°

C decade™") of low-pass filtered forced signals (white bars) and the EX components estimated using them (red bars)
averaged over CESM2LE and three CMIP6 ensembles, with their spreads shown by vertical lines.

small ensemble sizes of single-forcing ensembles. This suggests that Arctic SAT responses to the historical
external forcings are approximately linearly additive.

The EX component dominates the overall changes in observed Arctic SAT from 1900 to 2021 (Figures la and
1b), explaining ~80% of the total variance (which includes the long-term changes) and most of the long-term
Arctic warming since 1900 (Figure 1c). The response to external forcing also accounts for much (~60%) of the
rapid Arctic warming since 1979, consistent with Johannessen et al. (2004) and Nozawa et al. (2005) who
examined only a few realizations and thus had difficulties in dealing with the large IV-induced spread. As
shown in Figures 4c—4g, the forced trends over 1900-2021 are mainly caused by a combination of GHG-
induced warming, AA-induced cooling, and warming induced by natural forcings, while the role of BBA is
fairly minimal. The forcings in the EE runs mainly represents a long-term increase in solar radiation during the
20th century and a Iull in volcanic activity from 1920 to 1960 and after the early 1990s (see the annual effective
solar irradiance north of 30°N in Suo et al. (2013) and the annual stratospheric aerosol optical depth in
Bokuchava & Semenov, 2021). The EE forcing contributes as much as the GHG forcing during 1979-2021 and
even more than the GHG forcing during the rapid warming from 1987 to 2016, which mainly reflects the
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Figure 3. Forced signals and forced components estimated using CESMI1LE, CESM2LE, and CESM2-CMIP5 ensembles.
(a) Forced signals for Arctic-mean surface air temperature (SAT) anomalies (°C) from 1920 to 2021 obtained from ensemble
means of CESM2LE (black line), CESMILE (red line), and CESM2-CMIPS5 forcing ensemble (cyan line), along with the
respective inter-realization spreads (shadings). (b) Low-pass filtered time series of the EX (red lines) and IV components
(blue lines) in Arctic-mean BEST SAT anomalies estimated through linear regression using the forced signals in (a). The
beginning and ending 5 years of low-pass filtered time series are not shown. Because the CESM1LE simulations start from
1920, in this figure the reference state is defined as the 1921-1970 mean while it is defined as the 1901-1970 mean in the rest
of the manuscript.

warming effect due to increased solar activity and the recovery from the cooling caused by the Pinatubo
volcanic eruption in 1991.

Previous studies broadly agree that the early 20th century Arctic warming is caused by a combined effect of
internal variability and anthropogenic and natural forcings, but it remains challenging to quantify their relative
contributions (e.g., Bokuchava & Semenov, 2021; Fyfe et al., 2013; Johannessen et al., 2004; Suo et al., 2013;
Svendsen et al., 2021). In our estimates, anthropogenic GHG and AA changes and natural forcing (mainly an
increase in solar radiation and a lull of volcanic eruptions) during this period have similar contributions to the
early 20th century warming from 1917 to 1938 (the red, blue and green bars in Figure 4c), but their combined
effect only explains 33% of observed warming during 1917-1938, with the rest from internal variability
(Figure 1c). Extending the period to 1910-1945 only leads to a small increase (to 41%) in the contribution by the
forced component. Thus, our results align with the findings of Tokinaga et al. (2017) and Svendsen et al. (2018,
2021) and suggest that the early 20th century warming is driven mainly by internal variability. Some studies that
compared the observed warming trend directly with specific forcing series (e.g., Bokuchava & Semenov, 2021) or
single-forcing simulations of SAT without rescaling (e.g., Suo et al., 2013) may have overestimated the effect of
external forcing in the early 20th century warming. If we skipped the rescaling, our estimated contribution by
external forcing to Arctic warming during 1917-1938 would be 43% (instead of the current 33%). This illustrates
the importance of the rescaling described in Section 2.3. Consistent with England et al. (2021), we also found that
the mid-20th century Arctic cooling is dominated by internal variability (Figure 1c), as the AA-induced cooling is
largely canceled by the GHG-induced warming (Figure 4c).

3.2. Sources of Internal Variability Responsible for the IV Component in Arctic SAT

The leading mode (EOF1) from an EOF analysis of the low-pass filtered local IV components in observed Arctic
SAT during 1900-2021 indicates pan-Arctic warming that is stronger over the Eurasian Arctic extending from the
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Figure 4. Forced Arctic surface air temperature (SAT) anomalies due to specific forcings. (a) Forced signals for Arctic SAT anomalies (°C) obtained from ensemble
means of Community Earth System Model version 2 (CESM2) single-forcing runs (greenhouse gas (GHG), anthropogenic aerosols (AA), biomass burning aerosols
(BBA), and EE are shown by red, blue, brown, and green lines, respectively, with inter-realization spreads shown by shadings), compared with their linear sum (black
dotted line) and the forced signal obtained from the ensemble mean of CESM2LE (black solid line). (b) Low-pass filtered EX components in Arctic-mean Berkeley
Earth Surface Temperature SAT anomalies (°C) estimated through linear regression using the forced signals in CESM?2 single-forcing ensembles (GHG, AA, BBA, and
EE are indicated by red, blue, brown, and green dashed lines, respectively), their linear sum (black dotted line), and the EX components estimated using the forced signal
from CESM2LE (black solid line). The beginning and ending 5 years of the low-pass filtered time series are not shown. (c) Linear trends (°C decade™") of the low-pass
filtered EX components estimated using the forced signals from CESM2 single-forcing ensembles (GHG, AA, BBA, and EE are indicated by red, blue, brown, and
green bars, respectively), their linear sum (gray bars), and CESM2LE (white bars). (d—i) Trend patterns (°C decade™") of low-pass filtered EX components estimated
using the forced signals in (d)—(g) CESM2 single-forcing ensembles, (h) their linear sum, and (i) CESM2LE over 1900-2021.

Siberian coast to the central Arctic (Figure 5¢), which accounts for ~70% of the variance in the unforced Arctic SAT
fields. The PC1 has a strong correlation with AMO (r = 0.87; Figure 5a). This correlation is primarily due to the [V
component of AMO (dashed line in Figure 5a), which dominates the overall AMO changes during 1900-2021 and
generally is in-phase with PC1 (purple line in Figure 5a). Nevertheless, the difference between the shading and the
dashed line in Figure 5a indicates that the EX component contributes significantly to the total AMO since the mid-
1940s with a cooling trend from 1940s to 1970s and a warming trend since the mid-1990s, consistent with previous
analyses (e.g., Qin et al., 2020a). Thus, AMO's contribution to Arctic SAT changes might be overestimated if we
used the total AMO instead of its unforced component. Regressing the unforced Arctic SAT against the unforced
AMO reveals a pan-Arctic warming centered around the Kara Sea (Figure 5¢), which is comparable to the EOF1
pattern (Figure 5c, r = 0.81, p < 0.01) with some regional differences (e.g., over Greenland). The SST pattern
associated with the positive PC1 is characterized by basin-wide warming over the North Atlantic (Figure 6a),
similar to the warm phase of unforced AMO (Figure 6b). Their pattern correlation coefficient is 0.53 over the entire
globe (p < 0.01) and reaches 0.80 over the Atlantic domain (0-80°W, 55°S—60°N).

The second mode (EOF2), which explains ~10% of the variance in the unforced Arctic SAT fields, exhibits
warming from northern Canada to Alaska and cooling from Svalbard to the Barents Sea (Figure 5d). As the
warming is stronger and more extensive than the cooling, EOF2 represents weak warming averaged over the
entire Arctic from 67° to 90°N. It is positively correlated with IPO (r = 0.54, p < 0.01), especially IPO's IV
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Figure 5. Leading modes of the unforced Arctic surface air temperature (SAT) anomalies. (a and b) Time series of first and second principal components (PC1 and PC2,
purple lines) from the empirical orthogonal function analysis of low-pass filtered IV components of BEST SAT anomalies over the Arctic from 1900 to 2021 with the
forced component being estimated using CESM2LE ensemble-mean Arctic-mean SAT through linear regression. Also shown in (a) are the Atlantic Multidecadal
Oscillation (AMO) index (pink and blue shadings for warm and cold phases, respectively) and its IV component (dashed line), and in (b) the Interdecadal Pacific
Oscillation (IPO) index (pink and blue shadings for positive and negative phases, respectively) and its IV component (dashed line). The beginning and ending 5 years are
not shown. The correlation coefficient r is shown in the bottom left corner. (c and d) The corresponding spatial patterns (EOF1 and EOF2) with the explained variances
(in %). (e and f) Regressed SAT (°C per standard deviation) onto normalized IV components of (¢) AMO and (f) IPO shown by dashed lines in (a) and (b). The Arctic-
mean SAT anomalies (°C) for one standard deviation of the index are shown above the panel. The stippling indicates statistical significance at the 5% level. The pattern
correlation coefficient r between the patterns in (c) and (e), (d) and (f) is shown in the top right corner of (e), (). All the correlations shown in this figure are statistically
significant at the 5% level. The Arctic is divided into two areas by the straight black line: A1 (from 30°W to 150°E, mainly the Atlantic-Eurasian Arctic, on the lower-
right side of the black line) and A2 (from 150°E to 30°W, mainly the North American-Pacific Arctic, on the upper-left side of the black line).

component (r = 0.58, p < 0.01), which accounts for most of the observed IPO during 1900-2021 (Figure 5b). The
SST pattern associated with positive PC2 displays a warm anomaly in ECEP and cold anomalies in the extra-
tropical Pacific (Figure 6d), resembling the positive phase of unforced IPO pattern (Figure 6e). Their pattern
correlation coefficient is 0.91 (p < 0.01) over the Pacific domain (140°E-90°W, 55°S—60°N). The regressed
pattern of Arctic SAT against the unforced IPO (Figure 5f) are highly correlated (r = 0.78, p < 0.01) with EOF2
pattern (Figure 5d), although regional differences exist.

These results strongly indicate that there are close associations between EOF1 and unforced AMO and between
EOF2 and unforced IPO. To understand how they are interconnected, we examine the associated changes in
precipitation (Figure 6), horizontal (Figure 7) and meridional atmospheric circulations (Figure 8). Figures 6-8
also show the differences between the idealized AMO* and AMO™ pacemaker simulations (idealized IPO*
and IPO~ pacemaker simulations) that represent the impact of unforced AMO™ (IPO*) relative to the impact of
unforced AMO™ (IPO™). The simulated Arctic SAT differences are shown in Figure 9. The SST differences
between the idealized AMO* and AMO™ (IPO* and IPO™) pacemaker simulations are very similar to the SST
anomalies associated with positive PC1 (PC2) over the North Atlantic (Pacific), with a significant pattern cor-
relation reaching 0.74 (0.77).

Associated with positive PC1 or warm AMO, the reanalysis data shows a high-pressure anomaly in the upper
troposphere at high latitudes in the North Hemisphere (contours in Figures 7a and 7b) but a low-pressure anomaly
near the surface stretching from the northern North Atlantic to the Barents and Kara Seas (shadings in Figures 7a
and 7b) above anomalous warm SSTs (shadings in Figures 6a and 6b), which suggests ascending anomalies in the
Atlantic-Eurasian Arctic. Accordingly, we find a weakening in the Polar cell between 50° and 80°N in reanalysis
data sets during positive PC1 and AMO (Figures 8a and 8b), which can lead to anomalous low-level southerlies
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Figure 6. Sea surface temperature (SST) and precipitation associated with the unforced Arctic warming. (a, b, d, e) Correlation coefficients between low-pass filtered
anomalies of observed SST (shading) and precipitation (contours; positive green and negative brown with an interval of 0.2) at each grid point with (a) PC1 and (d) PC2
(purple lines in Figures 5a and 5b), and with the IV components of (b) Atlantic Multidecadal Oscillation and (e) Interdecadal Pacific Oscillation (dashed lines in
Figures 5a and 5b). (c, f) Ensemble-mean differences in SST (shading; °C) and precipitation (contours; positive green and negative brown with an interval of 0.2 mm/
day) between (c) the idealized AMO™ and AMO™ pacemaker simulations and (f) the idealized IPO* and IPO~ pacemaker simulations. The stippling indicates that the
correlation or difference shown by shading is statistically significant at the 5% level. In (b), (c), (e), (f), pattern correlation coefficients with the SST pattern in a (d) over
the globe (r), Atlantic domain (80°W-0°, 50°S—60N°, r,,), and Pacific domain (140°E-90W°, 50°S—60N°, r},) are shown, with the superscript star indicating statistical
significance at the 5% level. The North Atlantic (80°W-0°, 0°~60N°®) are outlined in the left column. The equatorial central-eastern Pacific (170°E-90W°, 10°S—10°N),
NWP (140°E-145W°, 25°N-45°N), and SWP (150°E-160W°, 50°S—15°S) are outlined the in right column.

and thus warm advection into the marginal Arctic (Figures 7a and 7b). Meanwhile, related to precipitation in-
creases in the tropical North Atlantic (contours in Figures 6a and 6b) caused by the interhemispheric SST gradient
(shadings in Figures 6a and 6b), the ascending branch of the Hadley cell strengthens around 10°N during positive
PC1 and AMO (Figures 8a and 8b), consistent with a northward displacement of the Atlantic Intertropical
Convergence Zone (ITCZ) in response to a warm AMO as previously proposed (e.g., Peings & Magnusdot-
tir, 2016). Such enhanced precipitation and displaced ITCZ can generate upper-level divergence and a Rossby
wave train into mid-high latitudes, resulting in high pressure anomalies over northern Eurasia from the surface to
upper troposphere (e.g., Okumura et al., 2001). Thus, associated with positive PC1 and AMO, we find high
pressure anomalies around northern Eurasia both at the surface and in the upper troposphere in reanalysis data
(shadings and contours in Figures 7a and 7b), which causes southwesterly anomalies from the North Atlantic
toward the Barents-Kara Sea along the coast of Northern Europe (vectors in Figures 7a and 7b), bringing
anomalous heat and moisture advection into the Arctic. Furthermore, the subpolar warming in the North Atlantic
associated with positive PC1 and AMO (shadings in Figures 6a and 6b) can result in anomalous oceanic heat
transport by ocean currents from the North Atlantic into the Arctic such as the Barents-Kara Sea (Beitsch
etal., 2014; Bengtsson et al., 2004; Goosse & Holland, 2005), which also favors Arctic warming especially in the
Atlantic-Eurasian sector.
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Figure 7. Horizonal atmospheric circulation anomalies associated with the unforced Arctic warming. (a, b, d, e) Regressed maps of sea surface pressure (SLP; shadings;
Pa per standard deviation), 200-hPa geopotential height (Z200; contour interval = 4 gpm per standard deviation; positive solid and negative dashed), and 850-hPa
horizonal wind anomalies in ERA-20C and ERAS reanalysis (UV850; vectors; m/s per standard deviation) at each grid point onto (a) PC1 and (d) PC2, and the IV
components of (b) Atlantic Multidecadal Oscillation and (e) Interdecadal Pacific Oscillation. (c), (f) Ensemble-mean differences in sea level pressure (SLP) (shadings;
Pa), Z200 (contour interval = 4 m; positive solid and negative dashed) and UV850 (vectors; m/s) between (c) the idealized AMO™ and AMO™ pacemaker simulations
and (f) the idealized IPO™ and PO~ pacemaker simulations. The stippling indicates that the SLP anomaly or difference is statistically significant at the 5% level. In (b),
(c), (d)—(f), the Z200 pattern correlation coefficients with a (d) over the northern hemisphere (ryy), North Atlantic (ry,), and North Pacific (140°E-90W°, 0°-60N°,
ryp) are shown, with the superscript star indicating the statistical significance at the 5% level; likewise, the SLP pattern correlation coefficients are shown in the

parentheses.

Similar to the observational and reanalysis regression results, the difference between the idealized AMO™ and
AMO™ pacemaker simulations indicates anomalous warm SSTs extending from the North Atlantic to the Barents
Sea (Figure 6c¢), decreased surface pressure and increased upper-level pressure over the North Atlantic and
Eurasian Arctic (Figure 7c), weakening of the Polar cell (Figure 8c), and pan-Arctic warming (Figures 9a and 9c).
This suggests that the unforced AMO is capable of causing the relationship with EOF1, and EOF1 largely rep-
resents the influence of the unforced AMO on the Arctic SAT. However, in the difference between the idealized
AMO" and AMO™ simulations, Arctic warming spreads across the entire Arctic except the Greenland Sea
(Figure 9c¢), unlike the warming centered around the Kara Sea in EOF1 (Figure 5c) and the observational regression
(Figure 5e). Moreover, as the difference between the idealized AMO™ and AMO™ experiments shows a ~0.25°C
increase in the SST averaged over the North Atlantic (Figure 6¢) and a ~0.25°C increase in the Arctic-mean SAT
(Figure 9a), the simulated Arctic warming response to 1°C SST increase averaged over the North Atlantic is
approximately 1°C. This magnitude is much smaller than the corresponding regression in the observation: a 1°C
increase in the North Atlantic-mean SST is associated with a 2.5°C Arctic warming. This lower response may be
partly caused by the extensive sea-ice cover in the simulations due to the use of PI radiative forcing. Excessive sea
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Figure 8. Meridional circulation anomalies associated with the unforced Arctic warming. (a, b, d, ) Zonal-mean profiles of regressed vertical pressure velocity and
meridional velocity anomalies from ERA-20C and ERAS reanalysis (vectors; hPa/s and m/s per standard deviation, respectively) onto (a) PC1 and (d) PC2, and the IV
components of (b) Atlantic Multidecadal Oscillation and (e) Interdecadal Pacific Oscillation. (c), (f) Zonal-mean profiles of ensemble-mean differences in vertical
pressure velocity and meridional velocity (vectors; hPa/s and m/s, respectively) between (c) the idealized AMO™ and AMO™ pacemaker simulations and (f) the
idealized IPO* and IPO~ pacemaker simulations. The black vector highlights the regressed anomaly or difference statistically significant at the 5% level in vertical
pressure velocity or meridional velocity. Shadings denote vertical pressure velocity anomalies (10~ hPa/s per standard deviation) in (a), (b), (d), (¢) and differences
(10™* hPa/s) in (c), (f), with upward (downward) motions shown in purple (orange). Contours denote the climatology of vertical pressure velocity (blue for ascending
and red for descending with an interval of 0.4 x 10~ hPa/s).

ice can dampen Arctic warming especially over the Eurasian sector by cutting off the amplifying feedbacks
associated with sea-ice variations (Deng & Dai, 2022). In addition, although the simulated difference shows
increased precipitation in the tropical North Atlantic (Figure 6c¢) similar to the reanalysis data regressions, the
surface high pressure response is weak over Eurasia compared with the reanalysis (Figures 7b and 7c). The
simulated difference therefore cannot capture the anomalous warm advection from the North Atlantic into the
Arctic, which may also contribute to the underestimation of the warming response in simulations.

With positive PC2 and IPO, tropical precipitation is enhanced in the central Pacific (contours in Figures 6d and 6e)
in response to the warm SSTs over ECEP (shadings in Figures 6d and 6e), which triggers upper-level divergence
anomalies in the subtropical Pacific and thus generates an atmospheric teleconnection from the tropical Pacific
across the North Pacific to northern Canada with a quasi-barotropic structure at mid-high latitudes (Figures 7d and
7e). A similar wave-train structure originating from excessive tropical convection is captured by the differences
between the idealized IPO* and IPO™ pacemaker experiments (Figures 6f and 7f). The 200-hPa geopotential height
and SLP difference patterns between the idealized IPO* and IPO~ simulations over the North Pacific roughly
resemble the regressed patterns in the reanalysis (r = 0.74 and 0.60, p < 0.01). Similar wave-train like pattern has
also been observed in atmospheric model simulations forced by tropical SST anomalies characterized by ECEP
warming (Deser & Phillips, 2009; Tokinaga et al., 2017). Their paralleled experiments forced by the positive IPO-
like SST trend and its tropical component suggested that the tropical forcing of IPO explains the majority of the
wave-train like pattern across the North Pacific, as well as the Pacific-North American Arctic warming related to
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IPO. The deepened Aleutian Low (shadings in Figures 7d-7f), enhances
southeasterly winds along the west coast of North America (vectors in

AMO* minus AMO-

Figures 7d-7f) and advects anomalous warm and moist air to the Arctic,
promoting Arctic warming in the North American-Pacific sector. In the
reanalysis and simulations, in accordance with positive surface pressure
anomalies occurred over the majority of Arctic regions during positive PC2
and IPO (shadings in Figures 7d-7f), the descending branch of the Polar cell
within the Arctic strengthens (Figures 8d—8f), which may also contribute to
Arctic warming by adiabatic heating. The Arctic is ~0.2°C warmer in the
idealized IPO* experiment than in the idealized IPO~ experiment (Figure 9b),
inresponse to a ~1°C increase in the SST difference of ECEP minus the sum of
NWP and SWP (Figure 6f). This warming magnitude is comparable to that in
observational regressions: a ~0.3°C Arctic warming corresponds to a 1°C
increase in the SST difference of ECEP minus the sum of NWP and SWP. The
above results suggest that the poleward-propagating wave train originating
from excessive tropical convections and the resultant Arctic warming are
robust responses to the positive phase of unforced IPO, and PC2 represents the
influence of unforced IPO on Arctic SAT. However, the simulated SAT dif-
ference indicates stronger warming in the Atlantic sector (Figure 9d) rather
than in the North American-Pacific sector as in EOF2 (Figure 5d) or in the
observational regressions (Figure 5f). This is probably due to the differences in
the IPO-related SST changes in simulations and observations over the North
Atlantic (Figures 6d—6f), which further results in different atmospheric cir-
culation responses from the North Atlantic to Eurasia (Figures 7d-7f). The

small ensemble size of the idealized IPO pacemaker experiments may also
introduce uncertainty regarding the spatial pattern of Arctic warming response.

Figure 9. CESMI-simulated Arctic surface air temperature (SAT) responses

in idealized pacemaker experiments. Arctic-mean SAT (°C) in (a) idealized
AMO™ and AMO™ pacemaker simulations and (b) idealized IPO* and IPO~
pacemaker simulations by CESM1, with bars showing the ensemble means,
vertical black lines showing the +1 standard deviation ranges, crosses
showing the individual runs, and dots showing the medians. SAT differences
(°C) between (c) the idealized AMO™ and AMO™ pacemaker simulations
and (d) the idealized IPO™ and IPO~ pacemaker simulations over the Arctic.
The stippling indicates that the difference is statistically significant at the 5%

level.

To quantify the AMO- and IPO-related Arctic SAT changes, their associated
Arctic-mean SAT time series are reconstructed by multiplying the normalized
IV component of the AMO or IPO index by the corresponding Arctic-mean
SAT anomalies per standard deviation of the index (shown above
Figures 5e and 5f). We find that the Arctic-mean SAT changes associated
with unforced AMO (orange line in Figure 10a) largely explains the multi-
decadal swings in the unforced component of the observation, including
cooling periods before 1917 and from 1938 to 1965 and warming periods
from 1917 to 1938 and after 1987, with a maximum of ~0.4°C around 1940
and a minimum of ~—0.4°C around 1975. In contrast, the IPO only induces small fluctuations in Arctic-mean
SAT on decadal time scales (blue line in Figure 10a), mainly due to the cancellation of the dipole structure of
EOF?2 (Figure 5f). As expected, the reconstructed time series (orange and blue lines in Figure 10a) are unrelated to
the EX component of the observed Arctic SAT (r = 0.09 and —0.07, respectively), suggesting that the influences
of the unforced AMO and IPO are largely independent from the forced response.

The combined effect of AMO and IPO explains approximately half of the early 20th century warming and mid-
20th century cooling in observations (Figures 1c¢ and 10b). It is primarily due to a warm AMO peak in the 1930s
and its switch to a cold phase until the 1970s (Figure 5a). Moreover, the unforced warming in the North Atlantic
since the 1970s accounts for ~32% of the observed Arctic warming trend from 1979 to 2021 and ~80% of its
unforced component (Figures 1c and 10b). The positive-to-negative IPO transition around 2000 (Figure 5b)
partially offsets the AMO-induced Arctic warming during 1987-2016 (Figure 10b).

We emphasize that while IPO's impact on Arctic-mean SAT may be small due to the opposite dipole structure in
Arctic SAT (Figure 5d), its impact on regional SAT over the North American-Pacific sector could be large.
Figure 11 shows that IPO's influence (blue lines) is larger in the North American-Pacific Arctic (A2) than in the
Atlantic-Eurasian Arctic (A1) sector, whereas AMO's influence (orange lines) is relatively small in the North
American-Pacific Arctic. The IV component of SAT in the Atlantic-Eurasian Arctic comes mainly from AMO's IV
component (Figure 11a), whereas for the North American-Pacific Arctic and Arctic-mean it results from both [PO
and AMO and other variability (Figure 11b). This results in stronger multidecadal variations in the observed SAT
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Figure 10. Unforced Arctic surface air temperature (SAT) changes due to Atlantic Multidecadal Oscillation (AMO) and

Interdecadal Pacific Oscillation (IPO). (a) Reconstructed Arctic-mean SAT anomalies (°C) from 1900 to 2021 calculated

using normalized IV components of AMO (orange line) and IPO (blue line) multiplied by the associated Arctic-mean SAT
anomalies (°C per standard deviation), with the black dotted line showing their sum. The black solid line shows the low-pass
filtered IV components in Arctic-mean SAT anomalies using Berkeley Earth Surface Temperature data set and CESM2LE
for estimating the forced component (see black solid line in Figure 1b). The beginning and ending 5 years of the low-pass
filtered time series are not shown. The correlation coefficients between the time series are given in the bottom left corner,
with the superscript star indicating statistical significance at the 5% level. (b) Linear trends (°C per decade) of the black solid
line (white bars), black dotted line (gray bars), orange line (orange bars), and blue line (blue bars) in (a) for different periods.

over the Atlantic-Eurasian Arctic and more decadal fluctuations in the observed SAT over the North American-
Pacific Arctic (black solid lines in Figures 11a and 11b). Due to EOF1's stronger loading over the Eurasian
Arctic (Figure 5c), unforced components of the early 20th-century warming from 1917 to 1938 and recent rapid
warming since 1987 are relatively pronounced in the Atlantic Eurasian Arctic (Figures 11c and 11d). On the other
hand, as externally forced warming is faster in the North American-Pacific Arctic than in the Atlantic-Eurasian
Arctic in recent decades (black dashed lines in Figures 11a and 11b), the forced response contributes more to
the rapid warming since 1979 or from 1987 to 2016 in the North American-Pacific Arctic (Figures 11c and 11d).

The forced and unforced Arctic SAT changes are generally greater during winter than during summer (white bars
in Figure 12), which is consistent with the stronger warming effect by sea-ice loss and other Arctic positive
feedbacks in the cold season (Dai et al., 2019; Jenkins & Dai, 2022). The GHG-induced Arctic warming and other
forced components (except the cooling by AA in the mid-20th century) are also substantially stronger in winter
than in summer (Figures 12a and 12c), which is not surprising given the stronger Arctic feedbacks in winter.
Similarly, AMO and IPO's influences on Arctic SAT are much weaker in summer than in winter (Figures 12b and
12d), also likely due to stronger winter positive feedbacks associated with sea-ice variations and changes. In
particular, the mid-20th century cooling dominated by internal variability is absent in summer (white bars in
Figure 12d). Presumably, this is also due to weak Arctic feedbacks in the warm season (Jenkins & Dai, 2022).
Thus, both the externally forced and internally generated SAT changes over the Arctic are much stronger in winter
than in summer, likely due to the stronger effects from sea-ice loss and other Arctic feedbacks in winter and the
stabilizing effect of the Arctic Ocean open water surfaces in summer.

4. Summary and Discussion

To improve quantitative understanding of the contributions from external forcing and internal variability to
observed Arctic (67°-90°N) warming, we used a 100-member CESM2LE and a rescaling method to estimate the
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Figure 11. Differences between the Atlantic-Eurasian Arctic and North American-Pacific Arctic. (a and b) Low-pass filtered time series of regional Berkeley Earth
Surface Temperature (BEST) surface air temperature (SAT) anomalies (°C; black solid lines) averaged over (a) Al and (b) A2 (A1 denotes the Atlantic-Eurasian Arctic
sector and A2 denotes the North American-Pacific Arctic sector as shown in Figure 5c) and the EX (black dashed lines) and IV components (black dotted lines)

estimated through linear regression using CESM2LE ensemble-mean SAT time series averaged over Al and A2 as the forced signal, respectively, and regional SAT
anomalies reconstructed by normalized IV components of Atlantic Multidecadal Oscillation (orange lines) and Interdecadal Pacific Oscillation (blue lines) multiplied
by the associated SAT anomalies (°C per standard deviation) averaged over (a) Al and (b) A2, respectively. The beginning and ending 5 years of the low-pass filtered
time series are not shown. The correlation coefficients between the time series within each panel are given, with the superscript star indicating statistical significance at
the 5% level. (c and d) Linear trends (°C per decade) of regional BEST SAT timeseries averaged over (c) Al and (d) A2 (gray bars) and the EX (red bars) and IV (blue

bars) components.

EX and IV components in Arctic SAT changes from 1900 to 2021, and examined their temporal and spatial
patterns, seasonal differences, and contributions to observed warming trends over different sub-periods. Our
estimated EX component is not strongly affected by the choice of the observational SAT data set and the model
ensemble, and it exhibits a long-term warming trend as a result of the GHG forcing and natural forcing and
cooling due to AA forcing, with some slowdown from the 1940s—1960s and a pause in the early 1900s. We find
that the forced response dominates the overall changes in Arctic SAT from 1900 to 2021. In contrast, the IV
component shows no significant trend from 1900 to 2021, but it significantly influences the decadal-to-
multidecadal trends in Arctic SAT. Our estimate further shows that the forced component accounts for almost
all of the Arctic long-term warming from 1900 to 2021 and much (~60%) of the rapid warming since 1979,
explaining 80% of the total variance during 1900-2021. However, the early 20th century Arctic warming from
1917 to 1938 resulted primarily from internal variability (67%) and second from external forcing (33%), and the
mid-20th century Arctic cooling from 1938 to 1965 resulted mainly from internal variability (104%) as the GHG
and other forcing-induced warming is canceled out by the AA-induced cooling. The rapid Arctic warming since
1987 is a combined effect of internal variability (mainly a negative-to-positive phase transition of the unforced
AMO) and external forcing (mainly increases in GHG and solar activity, and the recovery from Pinatubo-induced
cooling at the beginning of the 1990s). The small ensemble size (15) of single-forcing experiments might not fully
eliminate the impact of internal variability in the ensemble mean, thus the attributions to individual forcings may
require additional verification. Both forced and unforced changes are stronger in winter than in summer likely due
to the larger effects from sea-ice loss on the atmosphere and stronger Arctic positive feedbacks in the cold season,
as well as the stabilizing effect of Arctic Ocean open water surfaces in summer; however, the percentage con-
tributions by external forcing to Arctic warming is greater in summer than in winter due to the greatly weakened
impact on summer Arctic SAT by internal variability.

The unforced changes in Arctic SAT can largely be attributed to two leading modes. The first mode, which
accounts for 70% of the unforced variance, is pan-Arctic warming characterized by stronger warming over the
Eurasian Arctic, possibly caused by a warm phase of unforced AMO. A warm-phase AMO can warm the Arctic
by weakening the Polar cell in the Atlantic-Eurasian sector and anomalous oceanic heat transport from the North
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Figure 12. Differences Arctic-mean surface air temperature (SAT) trends between winter and summer. Similar to Figures 4c and 10b, but for the SAT during (a, b) winter
(December to February, DJF) and (c, d) summer (June to August, JJA), instead of the annual-mean SAT. The forced signal used in regressions are (a, b) DJF-mean and
(c, d) JJA-mean Arctic-mean SAT time series from CESM2LE ensemble mean and Community Earth System Model version 2 single-forcing ensemble mean. The left
panels show the forced SAT trends due to different external forcings, while the right panels show the unforced SAT trends due to unforced Atlantic Multidecadal
Oscillation and Interdecadal Pacific Oscillation over different periods.

Atlantic to the Arctic. The second mode exhibits relatively weak warming averaged over the entire Arctic with
warming over the North American-Pacific sector and cooling over the Atlantic sector; it explains 10% of the
unforced variance and is significantly correlated with the unforced IPO. A positive-phase IPO is characterized by
excessive ECEP precipitation, whose latent heating triggers a poleward-propagating atmospheric wave train
across the North Pacific, deepening the Aleutian Low, bringing more warm and moist air into the Pacific-North
American Arctic, and resulting in adiabatic heating over the Arctic. Coupled pacemaker simulations by CESM1
with idealized AMO- or IPO-relatied SST anomalies specified only in their respective domain largely confirm the
results based on observations and ERAS data that the positive-phase AMO and IPO are more favorable for Arctic
warming than the negative AMO and IPO. However, the warming pattern over the Arctic is not entirely consistent
between observations and simulations, and the AMO-related warming is much weaker in simulations than in
observations. This may be related to the excessive sea-ice cover in the pacemaker simulations with preindustrical
radiative forcing which could dampen Arctic response to SST forcing, and the unrealistic SST response in the
other ocean basin, which can affect the overall impacts on the Arctic. Further research is needed on the muted
response. We estimated that the AMO dominates the unforced components of Arctic warming during 1979-2021,
1917-1938, and 1987-2016, especially over the Eurasian Arctic and in winter. This finding corroborates previous
studies suggesting that the AMO dominates the unforced Arctic variations (e.g., Beitsch et al., 2014; Cai
et al., 2021; Chylek et al., 2009, 2014; Goosse & Holland, 2005; Zhang, 2015), although the exact explained
variance is divergent in these studies. This may partly because that they did not separate the observed AMO into
the forced and unforced components and thus cannot precisely estimate the contributions from internal variability
inherent in the North Atlantic. Using different methods to derive the IV components of AMO and IPO may also
result in variations in the quantified numbers.

Our result differs from some earlier studies indicating that a positive-phase IPO was the major cause of the early
20th century warming in the Arctic (Svendsen et al., 2018). The experiment by Svendsen et al. (2018) is driven by
wind observations over the Indo-Pacific, which may include not only the atmospheric response to IPO but also the
influences from external forcing and AMO (Qin et al., 2020b); their estimates therefore cannot clearly separate
the roles of IPO, AMO, and external forcing. On the other hand, our finding seems to contradict previous studies
suggesting that the ECEP cooling trend (corresponding to a positive-to-negative phase transition of the IPO)
drives the observed Arctic warming and sea-ice loss since 1979 (e.g., Ding et al., 2014, 2019). Ding et al. (2014)
detected a coupling mode between cold ECEP and high pressure around Greenland using maximum covariance
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analysis of observational and reanalysis data that intensified from 1979 to 2012 with the fastest rates occurring in
the 1990s. Atmospheric model simulations forced by the observed SST in the tropics from 1979 to 2012
(including a cooling trend in ECEP) can produce a trend pattern with a wave-train structure similar to the ob-
servations, originating in the tropical Pacific and resulting in high pressures over northern Canada and Greenland
(Ding et al., 2014). However, their simulated Arctic warming is much weaker than that in observations and is
mainly over the Pacific Arctic whereas the observed warming trend is maximum over the Eurasian Arctic (Ding
et al., 2014). In fact, the ECEP cooling trend from 1979 to 2012 emphasized by Ding et al. (2014) concurs with a
negative-to-positive phase transition of AMO. A negative IPO-like pattern in the Pacific is a robust response to a
warm AMO (Figure 6¢), and many studies showed that the North Atlantic warming in recent decades can lead to
an unprecedented increase in Pacific trade winds, which accounts for ~60% of the tropical Pacific cooling since
1979 (e.g., Cai et al., 2019; Li et al., 2016; McGregor et al., 2014; Meehl et al., 2021). Thus, perhaps Ding et al.’s
statistical estimates of the IPO's influence include some contributions from the concurring AMO changes. It is
also possible that our EOF1 includes some effects from the Pacific SST anomalies associated with the AMO
changes. However, given the dipole SAT response to IPO in the Arctic and the orthogonality between the PC1 and
PC2, the contribution from IPO in our estimated AMO's impact is likely small. Nevertheless, more studies are
needed on the relationship between the North Atlantic and tropical Pacific and its impact on the Arctic.

The last cold phase of the AMO occurred over 20 years ago in the 1990s; emerging evidence indicates that the
North Atlantic subpolar gyre is already cold and is probably developing into a cold AMO (Frajka-Williams
etal.,2017). If this occurs, Arctic warming trend is likely to slow down in the next few decades, but cooling like in
the mid-20th century is unlikely to happen as the externally forced warming trend is much stronger after the
1980s. Furthermore, recent studies suggest that nonlinear responses to external forcings are more pronounced in
the Arctic than at lower latitudes (Deng et al., 2020; Pauling et al., 2021), which requires further investigation
since external forcing plays a major role in determining the overall warming rate of the future Arctic.
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This article is based entirely on public data sets. The BEST, GISTEMP4, HadCRUTS5 observational data was
provided by Rohde et al. (2013), Lenssen et al. (2019), and Morice et al. (2020), respectively. The ERAS and
ERA20C reanalysis data sets are from Hersbach et al. (2020) and Poli et al. (2016). CESM2LE, CESMI1LE, and
CMIP6 simulations are introduced by Rodgers et al. (2021), Kay et al. (2015), and Eyring et al. (2016). CESM2
single-forcing, CESM2-CMIP5 forcing, and CESM1 idealized pacemaker simulations are downloaded through
the NCAR Climate Data Gateway (https://www.earthsystemgrid.org/dataset/ucar.cgd.cesm2.cmip5.forcing.html,
https://www.earthsystemgrid.org/dataset/ucar.cgd.cesm2.single.forcing.large.ensemble.html, https://www.earth-
systemgrid.org/dataset/ucar.cgd.ccsm4.IPO-PACEMAKER .html, and https://www.earthsystemgrid.org/dataset/
ucar.cgd.ccsm4.amv_lens.html).
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