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Research about urban local climate and urban heat island often relies on land surface temperature
(LST) data to characterize the distribution of temperature near the surface. Although using
remotely sensed data for such work has the advantage of continuous spatial coverage at regular
temporal intervals, it is recognized that surface temperature is not an ideal proxy for air tem-
perature (AT). This study's goal is to develop a spatiotemporal model revealing the relationship
between LST and AT within the complexities of the urban environment. A mobile weather
monitoring unit was used to collect spatially-explicit fine-scale AT data while Landsat 8 and 9
passed overhead collecting LST data. A spatiotemporal model of the relationship between LST and
AT in Philadelphia was constructed with this data utilizing basis functions to account for spatial
and temporal autocorrelation. The spatiotemporal model results show a strong relationship be-
tween LST and AT and indicate that it is possible to predict fine scale AT (120 m) using remotely
sensed LST in an urban context (r-squared = 0.99, RMSE = 0.89 °C). The spatiotemporal model
outperforms models that do not account for spatial and temporal autocorrelation, highlighting the
importance of considering these dependencies in temperature modeling. City-wide AT predictions
were generated for Philadelphia demonstrating the ability of the model to improve understanding
of local urban climate.

1. Introduction

As climate change causes global temperatures to rise (Calvin et al., 2023) and urbanization continues to intensify (Huang et al.,
2019), there is a growing concern for the burden of heat in cities (Greene et al., 2011; Harlan and Ruddell, 2011). It is a common
practice to use remotely sensed land surface temperature (LST) as a proxy for air temperature (AT) in studies of local urban climate and
urban heat island (Buyantuyev and Wu, 2010; Ho et al., 2016; Hondula and Davis, 2014). AT refers to the temperature of the air,
usually 2 m above the land surface, at a given location whereas LST refers to the temperature of the land surface at a given location. It is
recognized that satellite derived remotely sensed LST is not a perfect proxy for AT due to many limitations, such as limited sampling
frequency and cloud cover obscuration (Berg and Kucharik, 2022). In urban areas, LST is unable to accurately account for the physical
heterogeneity of the built environment (Meili et al., 2021). Furthermore, the actual temperature of the air differs from LST due to
humidity, wind, and the capacity of surface to retain heat (Stewart et al., 2021). In urban contexts, where social and physical envi-
ronments change rapidly across space and time, LST lacks critical nuance and precision to accurately reflect fine scale temperature
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patterns and the lived experience of community members (White, -Newsome Jalonne L., Brines, S. J., Brown, D. G., Dvonch, J. T.,
Gronlund, C. J., Zhang, K., Oswald, E. M.,and O, "Neill Marie S., 2013).

AT data is collected using monitors that can record data for the specific times and locations where they are active. AT data is often
collected at weather stations sporadically distributed in point locations such as airports. Some cities, like Madison, WI (Berg and
Kucharik, 2022); Novi Sad City, Serbia (Savic et al., 2023); and Birmingham, UK (Warren et al., 2016), have extensive stationary AT
monitoring networks, but these are difficult and costly to maintain in the long term and still provide limited spatial coverage. Spatially
sporadic weather data has limited usefulness in spatial analysis of urban systems where extreme heterogeneity requires fine spatial
analysis (Sohrabinia et al., 2015). Mobile monitoring has been used in some studies to obtain accurate AT data. While researchers have
launched successful data collection campaigns with temperature sensors mounted to backpacks (Schwarz et al., 2012), bikes (Ziter
etal., 2019), and cars (Unger et al., 2010), mobile monitoring is also restricted in spatial scope and has limited capability to produce a
long historical record. In effect, the lack of availability of fine scale AT data has inhibited research on how AT influences and is
influenced by urban systems.

LST is commonly measured through remote sensing such as thermal sensors on satellite platforms. The LANDSAT satellites monitor
LST at a relatively fine spatial and temporal resolution (Sohrabinia et al., 2015). For example, Landsat satellites 8 and 9 measure the
surface temperature of a location every 8 days at 100-m resolution (Landsat Science Products, 2023). LST is measured using thermal
infrared sensors (TIRS). LST is calculated by applying the Single Channel algorithm on TIRS Band 10 (Landsat Science Products, 2023).
The Landsat 8 thermal sensors Band 10 measure wavelengths from 10.6 to 11.2 pm (Lloyd, 2021) while the Landsat 9 thermal sensors
Band 10 measure wavelengths 10.3-11.3 pm (Landsat 9 Bands, 2021).

A major limitation of using LST data remotely sensed from satellites is that cloud cover affects the quality and spatial extent of the
data. Thermal infrared sensors cannot penetrate clouds meaning their data is only viable on days with limited to no cloud cover. Efforts
have been made to develop methodologies to correct for cloud cover interference, but no consensus on best practice has been reached
(Wang et al., 2019; Zhu et al., 2022). LST is also limited temporally because it is measured at specific days and times. For example,
Landsat satellites pass over Philadelphia every 8 days around 11:40 am EST (Landsat Science Products, 2023). In contrast, weather
stations measuring AT operate continuously providing better temporal resolution. Whereas AT monitors can measure temperature at a
specific location, remotely sensed LST has a coarser resolution and generalizes temperatures over a unit of distance. Landsat satellites 8
and 9 measure LST at 100 m resolution (Landsat 9 Bands, 2021; Lloyd, 2021).

LST data is commonly used to represent temperature in a myriad of different applications. Many studies of urban heat island (UHI)
focus on surface urban heat island (SUHI) using LST data because of its accessibility and large spatial coverage (Liu et al., 2016).
Further, LST is often used to show changes in climate patterns due to the large historical catalog of LST data (Pepin et al., 2019). LST
has also been used to measure how changes in landcover and urban structure impact temperatures (Julien et al., 2011; Lemoine-
Rodriguez et al., 2022; Li et al., 2016; Mitz et al., 2021; Mumtaz et al., 2020; J. D. Stewart and Kremer, 2022). In studies of the impact
of temperature on human health and heat vulnerability, it is also common to use LST due to the widely accessible nature of this data
(Navarro-Estupinan et al., 2020; Schinasi et al., 2022). Nevertheless, researchers recognize that in most cases using LST data is not
ideal and further measures should be developed to improve temperature data quality and availability (Stewart et al., 2021).

The relationship between surface temperature and air temperature is understood to be highly specific to time, location and scale.
Generally, LST has larger diurnal variability than AT, with higher daytime temperatures and lower nighttime temperatures (Sohrabinia
et al., 2015; White-Newsome et al., 2014). The relationship between LST and AT has been demonstrated to be stronger at night than
during the day (Goldblatt et al., 2021; Shiflett et al., 2017). The difference between AT and LST is greatest when both are highest
during the summer and early afternoon (Gallo et al., 2011; Zhang et al., 2014). This relationship has been studied around the globe at
geographic scales that span from continents (Chakraborty et al., 2022; Zhang et al., 2014) to neighborhoods (Goldblatt et al., 2021;
Unger et al., 2010). Typically, there is a strong relationship between LST and AT in homogeneous rural settings, but other factors like
cloud cover, wind, time of day, season, and nearby land cover can affect this relationship (Gallo et al., 2011; Mutiibwa et al., 2015).

The heterogeneity of urban environments further complicates the relationship between AT and LST. Confounding factors that are
specific to the natural and built environment of a site impact how LST and AT relate to each other meaning that this relationship can
vary greatly from city to city (Naserikia et al., 2023; Yoo et al., 2018). As urban areas are all unique, research on this relationship has
yielded different results depending on the city. Studies in Vancouver, Canada and Hangzhou, China found either poor or no corre-
lations between LST and AT although these studies faced AT data limitations (Ho et al., 2016; Sheng et al., 2017). Ho et al. (2016)
relied heavily on data from Weather Underground's network of personal weather stations which is easily accessible but hindered by
unreliable accuracy and precision of the data. Sheng et al. (2017) managed their own network of five weather stations but were limited
in spatial extent due to the small number of stations. Nevertheless, a growing number of studies in cities across the world find a
correlation between LST and AT. These studies relied on large networks of stationary monitors (Alvi et al., 2022; Azevedo et al., 2016;
do Nascimento, A. C. L., Galvani, E., Gobo, J. P. A., and Wollmann, C. A., 2022; Sfica, and Cretu, C.-Stefanel, Ichim, P., Hritac, R., and
Breaban, [.-G., 2023), extensive mobile monitoring (Amani-Beni et al., 2022; Unger et al., 2010) or a combination of both (Schwarz
et al., 2012) in order to compile large quantities of AT data needed for accurate modeling. However, many of these studies have
attempted to investigate a linear relationship between AT and LST which may be inappropriate given the complexity of the urban
environment and how it affects temperatures.

The essential issue of spatiotemporal analysis is that observations collected close in time and space are related (Tobler, 1970). This
violates the assumption of independence that is foundational to linear analysis. Failure to address spatial and temporal dependence in
variables can lead to biased regression estimates or greater standard errors in the regression estimators, which impacts the validity of
statistical inference. It has been established that spatial and temporal autocorrelation are present in both LST and AT, yet recent
research suggests that climate change could increase both spatial and temporal autocorrelation of temperature underscoring the
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Fig. 1. The distribution of the viable data points collected in Summer 2022 and Spring 2023. The data collection route is depicted in dark grey while
viable points from each day are shown in orange, green, blue, teal, and mauve. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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importance of developing methodologies for accounting for these effects (Di Cecco and Gouhier, 2018). Spatially regressive models,
like spatial lag and spatial error models, account for spatial autocorrelation in various ways to correct the independence assumption
violation inherent to spatial data (Ward and Gleditsch, 2019). Spatiotemporal models account for both spatial and temporal depen-
dence in the data. Spatiotemporal autocorrelation has been dealt with in autoregressive-integrated-moving-average models, space-
—time autoregressive models, three-dimensional geostatistical models, and panel data models (Griffith, 2010).

Models relating LST and AT in urban environments are only beginning to develop in the literature because of the complexity of
modeling and the lack of appropriate empirical data. Models have been developed predicting AT from LST at larger spatial scales (e.g.
1 km) across large study areas (e.g. Northeastern USA) but few are city-specific and operate at a spatial scale that would be most useful
in dense metropolitan areas (Kloog et al., 2014; Parmentier et al., 2015). Successful models have been developed with smaller scopes in
other parts of the world (Emamifar et al., 2013; Sandoval and Meza, 2014; W. Zhu et al., 2013). However, these models focus on rural
areas. Alvi et al. (2022) produced a model able to predict fine scale AT across an urban environment using only LST, land cover and
emissivity data, but their model does not account for spatial and temporal autocorrelation. Machine learning based models are also
beginning to develop and show promising predictive results (dos Santos, 2020). Currently, we are unaware of any other studies that
successfully predict AT using only LST at a fine scale accounting for both spatial and temporal autocorrelation in the model itself within
an urban system.

This study aims to investigate the AT-LST relationship in urban areas by creating a spatiotemporal model of AT, applied in Phil-
adelphia, PA. Overall, the goal is to provide a better understanding of the relationship between LST and AT in the urban environment in
order to support efforts to improve our collective knowledge on temperature interactions in urban systems. The objectives of this study
are as follows: a) To collect significant amounts of AT data through mobile monitoring while Landsat LST is being remotely sensed. b)
To create a spatio-temporal model that accounts for both spatial and temporal autocorrelation within the model structure capable of
predicting spatially continuous fine scale (120 m) daily AT using only LST as an input. ¢) To employ the model to produce city-wide AT
predictions using remotely sensed LST and to examine how AT predictions and remotely sensed LST vary over space and time.

2. Methods
2.1. Case study area: Philadelphia

Philadelphia is the largest city in Pennsylvania with a population of 1,603,797 people as of 2020 (QuickFacts: Philadelphia City,
Pennsylvania, 2022). The city has a population density of 30,896 people per square km indicating that the city is highly urbanized and
densely developed (QuickFacts: Philadelphia City, Pennsylvania, 2022). Landcover in Philadelphia consists primarily of high-density
urban development, and projections predict that the city will gain more dense urban development in the coming years as the popu-
lation continues to grow (USGS, 2019, Shade and Kremer, 2019).

Nevertheless, Philadelphia is home to many large formal green spaces as well as smaller informal green spaces like vacant lots
(Pearsall, 2017). Official city parkland makes up approximately 9.3% of the city's land area (Nowak et al., 2016). According to a 2018
Tree Canopy Assessment, the city as a whole had about 20% tree canopy coverage, but this is not distributed evenly. Overall, wealthier
whiter neighborhoods tend to have greater tree canopy coverage (Philly Tree Plan, 2023). Access to greenspace varies dramatically
across the city and is also heavily influenced by socioeconomic status (Locke et al., 2023). Greening has been shown to be a critical
component of reducing heat in urban environments meaning this inequitable distribution has serious consequences for human health
and well-being (Ziter et al., 2019).

2.2. Air temperature

AT data was collected through a data collection campaign in Philadelphia during Summer 2022 (August 13, August 29, and
September 14) and Spring/Summer of 2023 (April 2, April 10, and June 5). On days where the Landsat satellite passed over the city, AT
data was collected for the two hours before and two hours after the satellite passed over (~11:40 am EST/15:40 GMT). A car equipped
with GPS and weather monitoring equipment traveled a predetermined route traversing about 160 km representing a diverse com-
bination of the Philadelphia urban landscape (Fig. 1).

In summer 2022, the route was split into 4 sections that were each driven once during each month of the study period while the
LANDSAT satellite passed overhead. For the spring/summer 2023 campaign, a new route was created with the goal of achieving data
replication at the locations of viable data points from the summer 2022 campaign.

The Davis Instruments Vantage Pro2 Weather Station was used to measure and record AT and relative humidity at one-minute
intervals. The weather monitor was mounted on the back of the vehicle to eliminate any potential interference from residual heat
from the engine. iPads connected to a Trimble R1 High Accuracy GPS receiver and two Bad EIf GPS Pro+ receivers were used to record
time and coordinate locations at one second intervals. In the spring campaign's data collection, a Trimble TDC650 GNSS Handheld GPS
unit in addition to the Trimble R1 High Accuracy GPS receiver were used to record location data. The weather data was matched with
the GPS locations based off the timestamp using an R script. In cases where the timestamps did not match exactly, the weather data was
matched with the closest GPS location within five seconds before or after the weather data was collected.

2.3. Land surface temperature

The USGS LANDSAT Acquisition Tool (https://landsat.usgs.gov/landsat_acq) was utilized to determine when the Landsat 8 and
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Fig. 2. The spatial distribution of the 172 cells used to construct the AT-LST spatiotemporal model. Cell that contained multiple AT data points from
different days were deemed to be relevant "Overlap Cells" and are shown in red. The overlap cells are concentrated in Center City, South Phila-
delphia, and North Philadelphia. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
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Landsat 9 satellites passed over Philadelphia for the study period. Landsat Collection 2 level 2 LST Analysis Ready Data (ARD) thermal
band data was downloaded for the satellite acquisition days and transformed to LST in °C following established procedures (Landsat
Science Products, 2023). LANDSAT ARD data is atmospherically corrected and converted to surface temperature by an automated
procedure allowing direct use of the data for research purposes.

2.4. Data processing

Landsat ARD pixel quality assessment raster was used to create a mask of cloud cover. For Landsat LST data, each pixel in the data
raster is assigned a code that corresponds to a level of confidence that there is cloud interference as well as the type of cloud and how
significant the interference is (Landsat Science Products, 2023). These codes are commonly used by researchers to filter out inaccurate
data from the LST raster but in doing so some of the spatial continuity of the data is lost leading to gaps (Dwyer et al., 2018). This mask
was used to eliminate any pixels that were compromised by clouds.

Davis weather data was filtered to include points that were collected within the window of two hours before and two hours after the
LANDSAT pass over time (~11:40 am EST/15:40 GMT). The Davis AT data matched with GPS data was georeferenced in ArcGIS Pro
using the Display XY Data tool. Since the model that was used for this analysis employed temporal basis functions, repetition of the
same geographic location across multiple days was needed. A 120 m fishnet was overlayed with the points, and cells with data points
from multiple days were extracted to be used for analysis. The fishnet allowed for a standardized way to determine where data points
overlapped in location. In the end, 172 cells contained points on multiple days and were used in the analysis (Fig. 2).

LST was extracted and averaged from processed Landsat data for each cell. The matched LST and AT data was exported as a CSV file
for analysis in R.

2.5. Data analysis

We expected to encounter some level of spatial autocorrelation in our data due to the thermodynamic nature of both LST and AT.
Spatial autocorrelation refers to the amount of clustering present in a data set (Schwarz et al., 2015). To assess the level of spatial
autocorrelation in our data, a univariate local Moran's I test was performed on LST and AT data using GeoDa. Since temperatures can
change from day to day, the data was also grouped by collection day when performing these tests.

The same data set that was used to construct the spatiotemporal model was also used to develop Ordinary Least Squares (OLS),
Spatial Lag and Spatial Error models in GeoDa for comparison. These models provided benchmarks to assess the importance of ac-
counting spatiotemporal dependence in the data. OLS is a commonly used method for assessing the relationship between a dependent
variable and one or more independent variables by estimating the coefficients of a linear regression equation that describes the
relationship. Importantly, OLS does not account for spatial or temporal dependence in the data as it assumes the error terms are in-
dependent. Spatial lag and spatial error models are two commonly used spatially autoregressive models that account for spatial
autocorrelation in data. Spatial lag introduces a spatially lagged dependent variable to explain the spatial effects of the dependent
variable (Cliff and Ord, 1973). Eq. 1 depicts the structure of the spatial lag model:

y=pWy+xp+e 1)

where Wy is the spatial lagged dependent variable for the weights matrix (W), p is the spatial autoregressive coefficient, x is a matrix of
observations on the explanatory variables, j is the vector of regression coefficients, and ¢ is a vector of the error terms which is
independently and identically distributed. In contrast, the spatial error model accounts for spatial dependence in the error term
(Anselin, 1988). The spatial error model takes the form of:

y=xp+e¢ @
e=AWe+¢

where, x is a matrix of observations on the explanatory variables, /3 is the vector of regression coefficients, ¢ is the vector of error terms,
spatially weighted using the weights matric (W), 4 is the spatial error coefficient, and ¢ is a vector of uncorrelated error terms. We
employ a queen contiguity-based spatial weight matrix for spatial lag and spatial error modeling.

The spatiotemporal model employed in this research was adapted from the work of Fuentes and Guttorp (2006) and Wikle et al.
(2019) and utilizes the R package SpatioTemporal developed by Lindstrom et al. (2013). The structure of the model is:

V(si0) = ()4 D0 arle) v ®

Y(s;t) refers to the spatiotemporal observations meaning the air temperature at location s and time t. In the first term, x(s;t) is the
spatiotemporal covariate and f is the regression coefficient. Latitude and longitude data for the center of each cell served as geographic
covariates, s, while surface temperature served as the spatiotemporal covariate, x(s;t), with t representing the date on which the data
was collected. The dates from which we observe data are discrete. The dates were reformatted to account for seasonal effects by
assigning a value of 1 to the date earliest in the calendar year (in this case, August 2nd, 2023) and using a day counter to assign values
to other dates based on their distance from the first date. In the second term, {®;(t)} are the data-driven temporal basis functions which
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use smoothed empirical orthogonal functions (Fuentes and Guttorp, 2006) to account for temporal autocorrelation, and {o;(s)} are the
coefficients of the temporal basis functions are used to account for spatial autocorrelation. v is independently and identically
distributed with a fixed variance, 62, across space and time.

Temperature, collection dates and location data were used to estimate the temporal basis functions and their coefficients to account
for temporal and spatial correlation. Temporal autocorrelation between the observed days is accounted for solely by the temporal basis
functions {®;(t)}. The prediction of the temporal basis function values at unobserved days is done through spline interpolation. The
benefits of using basis functions include simplifying model parameters for estimation and gaining computational advantage via flexible
basis function design. This model employs two temporal basis functions to best fit the data, but additional basis functions can be added
depending on the data being used. Spatial autocorrelation is accounted for by the alpha coefficients of the basis function which are
modeled as multivariate (spatial) random fields. The {a;(s)} is a Gaussian random variable of which the mean is a function of the spatial
covariates. However, to avoid model overfitting, in our model the means of the basis function coefficients are chosen as constants,
independent of geographic covariates. Our model allows temporal correlations to vary with spatial locations via the {o;(s)}. The
covariance between {o;(s)} at two different locations decays following an exponential function as distance increases between the two
locations shown in eq. 4:

E(ai(s)) = ay, cov(a(s),ai(s+h)) = o'fexp( - @) “4)

E(ay(s) ) = az, cov(aa(s) ,an(s+h) ) = aﬁexp< - @)

where rjand r, are scale parameters and o2 and 63 are stationary variances. The model also assumes the strong assumption cov
(ae(s) ,aq(s)) =0 fork #1L

R-squared and root mean squared error (RMSE) values were calculated to assess how well the data fit the AT-LST spatiotemporal
model. A 10-fold cross-validation was performed to assess the accuracy of model predictions.

2.6. City-wide predictions

The fitted model is used to make predictions at unobserved locations. A space-time grid was defined using the centroid coordinates
of the 120 m fishnet and the days when temperature data was collected. Using average LST for each of the fishnet cells and their
locations as inputs, the model produced AT predictions and variances for all locations where LST was available across the city. Further,
we compared the AT predictions to the remotely sensed LST by subtracting LST from the predicted AT. Final figures were produced in
ArcGIS Pro. All collected AT and LST data as well as code for the spatiotemporal model are available on Mendeley Data (Scolio et al.,
2023).

3. Results
3.1. ST and AT data collection

In total, there were 430 data points used to find cells with multiple measurements, and the cells contained anywhere from 2 to 5
data points. Altogether, 172 cells containing data points from at least two different days were used in this analysis (Fig. 2).

A univariate Moran's I test was used to assess spatial autocorrelation for both the AT and LST data used in the model (Table 1). All
days show moderate to high Moran's I values except for August 29th. This day only contained 4 viable data points due to cloud cover
interference which likely biased the results. These results suggest moderate to high levels of clustering in the data as expected and
support the need to address spatial autocorrelation in the modeling approach. Overall, the AT data has a higher Moran's I value than
LST. This could be because remotely sensed LST includes temperature measurements from a variety of different surfaces like green-
spaces and pavement that have different thermodynamic qualities.

3.2. Model comparisons

The spatiotemporal model outperformed other models commonly used for temperature modeling. Table 2 compares the spatio-
temporal model's performance to that of OLS, Spatial Lag, and Spatial Error models.
It should be noted that OLS does not account for spatial or temporal dependence in the data, making this approach inadequate.

Table 1
Moran's I test results for all days of data used in the AT-LST spatiotemporal model for both LST and AT. *August 29th, 2022 only contained 4 viable
datapoints due to cloud cover interference, so these results may be biased by lack of data availability.

August 13 August 29* September 14 April 2 April 10 June 5
LST 0.259 —0.205 0.639 0.398 0.464 0.326
AT 0.724 0.509 0.355 0.463 0.717 0.771
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Table 2
Model performance comparisons between spatiotemporal model and three other commonly used models. The spatiotemporal model outperformed all
other models in terms of r-squared and RMSE. These values highlight the increased accuracy of predictions by the spatiotemporal model.

Model R-Squared LST Coefficient Standard Error RMSE
Spatiotemporal Model 0.99 -0.07 0.02 0.89 °C.
OLS 0.80 0.85 0.02 3.54°C

Spatial Lag 0.81 0.85 0.02 3.82°C
Spatial Error 0.88 0.82 0.05 3.58 °C

Spatial lag and spatial error models assume spatial dependence in the data but not temporal dependence also limiting their usefulness
in modeling temperature.

Nevertheless, these three models all had relatively high r-squared values (r > 0.80) despite failing to account for autocorrelation in
the data. The spatial error model outperformed the spatial lag model which was unexpected as spatial dependence for both LST and AT
is directly affected by location. These results could suggest a prevalence of random effects that the spatial lag model fails to account for.

As shown in Table 2, the OLS, spatial lag, and spatial error models had a positive coefficient for the LST parameter, while the
spatiotemporal model had a much smaller negative coefficient. These results indicate that, when spatial and temporal dependence and
variability are accounted for, the direction of the LST effect on AT is changed and the magnitude is smaller. These results suggest that
the relationship between LST and AT is highly influenced by spatial and temporal autocorrelation.

3.3. Model performance assessment

The spatiotemporal model resulted in an r-squared value of 0.99 and a RMSE of 0.89 °C. Fig. 3 depicts graphs for all viable data
collection days comparing observed AT and predicted AT by the spatiotemporal model as well as 95% confidence intervals for the
predicted AT given in °C. Notice that the scales of the charts vary to show the fit as weather conditions also varied across the data
collections days. The model was able to accurately predict AT with 95% confidence for each day for the 120-m cells containing data
from that day (Fig. 3).

This model was evaluated using a 10-fold cross-validation test. The cross-validation test yielded an r-squared value of 0.98 and a
RMSE value of 1.19 °C indicating that the model performed well and consistently on unseen data sets. Further, the cross validated
results produced 96% coverage of the 95% confidence interval meaning that 411 out of 430 predictions were withing the 95% CI.
Comparisons between observed AT and the cross-validated predictions are shown in Fig. 4. The cross-validated comparisons show
similar levels of variation between observed and predicted values when compared to the original spatiotemporal model using the full
dataset. Further, these results do not flag any concerns for bias or overfitting of the model.

3.4. LST parameter performance

LST was the only spatiotemporal covariate used in the model in order to highlight the relationship between LST and AT. Using the
spatiotemporal model, the parameter for LST gamma.st, given as § in the model specifications in eq. 3, was found to be a viable
predictor for AT due to its significant t-statistic of —2.83. Typically, if a t statistic has an absolute value above or equal to 2, it is
considered statistically significant. Therefore, LST is a significant predictor for AT in the model. The parameter estimations for the
spatiotemporal model are presented in Table 3.

The gamma.st parameter is the only parameter that is non-latent and valuable for interpretation as it does not change with location
or day. The gamma.st represents the underlying relationship between AT and ST, after accounting for all the temporal/spatial vari-
ations and correlations. The coefficient estimate for this parameter is —0.07 indicating a small negative relationship between LST and
AT. While controlling other factors in the model, as LST increases, AT tends to decrease.

Fig. 5 provides a comparison of model parameter estimates from the original model using the full dataset with parameter estimates
from the cross-validation. Overall, cross-validation parameter estimates were consistent with model parameter estimates showing
reasonable agreement with regards to values and uncertainties. Importantly, the gamma.st parameter receives similar estimated values
consistently across all groups indicating the validity of the observed relationship between LST and AT using the spatiotemporal model.

Table 3
Estimates and relevant statistics for model parameters.
Parameter Estimate Standard error t-Statistic
gamma.st —0.07 0.02 —2.83
alpha.const.(Intercept) 28.45 2.02 14.02
alpha.V1.(Intercept) 9.77 0.44 21.99
log.range.const.exp —-2.14 0.92 —-2.31
log. Sill.const.exp 1.88 0.89 2.12
log.range.V1.exp —3.75 0.54 —6.90
log.sill.V1.exp -0.18 0.46 —0.40
nu.log.nugget.(Intercept).iid 0.02 0.08 0.23
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Fig. 3. Comparison of observed and predicted AT across the six data collection days in °C with 95% confidence intervals. A line with a slope of one
and intercepts at (0,0) is used to demonstrate the strength of the relationship between observed and predicted values.

Fig. 4. Comparison of observed AT and predicted AT by the cross-validated model for the six data collection days in °C. 95% confidence intervals
are shown. A line with a slope of one and intercepts at (0,0) is used to demonstrate the strength of the relationship between observed and pre-
dicted values.

3.5. City-wide predictions

AT predictions were produced for all locations where LST was available for the days when temperature data was collected. Fig. 6
depicts the spatial distribution of AT predictions across Philadelphia. The model's predicted AT values highlight north and north-
eastern Philadelphia as being consistently hotter than the rest of the city across all 6 days. Even on days where minimal AT obser-
vations were available (such as August 29th, 2022, where only 4 viable AT observations were used) the model was able to produce
robust predictions across the city. The standard deviations of AT predictions at unobserved locations tend to become lower when those
locations get closer to where the actual AT observations were collected. Overall, the standard deviations of AT predictions tend to be
smaller at the days with more AT observations than days with fewer observations.

The spatial distribution of the difference between predicted AT and LST is also shown in Fig. 6. For 99.35% of predictions, AT was
cooler than LST. The magnitude of the differences varies based on time and location. The largest differences were observed in more
densely developed areas such as south and west Philadelphia. LST was shown to be cooler than AT along riverbanks and greener areas
of the city such as the Wissahickon Valley Park. Although the spatial distribution of LST and predicted AT were similar, the range of
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Fig. 5. Estimated parameters and approximate 95% confidence intervals (red) compared to parameter estimates from 10-fold cross-validation box
plots (black). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. City wide AT predictions and standard deviation for all data collection days as well as spatial representations of the difference between
predicted AT and remotely sensed LST across the city.

Table 4

LST and Predicted AT ranges for each day in °C.
Date August 13, 2022 August 29, 2022 September 14, 2022 April 2, 2023 April 10, 2023 June 5, 2023
LST 20.69-50.34 27.58-54.61 18.28-48.16 2.62-29.06 11.66-41.50 23.24-52.72
Predicted AT 13.54-21.40 12.79-20.69 16.97-24.61 6.95-14.92 14.61-22.06 19.31-27.10

10



M. Scolio et al. Urban Climate 55 (2024) 101921

temperatures overall and across each day (Table 4) differed significantly. The model produced AT predictions ranging from 7.0 °C to
27.1 °C. However, the LST measurements used to create these predictions ranged from 2.62 °C to 54.61 °C further demonstrating that
LST is not a reliable proxy for AT.

4. Discussion

In this paper, we study the nature of the relationship between LST and AT. We developed a model that can correct LST data to more
closely reflect AT. To accomplish this, we pursue novel approaches to both air temperature data collection and LST-AT modeling.
Previous papers have had inconsistent and contradictory findings on the nature of the relationship between LST and AT (Azevedo et al.,
20165 Ho et al., 2016; Sheng et al., 2017; Yoo et al., 2018). Although, more recently, the body of literature supporting the presence of a
relationship between LST and AT has grown significantly (Amani-Beni et al., 2022; do Nascimento, A. C. L., Galvani, E., Gobo, J. P. A.,
and Wollmann, C. A., 2022; Sfica, and Cretu, C.-Stefanel, Ichim, P., Hritac, R., and Breaban, 1.-G., 2023). Many papers look at this
relationship in the context of the ability of LST to measure the urban heat island as compared to AT (Berg and Kucharik, 2022; Unger
et al., 2010), but few are dedicated solely to investigating the nature of the AT-LST relationship.

This study produced empirical evidence of the relationship between remotely sensed LST and AT in urban areas by collecting AT
data at the same time LST data is collected by satellite. Most often, previous studies have relied on spatially sporadic networks of
stationary monitors to collect AT data during satellite pass over times (Berg and Kucharik, 2022; do Nascimento, A. C. L., Galvani, E.,
Gobo, J. P. A., and Wollmann, C. A., 2022; Fliickiger et al., 2022; Liu et al., 2022; Sfica, and Cretu, C.-Stefanel, Ichim, P., Hritac, R.,and
Breaban, I.-G., 2023; Wang et al., 2022). Because of the shortcomings of the most commonly used AT monitoring methods as discussed
in the introduction, it has been hard to determine if the lack of consensus of understanding the AT- LST relationship is due to data
limitations or the nature of the relationship.

We attempt to address the issue of spatial coverage using mobile monitoring methods which allows us to traverse a large portion of
the city in the 4-h window around when the satellite passes overhead. We build off the work of other researchers who have utilized
similar methods across varying scales. Unger et al. (2010) conducted car monitoring along a 12 km transect in Szeged, Hungary while
LST was remotely sensed overhead using UAVs. Similar to the results presented here, this study found there to be a strong relationship
between LST and AT (Unger et al., 2010). Amani-Beni et al. (2022) also found a significant correlation between LST and AT when using
Landsat LST data and AT data that had been collected by bicycle at 6 different traverses in Beijing, China during a 6-h window around
pass over times (Amani-Beni et al., 2022). The consistency of the results with this method and other similar methods suggests that the
lack of consensus on the relationship between LST and AT could be due to the limited availability of high-quality AT data. Nevertheless,
in cases where a high number and concentration of stationary monitors were used, such as in Switzerland (Fliickiger et al., 2022), the
Northeastern United States (Kloog et al., 2014), and Jingjinji area of China (C. Wang et al., 2022), strong LST and AT relationships have
also been shown. Although it can be overcome through various data collection methods, these findings suggest that data quality and
availability has been a significant limitation in understanding the LST-AT relationship.

Through the spatiotemporal model presented here, we have shown that LST can be used to model AT within 0.89 °C of accuracy.
This model used LST as the only spatiotemporal covariate since remotely sensed LST is widely available for almost all locations around
the world. While the study area of Philadelphia does have a fine scale land cover data set available, land cover was not included as a
model covariate as the goal of the study was to explicitly investigate the AT-LST relationship as it is often presumed that remotely
sensed LST is an adequate proxy for AT. An additional advantage to this approach is that this study can be easily replicated in other
urban areas with varying geographic characteristics where fine scale land cover data is not available. Since our models performed very
well as shown by their high r-squared values using only LST as a spatiotemporal covariate, adding in landcover was not warrented.
Introducing additional model covariates creates greater potential for model overfitting, especially with the spatiotemporal model
where r-squared equals 0.99, and would add undue complexity to the models, resulting in poor generalization of the models and
increased computational costs. The spatiotemporal model differs from previous work in its use of temporal basis functions to account
for spatial and temporal autocorrelation within the model itself. Addressing autocorrelation in the model framework instead of
through sampling techniques means that the model can be compatible with datasets of different sizes. As established above, this
flexibility is important due to the difficulties and limitations of AT data collection.

OLS, spatial lag, and spatial error models served as baselines for comparison for the spatiotemporal model. The presence of spatial
and temporal dependence inherent to temperature data violates the foundational assumption of independence for OLS meaning that
that model is not valid for use in this case. Spatial lag and spatial error models are commonly used models that account for spatial
autocorrelation but do not address temporal autocorrelation. In terms of both standard and cross-validated r-squared as well as RMSE,
the spatiotemporal model outperformed OLS, spatial lag, and spatial error models. These results demonstrate the impact of temporal
dependence on the relationship between LST and AT as well as the importance of accounting for temporal dependence in modeling this
relationship.

When compared to studies that use LST as the sole predictor for AT in either rural or urban environments (Bechtel et al., 2017;
Goldblatt et al., 2021; Kloog et al., 2014; Parmentier et al., 2015; Rao et al., 2019; Zhu et al., 2013), R-squared and RMSE clearly
demonstrate that our model is more accurate. For example, Rao et al.'s model predicts daily AT using LST across the entire Tibetan
Plateau at a resolution of 0.05° x 0.05° with a maximum R-squared of 0.98 and RMSE of 1.87 °C (Rao et al., 2019). While our model
outperforms most models that consider additional covariates to LST in AT predictions (Bechtel et al., 2017; dos Santos, 2020; Sandoval
and Meza, 2014), improved RMSE have been produced by Alvi et al. (RMSE = 0.39-0.57 °C) who consider land cover and emissivity
data in conjunction with LST as predictors in their model of 20 m? AT for Turku, Finland (Alvi et al., 2022). As previously stated, due to
our models' high performance and our explicit aim of understanding the AT-LST relationship, investigating the impact of landcover
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was beyond the scope of this paper. Including the work of Alvi et al., very few models that we are currently aware have been able to
predict AT at as fine of a spatial scale as the one developed in this paper inhibiting their utility for urban temperature research and
decision-making (Alvi et al., 2022; Bechtel et al., 2017; dos Santos, 2020).

The city-wide AT predictions highlight north and northeast Philadelphia as areas of the city that are consistently hotter than the rest
of the city across all days that we produced predictions for regardless of weather conditions. Previous research using LST has identified
north as well as south and west Philadelphia as areas that face higher temperatures in the city (Hammer et al., 2020; Hondula et al.,
2012). We did not collect any AT measurements in west Philadelphia potentially biasing our ability to identify heat vulnerability in
that neighborhood, but we did collect extensive AT measurements throughout south Philadelphia therefore giving more certainty to
our map's results in that area. The largest differences between predicted AT and LST were identified in south and west Philadelphia
which was not unexpected that these areas are highly urbanized and have limited greenspace and tree canopy coverage (Locke et al.,
2023; Philly Tree Plan, 2023). This is in line with previous work that emphasizes how sensitive the LST-AT relationship is to physical
context and shows that LST-AT differences are largest in densely developed areas with limited greenery (Berg and Kucharik, 2022;
Gallo etal., 2011; Mutiibwa et al., 2015). The difference in temperature distribution between our predicted AT and previous LST based
studies across Philadelphia illustrates how LST and AT tell different stories with regards to the near surface thermal environment.

LST has become dominant in the narrative that informs local governments, NGOs, and community organizations perceptions of
urban heat distribution which in turn affects policymaking and implementation. For example, in Philadelphia, the city's compre-
hensive sustainability plan Greenworks uses LST data to highlight vulnerable neighborhoods to target with heat-related interventions
(Greenworks: A Vision for a Sustainable Philadelphia | Office of Sustainability, 2016). Predictive models like the spatiotemporal model we
employ have broad implications for research and policymaking by increasing access to high-quality data which better reflects the
relationship between humans and the environment. A lack of appropriate environmental data can create a potential for environmental
injustice wherein communities' lived experiences are contradicted by empirical data.

This study faced limitations with AT data collection, a prevalent issue with AT monitoring. We were only able to collect data on six
different days, but increasing the number of observed days can help refine the estimation of temporal basis functions and improve the
model's results. Since AT observations can only be measured at the exact location and time where the weather station is located, we
collected data over a four-hour long period from 10:00 am to 2:00 pm EST. However, as the Landsat satellite pass-over time for
Philadelphia occurs at 11:40 am EST, there is temperature variation throughout this period due to diurnal patterns of heating. The
expanded time frame beyond the exact moment of the satellite pass is necessary to address the spatial distribution of heat within a
heterogenous city and had been similarly pursued by others (Amani-Beni et al., 2022). Furthermore, our data collection days were
limited to the beginning and end of summer and spring when weather is relatively temperate. However, previous research has shown
that the relationship between AT and LST varies based on time of day (Cao et al., 2021; Cheval et al., 2022; Goldblatt et al., 2021;
Shiflett et al., 2017), season (Cheval et al., 2022; Gallo et al., 2011; Zhang et al., 2014), location (Cao et al., 2021; Goldblatt et al., 2021;
Mutiibwa et al., 2015; Unger et al., 2010) and scale (Cheval et al., 2022; Kloog et al., 2014; Sheng et al., 2017; Sohrabinia et al., 2015).
Future research should test the spatiotemporal model and mobile monitoring methodologies under these conditions as well.

5. Conclusion

Due to being widely available, easily accessible, and having consistent spatial coverage, remotely sensed LST data is commonly
used as a proxy for AT data. However, AT more accurately represents the ambient temperatures that humans actually experience
meaning using uncorrected LST data in research and decision making has often been questioned (Berg and Kucharik, 2022; White,
-Newsome Jalonne L., Brines, S. J., Brown, D. G., Dvonch, J. T., Gronlund, C. J., Zhang, K., Oswald, E. M., and O, ’Neill Marie S., 2013).
The goal of this research was to create a spatiotemporal model that uses LST data to predict AT that more accurately reflects the human
experience of temperature. Our findings suggest that it is possible to use LST to predict AT within 0.89 °C of accuracy. Although
previous research on this relationship varies, our results support the notion that there is a strong relationship between LST and AT and
add empirical evidence to the growing body of literature addressing the LST-AT relationship in urban environments. In this study, we
employ a novel data collection approach for AT data collection which allowed us to collect a large sample of AT data points using
mobile monitoring. To overcome known limitations of non-linearity as well as spatial and temporal autocorrelation, a statistical model
using temporal basis functions was employed allowing us to account for the spatial and temporal dependence that is intrinsic to
temperature data from within the model's framework. This spatiotemporal model was used to create AT predictions across Phila-
delphia illustrating difference in range and spatial distributions of AT and LST across the city.

LST data is used to often guide policy and decision-making efforts in Philadelphia and elsewhere. City government, NGOs, and
community organizations rely heavily on this imperfect data to inform their understanding of heat distribution across the city. AT data
produced by the spatiotemporal model could have broad implications and utility for cities. Spatially explicit air temperature data is a
critical component of the spatial support system that is necessary to promote holistic decision-making processes in the face of climate
change. Ultimately, this model and the predictions produced can provide a better understanding of human-environment relations in an
urban context by producing temperature data that more accurately represents the human experience.
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