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Attention is the ability to focus one’s awareness on relevant events and objects

while ignoring distracting ones. Laboratory studies of top-down voluntary

attention commonly use predictive or instructional cues to direct attention.

However, in real world scenarios, voluntary attention is not necessarily externally

cued, but may be focused by internal, self-generated processes. The voluntary

focusing of attention in the absence of external guidance has been referred

to as “willed attention,” a term borrowed from the literature on willed motor

actions. In a fashion similar to studies of willed (self-initiated) actions, during

willed attention, participants are given the freedom to deploy attention based

on their own free choices. Electrophysiological studies have shown that during

willed attention, ongoing neural activity biases willed attention decisions on a

moment-to-moment basis as reflected in transient patterns of brain electrical

activity that predict where participants will later choose to focus their attention.

Brain imaging studies have revealed that compared to cued attention, willed

attention involves additional frontal cortical structures, which interact with the

classic attentional control networks of the human brain to produce a modified

network organization for willed attention control. In this introduction to willed

attention,we briefly review the fields of voluntary attention and self-initiatedmotor

actions, in order to describe willed attention and its neural correlates as they relate

to the broader concepts of attention and volition.
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attention, volition, willed action, willed attention, free will

“You can take a road that takes you to the stars now, I can take a road that will see

me through.”

Nick Drake, 1972

Lyrics from Road

Pink Moon (Island Records, U.K.)

Introduction

To navigate the world, one must select relevant information from the senses based on

behavioral goals, weigh options given prior experience, make decisions, and take actions.

Selective attention has an essential role in this cascade of mental events by supporting the

selection of salient and/or behaviorally-relevant inputs and outputs. Voluntary attention

allows one to focus their mental effort on some sensory stimuli, while suppressing irrelevant

or distracting information. In vision, this influence on sensory processing is manifested

as improved detection, discrimination and perception of attended visual target stimuli
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(Posner et al., 1980; Luck et al., 1994; Liu et al., 2009; Carrasco,

2018; Jigo and Carrasco, 2018; Carrasco and Barbot, 2019)—for a

review, see Carrasco (2011)—and has been shown to result from

neural changes early in visual cortical processing (Van Voorhis

and Hillyard, 1977; Moran and Desimone, 1985; Corbetta et al.,

1990; Mangun and Hillyard, 1991; Motter, 1993; Heinze et al.,

1994; Kastner and Ungerleider, 2001; Briggs et al., 2013; Ghosh and

Maunsell, 2021); for a review, see Battistoni et al. (2017).

Voluntary attention is a conscious process that is generally

considered to be self-generated or “volitional.” In laboratory studies

of voluntary attention, it is common, however, to provide incentives

or instructions that lead observers to voluntarily focus their

attention. For example, in studies of spatial attention, it is common

to use an arrow cue, or other symbolic cue, to indicate a to-

be-attended location in space where behaviorally relevant stimuli

might be presented, requiring a response (Posner, 1980, 2016). Such

a cue carries meaning in the context of the task, and therefore the

observer makes a voluntary decision in using the cue information

to perform the task. But it has been appreciated since at least

the 19th century writings of Helmholtz (1867) and James (1890)

that attention can be allocated voluntarily without being externally

cued, such as in real world settings where internal goals may be

pursued volitionally without explicit external instruction.

In recent years, new experimental paradigms have been

developed to investigate how voluntary attention can be self-

generated by observers in the absence of external cues provided by

investigators. These new paradigms permit free choices that hand

over the decision about where to attend to the observers rather than

via investigator provided attention-directing cues (Taylor et al.,

2008; Hopfinger et al., 2010; Bengson et al., 2014). We termed

this self-generated form of voluntary attention, willed attention, a

terminology proposed in our 2015 paper (Bengson et al., 2015), and

which is derived in part from prior work on intention and action

that used the term “willed action” to describe self-generated motor

acts (Lau et al., 2004b).

The goal of this review is to describe the current state of

research on willed attention and to place it in context with the

extant literature on voluntary attention and willed action. First,

we will set the stage by briefly introducing current models of

attention. Then, we will focus on voluntary attention, describing

the experimental methods that have been developed to investigate

voluntary attention. The body of the review will explain the

innovations that have led to the investigation of willed attention,

and how cued (instructed) attention and willed attention are both

related and different from each other. We will also contrast willed

attention to the literature on willed actions, a field which has

dominated studies of intention, volition and free will (Passingham

et al., 2010; Haggard, 2019; Seghezzi and Haggard, 2022; Uithol

et al., 2023). Finally, we will offer some new directions for studies to

further understand the mechanisms of willed attention.

Top-down vs. bottom-up attention

Attentional control processes are commonly categorized

as either voluntary, implying top-down (internally-generated

or endogenous) cognitive control, or involuntary or reflexive,

indicating they are driven by bottom-up (external or exogenous)

sensory inputs (Jonides, 1981;Muller and Rabbitt, 1989; Posner and

Petersen, 1990; Corbetta and Shulman, 2002; Petersen and Posner,

2012; Katsuki and Constantinidis, 2014). Voluntary attention is

said to be goal driven (Behrmann andHaimson, 1999; Fecteau et al.,

2004), while reflexive attention is thought of as automatic (Jonides,

1981; Yantis and Jonides, 1984; Koch and Ullman, 1985; Muller and

Rabbitt, 1989; Hopfinger and Mangun, 1998; Lupianez et al., 2004;

Hopfinger and Maxwell, 2005; Hopfinger and Ries, 2005; Wyble

et al., 2020). These processes, the top-down and the bottom-up,

interact in everyday vision to provide humans with sophisticated

abilities to pursue behavioral goals while also retaining the ability

to orient and respond to novel events (Gaspelin and Luck, 2018;

Theeuwes, 2018a).

Behavioral research has shown that voluntary and reflexive

attention differ in important ways. Reflexive attention results

in faster shifts of attention, which are shorter lived, and often

followed by a period of inhibition, known as inhibition of return,

whereas voluntary attention takes slightly longer to engage, and

is more resistant to decay, interference and inhibition (Jonides,

1981; Tassinari et al., 1987; Muller and Rabbitt, 1989; Lupianez

et al., 2001). Electrophysiological studies have shown that the

effects of both voluntary and reflexive visual attention result in

spatial-selective modulations of visual inputs that occur early in

visual cortical processing (Mangun andHillyard, 1991; Eimer, 1994;

Hopfinger and Mangun, 1998, 2001; Hopfinger and Maxwell, 2005;

Hopfinger and Ries, 2005; Hopfinger and West, 2006), but as the

result of different neural control mechanisms.

Neuroimaging research has shown that voluntary and reflexive

attention rely on distinguishable brain control systems (Mesulam,

1981; Corbetta and Shulman, 2002; Chica et al., 2013; Vossel

et al., 2014). Corbetta and Shulman (2002) articulated the concept

of two distinct attentional systems for voluntary and reflexive

attention, the dorsal and ventral attention networks, respectively.

The dorsal attention network (DAN) controls top-down spatial,

feature, and object attention (Corbetta et al., 2000, 2005; Hopfinger

et al., 2000; Giesbrecht et al., 2003; Liu and Hou, 2013), while

the ventral attention network (VAN) is involved in bottom-up

attention, detects salient events, and supports shifting attention

from currently attended stimuli to potentially relevant rare events

(Fox et al., 2006; Indovina and Macaluso, 2007; Corbetta et al.,

2008; Geng and Mangun, 2011; Allan et al., 2020). How precisely

the interplay between these two systems occurs from moment-to-

moment remains to be fully understood, but most models argue for

a close association in support of everyday behavior (Vossel et al.,

2014).

The overarching framework of most voluntary attention

models is the idea that voluntary attention is controlled by the

DAN (Hopfinger et al., 2000; Wager et al., 2004; Woldorff et al.,

2004; Slagter et al., 2006; Armstrong and Moore, 2007; Corbetta

et al., 2008; Sylvester et al., 2009; Weissman et al., 2009; Asplund

et al., 2010; Szczepanski et al., 2010, 2013; Gazzaley and Nobre,

2011; Tamber-Rosenau et al., 2011; Gregoriou et al., 2014; Battistoni

et al., 2017; Zink et al., 2021); for reviews see Corbetta and

Shulman (2002) and Miller and Buschman (2013). The DAN

issues control signals (Corbetta and Shulman, 2002; Rajan et al.,

2021), transmitted via top-down neural pathways, that bias activity

in visual cortex (Luck et al., 1997; Chawla et al., 1999; Kastner

et al., 1999; Hopfinger et al., 2000; McMains et al., 2007). This
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biasing leads to modulations of sensory inputs based on their

task relevance, which ultimately results in selective perception

(Moran and Desimone, 1985; Mangun and Hillyard, 1991; Treue

and Maunsell, 1996; Buschman and Kastner, 2015; Battistoni et al.,

2017).

The strong dichotomy of top-down control vs. bottom-up

as reflecting volitional and non-volitional/automatic processes,

respectively, is a useful heuristic, but we hasten to point out that

current models are more complex, and consider situations where

the context, past reward and other factors influence attentional

selection independent of immediate goals, and sometimes in

contradiction to them (Awh et al., 2012; King et al., 2012; Egner,

2014); for a review, see Baluch and Itti (2011). In recent years, the

concept of selection history in attentional control and selection has

been quite influential in this regard (Theeuwes, 2018a), and has

generated much discussion in the literature (Egeth, 2018; Failing

and Theeuwes, 2018; Gaspelin and Luck, 2018; Theeuwes, 2018b).

We wish to simply highlight this point here and will return to

it later.

Dissecting voluntary attentional
control from selective perception

Voluntary attention has been studied using various

experimental paradigms, including visual search (Treisman

and Gelade, 1980; Luck and Hillyard, 1995; Lamy et al., 2004),

flanker interference methods (Eriksen and Eriksen, 1974; Lavie,

2011; Gaspelin et al., 2014), Stroop interference tasks (Treisman

and Fearnley, 1969; Aine and Harter, 1984; Egner and Hirsch,

2005), and cuing paradigms (Posner, 1978; Klein, 1980; Donovan

et al., 2020). In particular, trial-by-trial attention cuing has proven

to be a powerful method for investigating voluntary attention

(Posner, 2016), because it enables the experimental and theoretical

dissection of attentional control from attention selection of task

relevant target stimuli (Hopfinger et al., 2001).

In typical cuing studies, an observer is presented with an

attention-directing cue, which instructs or biases the person

to prepare to process an upcoming task-relevant stimulus. In

theory, cognitive-neural events following the attention-directing

cue but occurring prior to the appearance of task-relevant

target stimuli (and/or distractors), can be related to the various

mental processes necessary for the top-down voluntary control

of attention. In contrast, following the appearance of the target

stimuli, processes related to sensory-perceptual processing, and any

potential modulation of them by top-down attention, are expected.

Thus, because the cue and target are separated in time by hundreds

or thousands of milliseconds, so are the temporally-associated

cognitive, sensory, andmotor processes. In spite of some important

constraints about the measures employed, especially for functional

imaging studies (e.g., Das et al., 2023), this temporal segregation

allows one to measure the cognitive-neural events for top-down

attentional control separately from subsequent stimulus selection

(and task-related motor processes).

In experimental psychology studies, for the most part, the

activity of the cue-induced top-down attentional control activity

must be inferred from the performance differences observed in

the behavioral measures obtained in the task. These behavioral

measures are the responses (speed, accuracy, etc.) to the target

stimuli as a function of attention (Posner et al., 1980). Cognitive

neuroscience methods, however, provide an additional opportunity

to measure attentional control separately from stimulus selection

because the brain activity to the attention-directing cues can be

measured even though there are typically no behavioral responses

to the cues themselves.

Using event-related potentials (ERPs) to capitalize on the

temporal separation of cues and targets in an attentional

cuing study, Harter et al. (1989) derived measures of brain

electrical activity following attention-directing cues separately from

the subsequent target stimuli. They found characteristic ERP

waveforms over the scalp following the cue and preceding the

target. The cue-related responses included the sensory-evoked

activity evoked by the physical features of the cues themselves,

of course, but also included non-sensory cognitive responses that

were related to the attention instructions. They interpreted the non-

sensory cognitive ERPs as being related to the top-down (voluntary)

control of attention, which included both the top-down signals

themselves, and the differential biasing of cortical excitability in

sensory-specific cortex. This work was replicated and extended in

many studies (Hopf and Mangun, 2000; Eimer et al., 2004; Kelly

et al., 2009; Seiss et al., 2009; Green and McDonald, 2010; Hong

et al., 2015). Following this logic, fMRI studies have been able to

isolate cue-related from target-evoked activity. In a pair of papers

published side-by-side in the journalNature Neuroscience, Corbetta

et al. (2000) and Hopfinger et al. (2000) investigated the neural

correlates of top-down voluntary visual spatial attention, showing

distinct brain activity for voluntary control and stimulus selection

and motor action (see also, Kastner et al., 1999). These ERP and

fMRI studies, and the many to follow using this logic, punctuate

the theoretical distinction between voluntary control and stimulus

selection and how they can be separately measured and studied.

Studies using cuing methods to investigate voluntary attentional

control have flourished over the past 25 years, and the paradigm

has become a gold standard methodology (Corbetta and Shulman,

2011; Fiebelkorn and Kastner, 2020; Posner and Rothbart, 2023).

Cued attention vs. free choices: willed
attention

The use of attention-directing cues to study voluntary attention

is a widely accepted method that is rarely questioned. Indeed, it is

clear that within the context of these types of laboratory studies,

subjects do exert voluntary attention in response to the cue, because

such cues alone do not necessarily direct attention reflexively, but

instead require the participant to focus attention as specified in

the instructions provided by the investigator with respect to the

cues and task goals (see, however, Ristic et al., 2007). Nonetheless,

some have asked what it means to be voluntary if the act to be

undertaken is somehow signaled (cued) from outside the individual

observer/actor. We take the position that there is a spectrum of

volition, such that depending on the circumstances, an individual

may rely fully on self-generated decisions and action, or may biased

by external circumstances, such as cues. So, being instructed to pay

attention to a stimulus by an external cue certainly requires volition,

but if it does not involve a free choice by the observer, should it be
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considered fully voluntary? This question prompted the first studies

of what we now refer to as willed attention.

Taylor et al. (2008) investigated willed spatial attention by using

fMRI to reveal the underlying brain activity when observers were

either cued or were permitted to choose where to attend. The study

was otherwise a standard visual-spatial cued attention task, but

on some trials the subjects were simply prompted to make a free

choice between attending a left visual field location or a right one

in order to discriminate a target stimulus at the attended (chosen)

location. Hopfinger et al. (2010) used a similar experimental design,

including a condition which eliminated attention directing cues,

allowing free attention choices by the observers. Both studies

found key differences between the brain regions activated for free

choice and cued attention. While there was significant overlap in

the brain activity engaged for cued vs. willed attention, crucial

differences, largely in frontal cortex, made clear that during willed

attention there were additional brain regions engaged. These

seminal studies are highly relevant to our understanding of purely

voluntary (willed) attention, which is arguably critical in natural

settings where internally-generated cognitive and motor acts are

fundamental to goal-driven behavior (Pezzulo et al., 2018; Turner

et al., 2019); for a review, see Tsotsos et al. (2021).

The foregoing fMRI studies focused on the brain activity

patterns related to attention decisions and attentional control by

investigating activity related to the attention-directing cues or

prompts to choose where to attend; that is, time locked to the

cues/prompts. However, because fMRI relies on measures of brain

hemodynamics, which are sluggish and indirect measures of neural

activity (Burock et al., 1998; Glover, 2011; Marxen et al., 2023), it

is difficult to know the precise time course of the observed activity,

and therefore, when it occurs with respect to decisions about how

to focus attention. In order to measure the rapidly unfolding neural

activity associated with willed attention, we entered the fray by

using EEG, ERPs, and behavioral measures (Bengson et al., 2014).

In the EEG study of Bengson et al. (2014), we used a paradigm

similar to those by Taylor et al. (2008) and Hopfinger et al. (2010),

where we contrasted the brain signals recorded between conditions

in which cues instructed subjects where to selectively attend on a

trial-by-trial basis (left or right), or in which a prompt signaled that

the participant was to spontaneously choose where (left or right) to

attend on that trial (i.e., choose trials). That is, on the choose trials,

although the time point of the focusing of attention was specified by

the appearance of the prompt, whether to focus attention selectively

on the left or right visual hemifield location was determined by the

participants’ free choices. The paradigm is illustrated in Figure 1:

there were three stimuli used as instructive cues or prompts: one

stimulus (cue) instructed the participant to attend left, another

instructed then to attend right, and a third (the prompt) signaled

the participant to choose whether to attend left or right on that trial.

Following the cue or prompt, a sine wave grating stimulus would

appear in the left or right hemifield location, and subjects would

have to discriminate the spatial frequency of the grating. The task

was a 100% attentional allocation task, meaning that participants

would attend to and respond only to the target if it was in the cued

(or chosen) hemifield; otherwise, they ignored the grating stimulus.

Before turning to the EEG results, we must take a quick detour

to describe a behavioral control study critical for this work. Because

the task required subjects to only attend and respond to the

FIGURE 1

Example trial from the willed attention study of Bengson et al.

(2014). Three different cues/prompts were used, and these are

shown at the top of the figure. In this example, the trial is a willed

attention trial, where the subject had to choose whether to attend

right or attend left upon receiving the somewhat unexpected

prompt (circle). Shown is a target presented to the right visual

hemifield, but targets could be in either visual hemifield with 50/50

probability. If the subject would have chosen to covertly attend right

on this trial, then they would have been required to discriminate the

spatial frequency of the target grating (thick vs. thin bars) and to

report that with the appropriate button press. At the end of the trial,

the Report query appeared (?SIDE?), and if they had chosen to

attend right, then they would push a button indicating their choice

as “attended right.” If on this trial they had chosen to attend left, then

they would have ignored the right visual hemifield target entirely

and would only press a button to report “attended left” to the query

(adapted from Bengson et al., 2014 with permission from MIT Press).

cued or chosen-location targets, no standard behavioral measures

of selective attention were available in this design; that is, there

were no reaction time measures for the uncued/unchosen-location

targets (e.g., Posner et al., 1980). This was deliberate because we

wanted to avoid inducing the subjects from dividing their attention

in the task. Thus, in order to validate the paradigm and determine

whether the behavioral attention effects for cued and willed

attention were similar or different, we ran a behavioral-only version

of this study where participants were told to respond to targets

in both the cued/chosen location and in the uncued/unchosen

location. To avoid this being simply a divided attention task,

they were told to focus covert attention fully on the cued/chosen

location on each trial, but to quickly switch to and respond to the

uncued/unchosen targets when they appeared. Note, that there was

no probability manipulation of cue-target expectancy—a common

method in such designs (Posner, 1978; Klein, 1994; Chen et al.,

2023)—because such a manipulation was not logically possible in

the choose condition. We observed highly significant attention

effects in this task, where overall, the cued/instructed and chosen

location targets were responded to significantly faster than were

targets at the uncued/unchosen location (p < 0.01; Figure 2). This

reaction time spatial attention effect was not statistically different
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FIGURE 2

Reaction time attention effects for cued vs. willed spatial attention.

Reaction time data plotted as bar graphs from the behavioral

validation experiment of Bengson et al. (2014). The bar graphs show

RTs for cued trials (blue) and willed trials (red). The effect of spatial

attention (attended vs. unattended) was significant overall at p <

0.01 (as represented by ‘**’ on the figure). There was no significant

interaction between attention type (cued vs. willed) and the

attention effect (attended vs. unattended), which demonstrated that

at the level of behavioral performance, willed attention and cued

attention produce the same performance outcomes for the

target stimuli.

for cued and willed attention. This is similar to the result of

Taylor et al. (2008), who compared cued/chosen-location target

performance with performance in a separate divided attention

condition, finding no differences in the benefits of focal attention

between cued and willed attention conditions. These effects are in

line with the large literature on attention’s effects on reaction times

(for a review, see Posner, 2016), and demonstrate that at the level

of behavioral performance, cued and willed attention both result in

selective processing of target stimuli, which imparts an advantage

to attended-location events.

Now, we return to describe the novel EEG findings in Bengson

et al. (2014) study. Using electrophysiology, we had a unique

opportunity to investigate not only the post-cue/prompt brain

activity during cued vs. willed attention, but also the brain activity

patterns prior to the appearance of the prompts. This permitted us

to investigate the antecedent brain states associated with different

free choices made by the participants in response to the prompts,

and to reveal the time course of any activity related specifically

to willed attention; this analysis was inspired by the literature on

motor intention and self-initiated movement that we will review in

a later section.

Our analyses focused on EEG oscillatory activity, especially in

the alpha band (8–13Hz), because these signals had previously

been shown to be related to focused spatial attention (e.g., Worden

et al., 2000). Quantifying EEG alpha backwards in time from the

onset of the prompts, we looked for differences in alpha power as a

function of whether the subjects later chose to attend left or attend

right. We found that willed attention was associated with a unique

predictive pattern of alpha-band power immediately preceding

the unpredictable onset of a choose prompt. This alpha-band

activity was localized primarily over left parietal-occipital scalp,

and predicted the upcoming decision to attend before the subject

could be aware that they had to make a decision (see more on this

point in the next paragraph). The predictive EEG alpha pattern

was restricted to approximately 1 second prior to the unexpected

appearance of the prompts (Figure 3A, left). These results indicated

that ongoing neural variability in the alpha-band was correlated

with attentional decision making on a trial-by-trial basis. The

interpretation we offered in the Bengson et al. (2014) paper was

that there were stochastic fluctuations in the patterns of brain

activity that were correlated with, and therefore predicted, whether

a person would choose to attend left or attend right; we wrote,

“. . . the appearance of free will, as manifested through seemingly

arbitrary cognitive decisions, may be a consequence of the role that

inherent variability in brain activity plays in biasing momentary

behavior.” This pre-prompt neural activity is reminiscent of that

observed in studies of free choice decision making in motor actions

(Libet et al., 1983b; Haggard and Eimer, 1999; Lau et al., 2006; Soon

et al., 2008), but differs in that it is preceding decisions regarding

covert cognitive functions; i.e., the decision about how to selectively

focus covert visual spatial attention. The relationship of our willed

attention work to motor intention studies will be discussed in a

later section.

Important design characteristics need to be acknowledged in

the Bengson et al. (2014) study in order to make clear why we

asserted that the pre-prompt predictive EEG alpha activity was not

a reflection of a predetermined decision by the subject, but rather

a stochastic brain state. That is, we argue that the subjects made

a spontaneous decision about where to attend at the time they

perceived the choose prompt. First, there was only a 33% chance

that the prompt would appear as opposed to an instructive cue,

and thus the subjects would not have strong motivation to adopt

a strategy of preparing for a choose trial and picking a side to

attend in advance. Put another way, two-thirds of the time they

were going to receive an instructive cue, which would render any

predetermined decision about where to attend moot; we verified

this by post-experimental debriefing of the subjects who reported

that they did not decide in advance where to attend because most

of the time they received an explicit instructional cue. Second, and

more critically, the experimental design also made it impossible

for the participants to estimate the time of arrival of the cue or

prompt with any precision because of the highly variable inter-trial

interval, which varied randomly over the range from 2 to 8 seconds.

Essentially, the subjects would have had to have been clairvoyant in

order to make an advance decision that was restricted to the 1,000

msec just prior to the unexpected prompts.

In addition to the pre-prompt predictive EEG activity, we

also observed post-prompt ERP and EEG activity that differed

from that during cued attention (reported in Bengson et al.,

2015). Immediately following the prompts (compared to the

instructive cues) we observed two unique ERPs associated with

willed attention. The first had a frontal scalp distribution in

the time period of 250 to 350 msec post-prompt; we called

this the Early Willed Attention Component (EWAC). A second

ERP sign of willed attention occurred between 400 and 800

msec post-prompt over central scalp sites, which we called

simply the Willed Attention Component (WAC). Thus, willed

attention was associated with unique signs of brain activity both

before choose prompts (the predictive EEG alpha) and after

(the EWAC and WAC), as subjects made decisions about where

to attend. Note that the pre-prompt activity is the predictive

EEG alpha with respect to the subsequent decision, not a

contrast of cued and willed attention, while the post cue/prompt
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FIGURE 3

EEG and fMRI measures of willed attention. (A) Pre-prompt and post-prompt alpha power topographic maps for choose left vs. choose right trials

(adapted from Bengson et al., 2014 with permission from MIT Press). Time = 0 msec is the onset of the choose prompt, indicating that the

participants should choose whether to attend left or attend right for that trial. Predictive patterns of EEG alpha power were only observed during the

800 msec prior to the onset of the prompt, while earlier in time there was no significant EEG signals predicting the subsequent choice. After the

prompt, in the prompt-to-target interval, the decision to attend left vs. right led to the well-known post attentional orienting occipital alpha

lateralization (+1,000–1,800 msec). (B) Contrast of willed to cued (instructed attention) (adapted from Bengson et al., 2015, dataset; see text).

ERPs are revealed by the difference between willed and cued

attention trials.

In addition to these unique electrophysiological signs of willed

attention, we also observed EEG and ERP effects that were the

same for cued and willed attention. Several 100 msec after the

cues and prompts, the well-known occipital alpha asymmetry with

spatial attention was observed (Figure 3A, right); i.e., there was a

reduction of alpha power over the occipital scalp contralateral to

the direction of spatial attention. Finally, the subsequent target-

evoked visual ERPs showed standard spatial attention modulations

in the amplitudes of early sensory ERP components (Bengson et al.,

2014). We will not discuss these EEG/ERP findings further here,

and instead refer the reader to the published studies (Bengson

et al., 2014, 2015); however, the bottom line is that cued and willed

attention result in significantly different attention-related neural

activity in and around the time of cue/prompt appearance, while

later in time, the brain activity for cued and willed attention are

virtually identical, suggesting that the final neural outcome of cued

and willed attention on brain activity and behavior (as described

above) are the same.

Neural correlates of willed attention

In the foregoing, our aim was to establish the experimental and

conceptual framework for the concept of willed attention, and to

describe the electrophysiological evidence for the similarities and

differences between cued and willed attention. In this section we

will review what is known about the underlying neural mechanisms

of willed attention and how they may differ from cued (instructed)

attention. Several reports have helped to elucidate the underlying

neural correlates of willed vs. cued attention. The literature on

willed attention remains rather small, and much of the work comes

from our group, which we will make clear as we survey the available

evidence. In the following, we will focus primarily on the activity

following the prompts and cues that elicited attentional orienting,

rather than the antecedent brain states described in the study by

Bengson et al. (2014). The primary reason for this is because,

unlike the EEG/ERP measures, fMRI data has poor temporal

resolution, making it challenging to know whether cue/prompt-

related activity occurs immediately prior to or after the cues

or prompts. Although we believe there are methods that may

be applied to imaging data to help mitigate this limitation, and

other methods such as magnetoencephalography (MEG) could be

helpful, the studies to date have not applied such tools to investigate

willed attention.

In an fMRI version of the study of Bengson et al. (2014),

using the same experimental paradigm in the same volunteers,

we investigated the brain networks supporting willed attention

(Bengson et al., 2015). This multimodal method permitted us to

relate the EEG/ERP data described above to the underlying brain

functional anatomy (e.g., Mangun et al., 2000). By contrasting

instructed andwilled attention, this work showed that during willed

attention, additional neural activity could be detected in the frontal

cortex in the dorsal anterior cingulate cortex (dACC), middle

frontal gyrus (MFG), and the anterior insula (AI) (c.f., Taylor et al.,

2008). These were in addition to activity in the DAN, which were

common to willed and instructed attention (Taylor et al., 2008;

Hopfinger et al., 2010). In related work from the lab of the late

Steve Yantis (Gmeindl et al., 2016), frontal activations, especially in

dACC andMFGwere again shown for willed attention in a different

task (rapid serial visual search paradigm), and using multivoxel

pattern analysis (MVPA) decoding methods. All these studies point

to key frontal brain regions that are activated when subjects orient

attention in a self-generated manner, and these include the dACC,

MFG and anterior insula.

Frontiers inCognition 06 frontiersin.org

https://doi.org/10.3389/fcogn.2023.1205618
https://www.frontiersin.org/journals/cognition
https://www.frontiersin.org


Nadra and Mangun 10.3389/fcogn.2023.1205618

We subsequently replicated the fMRI study of Bengson et al.

(2015) with our colleagues at the University of Florida. Using both

datasets, we investigated new questions about the mechanisms

of willed attention using graph-theoretic analysis (Liu et al.,

2017). In this work we investigated possible functional network

differences between instructed and willed attention. Three well

known cortical networks were identified as supporting willed

attention: the cingulo-opercular network, the dorsal attention

network (DAN) and the frontoparietal network (He et al., 2007;

Dosenbach et al., 2008). By comparing the network architecture

for willed and instructed attention, we discovered that the

dorsal anterior cingulate cortex (dACC) changed its network

allegiance from being clustered with the dorsal attention network

during instructed attention to becoming associated with the

cingulo-opercular network during willed attention. This shift in

dACC alignment for instructed and willed attention demonstrates

its central role in both forms of attention, but via different

functional network associations. That is, during willed attention,

the cingulo-opercular network acts to mediate communications

between the frontoparietal network and the DAN. This rather

remarkable finding of a change in the dACC network allegiance

for willed attention suggests a key neurobiological difference

between instructed and willed attention. What does this network

organization suggest about willed attention?

The dACC has long been implicated in attention (Mesulam,

1981; Bench et al., 1993; Nobre et al., 1997; Posner and Rothbart,

1998; Weissman et al., 2005; Walsh et al., 2011), cognitive control

(Botvinick et al., 2001; van Veen et al., 2001; Kerns et al., 2004;

Schulz et al., 2011), action initiation (Srinivasan et al., 2013),

motivational value (Yee et al., 2021), and volition (Winterer

et al., 2002; Nitschke and Mackiewicz, 2005). While many have

bemoaned the fact that the dACC activates in many tasks, its

role in attention, cognitive control, action initiation, motivational

value, and volition form a common thread that suggests the dACC

is relevant when an organism must make task-relevant decisions

and actions. Willed attention fits well within this framework,

as the subjects in willed attention tasks are asked to make free

choice decisions and then act on them by selectively focusing their

attention. The graph-theoretic network analysis demonstrates how

the dACC may play a role in self-generated acts like our willed

attention task by serving as a mediating influence on executive

functions of the frontoparietal network and the top-down control

ultimately exerted on sensory processes by the DAN (Meehan et al.,

2017; Ray et al., 2020).

Further evidence for this network-level organization comes

from analysis of the EEG data gathered in our willed attention

design, which again included two datasets (UC Davis and

University of Florida). Analyzing the spectral context of the EEG

signals following the instructive cues vs. the choose prompts

revealed significant difference in frontal theta signals (3–7Hz)

such that there was increased theta power during willed attention,

arising 500 msec after the free choice about where to attend (Rajan

et al., 2018); see also Bengson et al. (2020) for a replication of the

increase frontal theta with willed attention. Using Granger causality

analyses (Ding et al., 2006; Dhamala et al., 2008a,b)—a method

to quantify the strength and directionality of brain signals—

we showed that the increase in frontal theta power was paired

with increased frontal-to-parietal scalp theta-band coherence,

and bidirectional Granger causality. We interpret this enhanced

bidirectional influence reflected in theta EEG to mean that during

willed attention, frontal cortical structures and associated networks

transmit information regarding the decision about where to attend

to key nodes in the attentional control system (DAN), but also

receive information back, perhaps to update representations of the

current state of focused attention (Heekeren et al., 2008).

In addition to the increased frontal theta following free choice

decisions during willed attention, as noted earlier (see Figure 3,

right), we have also observed the well-known occipital EEG alpha

(8–13Hz) asymmetry with lateralized spatial attention (Worden

et al., 2000). In standard cuing studies, this alpha asymmetry

takes the form of reduced alpha power over the occipital scalp

contralateral to attended visual hemifield, and a relative increase in

the hemisphere ipsilateral to the attended field (Thut et al., 2006;

Rihs et al., 2007; Romei et al., 2010; Popov et al., 2019), and is

hypothesized to reflect inhibition of upcoming unattended inputs

in the Gating by Inhibition Model of alpha (Jensen and Mazaheri,

2010). We demonstrated that the occipital attention-related alpha

asymmetry was also present following willed attention decisions

(Bengson et al., 2014), indicating similarities in the downstream

effects of orienting and focusing spatial attention, which might

be expected theoretically (see also, Trachel et al., 2015). That

is, once a voluntary decision to focus spatial attention has been

taken and initiated, the chain of cognitive-brain processes for

focused spatial attention are largely the same following instructive

cues and prompts to make free choices; as described earlier, this

involves activity in the DAN (reflecting the top-down issuing of

control signals for selective attention), biasing of sensory cortex

by this control (reflected in baseline shifts of neuronal activity,

and the occipital EEG alpha asymmetry), and subsequent selective

sensory processing of attended inputs (seen as increased firing rates

and ERP amplitudes for attended stimuli, we well as facilitated

behavioral performance). However, as might be expected, the post-

prompt occipital alpha asymmetry is delayed for willed attention

compared to cued attention hundreds of milliseconds, and it

appears after the frontal theta power increase that occurs post

prompt (Rajan et al., 2018; Bengson et al., 2020). So, during

willed attention, volitional free choice decisions about where to

attend (willed attention)—arising (presumably) from frontal cortex

and correlated with increased frontal theta and increased theta

coherence and connectivity—result in top-down control signals

from the DAN that bias the visual cortex, as reflected by the

occipital alpha asymmetry, leading to selective visual processing.

This cascade takes longer than for cued (instructed) attention,

where the free choice decision component is largely eliminated,

thus allowing for more expeditious implementation of attention-

related biasing of visual cortex. Or to put it more simply, the free

choice decision takes more time than acting in response to an

attention-directing cue.

Finally, one may ask whether the prompts to make free choice

decisions themselves might also introduce artificial or confounding

circumstances, further concealing or distorting the operations of

purely voluntary (self-generated) attention. Indeed, as an aside, this

may be a more general concern when using cues or prompts. For

example, some cuing studies on voluntary attention have come to
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different results when different types of cues were used (Antonov

et al., 2020; Gundlach et al., 2020). Moreover, even rather simple

arrow cues have been shown to engage attention in a fashion

more akin to reflexive attention, due to their overlearned nature

in humans (e.g., Ristic et al., 2007). So, in a recent study of

willed attention, we took a further step by completely eliminating

any cues or prompts (Nadra et al., 2023). The idea was that

if willed attention reflects purely volitional processes, then its

properties and mechanisms should be similar even when allocating

attention without any cues or prompt, as may sometimes occur in

natural vision (c.f., Gmeindl et al., 2016). Thence, with the goal of

developing a laboratory-based experimental paradigm that was a

step in the direction of natural vision, we left the decision about

both when and where to focus attention to the participants. The

experimental display contained two dot motion arrays (one on each

side of fixation) consisting of red dots in the center and blue dots

in the surround (Figure 4). The red dots gradually increased and

decreased over time, with both dot motion fields uncorrelated with

each other. Participants were instructed to keep their eyes on a

central fixation cross for the duration of each trial. On each trial,

the dot motion arrays would appear, and the subjects’ task was to

wait a moment, and then at a time of their own choosing, select

a side to attend and then immediately voluntarily shift and focus

covert attention on the left or right stimulus patch. They were then

to covertly monitor the attended patch (ignoring the opposite field

patch) in order to detect when the proportion of red dots in that

patch reached its maximum, pushing a button in response. As in all

our studies of willed attention, they were told not to use any explicit

strategy or develop any pattern for choosing when or which side to

deploy covert attention (such as alternating sides on each trial), and

to not decide prior to trial onset which hemifield patch to attend.

In other words, once the bilateral array appeared, the subjects were

requested tomake a spontaneous decision about when and to which

side to focus covert spatial attention. Responses were made with

their right hands, pushing the left arrow on a keyboard with their

index finger if they had chosen to attend left on that trial, or pushing

the right arrow with their middle finger if they had chosen to attend

right. Thus, the button responses not only signaled the time of their

detection of the target, but also provided evidence as to where they

attended on that trial. Using machine learning MVPA decoding of

EEG alpha power, we could identify the attended hemifield, using

the button response as a time stamp and indication of the side

attended.We found that the occipital attention-related alpha power

asymmetry observed in cued and willed attention was also present

in this uncued study, and that it preceded the motor responses

by about 1 second. By eliminating explicit cues or prompts that

influence the allocation of voluntary attention, this study helps to

advance our understanding of willed attention, and more generally

of voluntary attentional control.

Intention, volition, and free will in
willed action

Intention, volition and free will are concepts with long histories,

sometimes involving contentious debate. So, before using these

terms in interpreting willed attention in a larger framework, we

will begin with some simple, well-accepted definitions in order

FIGURE 4

Uncued/unprompted willed attention paradigm. Participants were

told to fixate the central cross, and then to spontaneously choose

whether to covertly attend left or right at a time of their choosing

(adapted from Nadra et al., 2023). See text for description.

to clarify how we will use the terms. Intention can be defined

as the mental state in which a future action (cognitive and/or

motor) is represented in the mind and brain. Here, we consider

only immediate intentions, not distant intentions (e.g., such as

planning to earn a Ph.D.), and with this in mind, turn to some

helpful thoughts by Pacherie and Haggard (2011). They suggested

that there are two characteristics of immediate intentions, and

that they are: “. . . accessible to consciousness,” and “. . . they bear

some relation to subsequent action.” Essentially, intentions are

the mental representations of a behavioral goal that are activated

to execute the goal about which we are aware. Volition can be

operationalized as a process that: (i) is internally generated (as

opposed to stimulus driven), (ii) involves decisional control (as

opposed to being reflexive or habitual actions), (iii) is goal directed,

and (iv) is accompanied by the conscious experience of intending

to take the action (Haggard, 2019; Seghezzi and Haggard, 2022).

Free will is often used synonymously with the term volition, and

therefore the preceding characteristics of volition would apply to

free will as well (Lavazza, 2016). Although the literature on free

will is expansive, we will stop here, and thus, in the context of our

review of willed attention, we will use the terms volition and free

will synonymously. One might ask why use the term free will at all

(Gazzaniga, 2012; Shadlen and Roskies, 2012), but given that in our

tasks, subjects are asked to make free choices (and we have used

the term willed attention), it would seem natural to refer to free

will. However, in doing so, we are most decidedly not suggesting

that volition or free will are brain-independent mental functions.

Rather, we hope to make clear the opposite, that willed attention

relies on brain mechanisms, mechanisms that can be studied and

understood. Our goal, therefore, in the following is to relate willed

attention to the larger psychology and neuroscience literature on

willed actions, where considerations of intention, volition and free
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will are commonplace. We will focus on prominent studies that

have identified neural correlates of free choices, beginning with the

work of Benjamin Libet.

Libet approached the concepts of intention, volition and free

will by recording brain electrical activity preceding voluntarymotor

actions. He found that motor readiness potentials (ERPs) preceded

conscious intentions to make a self-generated movement by up

to half of a second (Libet et al., 1983a; Libet, 1985); how did he

accomplish this? Libet’s highly influential studies employed a novel

paradigm where subjects were facing a clock which moved once

every 2.56 seconds. The experimenters collected both EEG data as

a measures of brain activity, and EMG data to track their muscle

activity as well as self-reports about the time of their intentions

to move (from the clock face). Subjects were told to make a

spontaneous movement while looking at the clock, flexing their

wrist at a time of their own choosing. The subjects were also

instructed to report the position of the clock when they first became

aware of their decision to move, and this reported time was used

as a measure of the onset of conscious intention. The onset of the

willed actionwas signaled by the onset of electromyographic (EMG)

activity in the wrist flexor muscles (as measured by electrodes on

the forearm), and the onset of the intention to act was pinpointed

by the onset of the ERP known as the readiness potential (RP)

(Kornhuber and Deecke, 1964, 2016). Libet’s key finding was that

the RP preceded conscious awareness of the intention to move

(indexed by the clock time reported by the subjects) by 500 to 1,000

msec, which suggested that the conscious decision to move one’s

hand had a neural antecedent that preceded the conscious intention

to move. Libet’s breakthrough work opened the floodgates on free

will and agency as a research topic in neuroscience (David et al.,

2008; Moore and Obhi, 2012; Wolpe and Rowe, 2014; Braun et al.,

2021).

Libet’s studies, were however, often challenged and criticized.

For example, the nature of the RP itself, and therefore what it

tells us about volition in Libet’s paradigm has been questioned.

There is evidence that the RP may not be the driving force

behind the decision to act, and therefore whether it is involved in

volitional decisionmaking, or only related to the act of simply being

presented with a decision, is at issue (Balaguer, 2014). Haggard

and Eimer (1999), for example, investigated the RP and a derived

ERP measure known as the lateralized readiness potential (LRP),

which is computed by subtracting the RP recorded at electrodes

contralateral and ipsilateral to the moving hand. They concluded

that it is the LRP, which develops later in time, rather than RP,

that is an index of conscious motor intention. Subsequently, in

a joint article, Haggard and Libet (2001) proposed that the RP

was an index of the general preparation to act, whereas the LRP

reflected the onset of an intention to make a specific action in

the brain. Thus, the original model of Libet was refined, but the

key underlying patterns of brain activity in the Libet model were

nonetheless replicated, supporting his original interpretation that

brain activity preceded the conscious intention to act.

There also arose a notable hypothesis that perhaps free will

does not exist in the way humans intuitively believe, but that it

is more related to a veto mechanism that can override an action

that was initiated unconsciously in the brain. Libet referred to

this mechanism as “free won’t,” postulating that the brain acts

automatically in the generation of actions, but our will acts as an

inhibitory process that guides our decisions based on what not

to do, rather than by initiating a voluntary action (Libet, 1985).

Our power to inhibit processes that may be underway can be

implemented up until a point of no return, where actions are unable

to be vetoed. Decisions to act, therefore, are hypothesized to have

three separable components, what action to take, when to make the

action, andwhether to make the action—the concept of “free won’t”

affects whether a decision is made or not, and acts as Libet’s primary

argument against determinism: the idea that neural events, rather

than free will, determine our actions (Lavazza, 2019). However,

there has also been some evidence against this idea. EEG activity

immediately (−150 msec) preceding decisions to act or not to

act have similar patterns in the EEG, thus suggesting that similar

antecedent brain states are involved in both cases (Filevich et al.,

2013). This argues against the idea offered by Libet and others that

free will may better be conceived of as the voluntary inhibition of

motor intentions that arise by unconscious brain activity. Filevich

et al. (2013) wrote: “the cause of our ‘free decisions’ may at least in

part, be simply the background stochastic fluctuations of cortical

excitability. . . free won’t may be no more free than free will” (see

also Shadlen and Roskies, 2012).

Measures of the unconscious determinants of free decisions in

humans is not limited to EEG. In fMRI work, brain activity in the

anteriormedial prefrontal andmedial posterior parietal cortex were

shown to encode a decision to make a button press (left or right)

up to 10 seconds before the subjects were aware of the intention to

move (Soon et al., 2008). Their paradigm consisted of a stream of

letters presented on a computer monitor (one every 500 msec), and

the subject’s task was to report which letter was on the screen at the

time they made the decision to move. As in Libet’s original studies,

the time of the self-report of awareness to move was taken as the

onset of motor intention, and significant brain activity built up in

the time prior to this awareness of motor intention. Thus, there

is converging neuroscience evidence for predictive brain activity

during self-generated motor actions.

Additional evidence also comes from studies of free choices

in both humans and animals (for a review, see Funahashi, 2017).

Free choice decision making studies in humans commonly cite

the prefrontal cortex as the primary driver in intentional actions,

but not instructed actions (Lau et al., 2004a). Primate studies

have consistently shown that prefrontal neurons can predict an

upcoming decision to act when the animals are presented with a

free choice decision (Marcos and Genovesio, 2016; Mione et al.,

2019). This neural activity that is selectively appearing before

free choice decisions is termed “choice-predictive activity,” and is

hypothesized to be a transient active state preceding a decision that

is caused by spontaneous fluctuations in the baseline activity of

prefrontal neurons (Funahashi, 2017).

Although tasks involving motor actions are the primary

method of studying intention (Haggard, 2005), free choices for

abstract intentions have also been investigated in human (Soon

et al., 2013). Soon et al. (2013) gave participants the freedom to add

or subtract numbers under the constraints of an arithmetic task in

an fMRI study. They trained independent classifiers to distinguish

the spatial patterns of fMRI signals related to the two choices of

adding and subtracting. They found that in medial prefrontal and
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parietal cortex they could accurately decode the decision up to four

seconds before the participant reported their conscious awareness

of their decision. This study reinforces that the neuronal signals

preceding a decision to attend generalize beyond merely motor

signals. Thus, studying willed cognitive acts may provide additional

insights into whether or not there is a unified decision network for

volition that spans the domains of cognition and action.

Willed attention and willed actions

The forgoing selective review of the willed action literature

provides the context in which we wish to place the work on

willed attention. First, like the studies of neural activity preceding

willed actions, willed attention can also be predicted by brain

activity preceding the orienting of attention; i.e., as described

above, Bengson et al. (2014) used EEG to demonstrate that in the

approximately 1,000 msec prior to free choice decisions (but not

earlier), EEG alpha power over parietal-occipital cortex predicted

subsequent decisions to attend left vs. right. Thus, the emerging

literature on willed attention is moving the discussion of intention,

volition and free will from primarily the domain of motor actions

to the broader domain of cognitive “acts” (c.f., Soon et al., 2013).

But studies of cognitive acts present great challenges because there

is typically no outwardly visible sign of when a covert cognitive

function has occurred. Rather, as we are hoping to accomplish

in our research program (e.g., Nadra et al., 2023), high temporal

resolution non-invasive neural measures like EEG (and MEG) will

have to be used to identify signs of the initiation of cognitive

processes like attentional orienting in order to reveal the time

course of willed acts of cognition. Such high-temporal resolution

measures of brain activity permit the precursor brain activity and

thus the antecedent brain states of willed attention to be identified

separately from decision, post-decision and orienting-related brain

activity. With such measures in hand, it will then be possible to

understand the common and separable processes involved in willed

attention and action, as well as willed cognition more generally.

While there are similarities in the investigation of willed

attention and willed actions, there are also some differences. For

example, in our original EEG studies of willed attention (Bengson

et al., 2014, 2015), there were prompts indicating when subjects

should decide where to attend. This experimental design differs

from, for example, the work of Libet et al. (1983b) where subjects

simply had to wait and then decide when to move; that is, they

received no prompt. Because in our designs the subjects were

uncertain as to whether (or when) they might be prompted to make

a free choice about where to attend, the predictive EEG alpha signal

during willed attention differs from the readiness potential in self-

initiated motor actions. That is, our pre-prompt predictive EEG

alpha pattern (Bengson et al., 2014) does not resemble the build-up

of neural activity that is seen in the readiness potential in the studies

of Libet, but rather is a more temporally circumscribed activity.

As noted above, one critique of Libet’s research on willed action

was the idea that the readiness potential is a general activator of

intent, rather than being related to a specific decision vs. another

(Haggard and Eimer, 1999; Haggard and Libet, 2001; Balaguer,

2014). In our research of willed attention, we distinguish the neural

antecedents of a decision to shift attention to the left vs. the

right before the onset of a prompt, and thus the predictive neural

activity encodes a specific cognitive outcome and is not reflecting

a generalized preparatory activity for simply making any decision

(Bengson et al., 2014). This neural pre-prompt EEG alpha pattern

may be a form of neural “noise” (stochastic neural activity) that

biases free choice decisions (Shadlen and Roskies, 2012), or may

reflect variations in specific attentional sets that are task and goal

specific (e.g., attend left vs. attend right); the answer is not known.

Future directions for research on
willed attention

The goal of the mini review was to introduce willed attention,

and to place it in context by describing how it has been

defined relative to the standard meaning of voluntary attention,

as well as how it relates to the literature on self-initiated motor

actions. Although there is now behavioral electrophysiological and

neuroimaging evidence for the idea that willed attention involves

(i) front-end decision processes in frontal cortex, (ii) changes in

the network organization and interactions of decision and attention

systems, and (iii) that these decision stages may be biased by

ongoing stochastic brain states (i.e., the pre-prompt EEG alpha

activity), there is much we do not understand about willed attention

both theoretically and neuroscientifically.

One such area of uncertainty was presaged at the end of the

last section. We do not know whether the pre-prompt predictive

EEG alpha power changes observed in Bengson et al. (2014) reflect

stochastic brain states (e.g., variations in general left vs. right

hemisphere activation states) or are instead manifestations of task

set states of the brain related to the specific task presented to the

subjects. In our work on spatial attention, for example, the subjects

know that they will either be cued to the left or right visual field

location or be required to choose to attend to the left or right,

which is a highly constrained task set. One might hypothesize

that with such a task set in mind, the subjects were not in some

sort of neutral brain states during the intertrial intervals, but were

instead alternating or randomly varying between attending-left

and attending-right brain states (unconsciously), and this might

even have occurred in a systematic alternating pattern; by way

of analogy, like a soccer goalie rocking back and forth prior to

a penalty kick because they will only either jump left or right to

defend the goal when the kick is made. If so, the predictive EEG

pattern would be reflections of these varying brain states at different

times, and would therefore tend to predict what the subjects would

choose, even though the subjects were not consciously deciding

in advance. The idea that subject invoke free will to make the

decisions about whether to attend to the left or right is rather

challenged by the idea that they might merely be going with a

bias induced by a limited set of alternatives in a highly rarified

laboratory setting. It is important to get clarity on this and related

issues. So, experiments that are more naturalistic and involve

fewer experimentally-induced constraints on potential free willed

decisions, are needed to take this research forward. A first step

might simply be to have several possible locations to choose to

attend to, which would introduce more opportunities for free

willed choices.
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Another area of investigation that will be important in

understanding willed attention will be to remove the experimenter

control over when attention can be focused as well as over

only where. The introduction of the prompt is an innovation

over presenting instructive cues, but is still a highly constrained

laboratory situation. As described above, we have taken a step in

this direction by developing a task where subjects can exert a free

choice over both where and when to allocation spatial attention

(Nadra et al., 2023). More studies that investigate willed attention

inmore naturalistic contexts where free will choices are constrained

less by the designs of the laboratory tasks are needed.

Investigating whether the pre-prompt alpha signals observed

in willed attention reflect a mechanism that generalizes across

different domains of willed attention (e.g., visual spatial, visual non-

spatial, auditory, etc.) would provide insight into the nature of

willed attention. Such a step will be important if willed attention

is to prove useful for understanding intention, volition and free will

(Norman and Shallice, 1986; Lau et al., 2004a,b; Humphreys et al.,

2010).

Since it is known that selection history and unconscious

influences can alter how we allocate attention (Theeuwes, 2018a),

the neural antecedents of attentional decision making likely vary

with different perceptual, cognitive and motor contexts (Mudrik

et al., 2022). Thus, in the future, the neural activity associated

with free choice decisions should be considered in the context that

the decisions are being made (Bode et al., 2014), perhaps like a

spectrum of volition that is engaged as needed by the presented

scenario (Dresler et al., 2014). This could be investigated by

considering how selection history inmore naturalistic experimental

designs could interact with willed attention decisions. Similarly,

how reward and reinforcement influence willed attention will be

important for understanding the constraints place on free will by

the ongoing environmental and behavioral contexts.

Direct investigations of the interactions of willed attention and

willed action in terms of both the underlying computational and

neural of each will be an important step in understanding volition

and free will. Put another way, willed attention and willed action

should fit into a common theoretical framework and this needs to

be elaborated. For example, integrating these domains as in the

classic model of attention and action proposed by Norman and

Shallice (1986), where controlled (willed) actions are contrasted

with automatic actions (Shallice and Burgess, 1996). In this case,

automatic is defined as a situation where an action is routine and

does not require any explicit attention to complete, while controlled

actions are those requiring deliberate conscious control to execute

(Shiffrin and Schneider, 1984; Rubinstein et al., 2001; Carlisle and

Woodman, 2011). For controlled actions, the model proposes a

supervisory attentional system (SAS) which biases the activations

of specific schemas, inhibiting those which are not relevant and

activating those which are the most relevant out of all presented

options (Shallice and Burgess, 1996). The necessity of attention

varies based on the experience of the human executing the action.

In the field of voluntary attention, most studies of attention using

instructional cues engage some level of volition (allowing subjects

to follow the experimenter’s instructions), but have not adequately

studied self-generated (“willed”) shifts of attention, which require

more volition than instructed attention, while involuntary shifts of

attention are more akin to automatic actions in the Norman and

Shallice model, where they require very little to no volition to carry

out. Because willed attention has the potential to allows us to study

volition in a variety of scenarios that are more akin to real life

(shifting attention with or without the use of cues and prompts),

future research on willed attention may provide a new view on the

nature of attention, intention, volition and free will that is different

from the dominant approaches in research on voluntary attention

or free choice actions.

To advance our theoretical models of voluntary attention,

future work should consider willed attention research. Insights

from the study of willed attention may also contribute to the

ongoing debate about the terminology we use as a field (e.g.,

Buzsaki, 2020; Poeppel and Adolfi, 2020) and allow the field

to revise our collective understanding of what constitutes truly

voluntary attention. Finally, the study of willed attention may also

provide insights into the mechanisms of intention, volition and free

will, by expanding the work beyond the dominant paradigms of

willed actions to enable the study of willed cognition, which is a

path toward understanding what we mean by free will and what it

relates to in the brain.

Conclusion

Willed attention is a form of top-down voluntary attention that

is characterized by participants having the ability to choose where,

what and/or when to selectively attend. It is focused attention that is

self-generated in the absence of external cues or external control, as

is found in many laboratory studies where cues are used to guide

what we call voluntary attention. The study of willed attention

thus aims to understand fully volitional shifts of attention, with

a goal of revealing the underlying neural mechanisms involved,

as well as how they might be the same or different from those

revealed in cued (instructed) attention studies. But much beyond

these proximal goals, studies of willed attention address the very

nature of intention, volition and free will by providing additional

methods and insights that can help us advance understanding

of agency empirically and theoretically. Such advances will be

necessary for a more complete description of human cognition, but

also, and importantly, to support efforts to translate basic science

knowledge into interventions that can help ameliorate losses of

normal functioning from damage or disease that limit humans from

converting their intentions to everyday actions (Nicolelis, 2022;

Metzger et al., 2023).
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