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ABSTRACT
This paper is concerned with the stability of periodic traveling waves of dnoidal type, of the Zakharov system. This problem was considered in
a study of Angulo and Brango [Nonlinearity 24, 2913 (2011)]. In particular, it was shown that under a technical condition on the perturbation,
such waves are orbitally stable, with respect to perturbations of the same period. Ourmain result fills up the gap created by the aforementioned
technical condition. More precisely, we show that for all natural values of the parameters, the periodic dnoidal waves are spectrally stable.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0106133

I. INTRODUCTION
We consider the Zakharov system, which is the following system of coupled nonlinear partial differential equations:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

vtt − vxx =
1
2
(∣u∣2)xx,

iut + uxx − uv = 0.
(1.1)

In particular, v is a real-valued function, while u is a complex-valued function. Problem (1.1) was introduced in Ref. 1 to describe the Langmuir
turbulence in plasma.

The problem of the stability of solitary waves for nonlinear dispersive equations goes back to the studies of Benjamin2 and Bona3 (see
also Refs. 4–7). A general approach for investigating the stability of solitary waves for nonlinear equations having a group of symmetries was
proposed in Ref. 8. The well-posedness theory for the Zakharov system in the periodic setting was investigated in Ref. 9. In Refs. 10 and 11, the
existence and stability of smooth solitary wave solutions were considered; in fact, we state for reference purposes the precise stability results
of Ref. 10 below.

The goal of this paper is to consider the spectral stability of periodic traveling wave solutions of the form

⎧⎪⎪⎨⎪⎪⎩

v(t, x) = ψ(x − ct),
u(t, x) = e−iωtei

c
2 (x−ct)ϕ(x − ct),

(1.2)

where ψ, ϕ : R→ R are smooth,12–15 periodic functions with a fixed period 2T and ω, c ∈ R. In order to ensure that the traveling wave u above
is 2T periodic, we will require that there is an integer l so that

c = 2πl
T

. (1.3)
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We now construct such waves.

A. Construction of the periodic waves for the Zakharov system
Substituting (1.2) in (1.1), we obtain

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(c2 − 1)ψ′′ = 1
2
(ϕ2)′′,

ϕ′′ + (w + c2

4
)ϕ = ϕψ.

(1.4)

Integrating the first equation in (1.4), we get

ψ = − ϕ2

2(1 − c2)
+ a0 + b0x.

By the periodicity of ϕ,ψ, we immediately conclude that b0 = 0. For the rest, we also consider that a0 = 0, as the other cases easily reduce,
without loss of generality, to this one by a simple change of parameters; see the defining equations(1.1). That is,

ψ = − ϕ2

2(1 − c2)
. (1.5)

Using relation (1.5) in the second equation of (1.4), we get the following equation for ϕ:

− ϕ′′ + σϕ − ϕ3

2(1 − c2)
= 0, (1.6)

where we have introduced the new parameter σ ∶= −ω − c2
4 . Multiplying by ϕ and integrating once, we get

ϕ′2 = 1
4(1 − c2)

[−ϕ4 + 4σ(1 − c2)ϕ2 + a1], (1.7)

where a1 is a constant of integration. This is Newton’s equation, which is well studied in the literature. In fact, one can construct several dif-
ferent types of solutions in terms of elliptic functions, including dnoidal, cnoidal, and even snoidal solutions. Unfortunately, our preliminary
results for the cnoidal and snoidal type waves are far from definitive, so we will restrict our attention to the dnoidal waves. The cnoidal and
snoidal waves will be a subject of a future publication.

Next, we present the construction of the dnoidal waves. Later, we will state some relevant spectral properties of the corresponding
linearized operator, as they will be essential for our considerations in the sequel.

Let 1 − c2 > 0 and σ > 0. Assume that the quadratic equation r2 − 4σ(1 − c2)r − a1 = 0 has two positive roots r0 > r1 > 0, and set
ϕ0 =

√
r0 > ϕ1 =

√
r1 > 0. Clearly, there is an even and decreasing function in [0,T] periodic solution of (1.7), with

ϕ(0) = max
0<x<T

ϕ(x) = ϕ0,ϕ(T) = min
0<x<L

ϕ(x) = ϕ1.

These are explicitly given, up to a translation, as follows.

Proposition 1 (Existence of dnoidal solutions).
Let 1 − c2 > 0, σ > 0. Assume that the quadratic equation r2 − 4σ(1 − c2)r − a1 = 0 has two positive roots, denoted by ϕ20 > ϕ21. Then, the

solution to (1.7) is given by
ϕ(x) = ϕ0dn(αx, κ), (1.8)

where

κ2 = ϕ
2
0 − ϕ21
ϕ20

= 2ϕ20 − 4σ(1 − c2)
ϕ20

, α2 = 1
4(1 − c2)

ϕ20 =
σ

2 − κ2
. (1.9)

In addition, the fundamental period of ϕ is

2T = 2K(k)
α

.

We now turn our attention to the spectral stability of such solutions, in the context of the Zakharov system (1.1).
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B. The linearized problem
For the purposes of linearization, we rewrite system (1.1) as a first order in time system, in the form

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

vt = −Vx,

Vt = −(v +
1
2
∣u∣2)

x
,

iut + uxx = uv.

(1.10)

Note that we enforce uniqueness by adding the condition ∫ T
−TV(t, x)dx = 0. Consider the perturbations in the form

u(t, x) = e−iwtei
c
2 (x−ct)[ϕ(x − ct) + p(t, x − ct)],

v(t, x) = ψ(x − ct) + q(t, x − ct),
V(t, x) = φ(x − ct) + h(t, x − ct),

where q and r are real-valued functions and p is a complex-valued function. Here, φmay be identified as the unique mean-value zero function,
i.e., ∫ T

−T φ(x)dx = 0, satisfying

φ′ = cψ′ = 1
c
(ψ + ϕ

2

2
)
′

. (1.11)

Note that (1.11) is consistent with the zero order terms in (1.10) and (1.5). Accordingly, as V is mean-value zero, we must require that the
perturbation h is mean-value zero as well, ∫ T

−T h(t, x)dx = 0.
Plugging the above-mentioned expression into (1.10) and ignoring the quadratic and higher order terms, we get the following linear

system:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

qt = cqx − hx,
rt = crx − qx − (ϕRp)x,

ipt = −pxx − (w +
c2

4
)p + ψp + ϕq.

(1.12)

Furthermore, by letting p = p1 + ip2, system (1.12) takes the form

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

qt = cqx − hx,
rt = chx − qx − (ϕRp)x,

p1t = −p2xx − (w +
c2

4
)p2 + ψp2,

−p2t = −p1xx − (w +
c2

4
)p1 + ψp1 + ϕq.

(1.13)

For U⃗ = (p2, p1, q,h), the above system can be written in the form

U⃗ t = 𝒥ℋU⃗, (1.14)

where

𝒥 =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

0 −1 0 0

1 0 0 0

0 0 0 −∂x
0 0 −∂x 0

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

, ℋ =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

ℒ− 0 0 0

0 ℒ− ϕ 0

0 ϕ 1 −c
0 0 −c 1

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

, (1.15)

ℒ− = −∂2
x + σ + ψ = −∂2

x + σ −
ϕ2

2(1 − c2)
. (1.16)
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Clearly, 𝒥∗ = −𝒥, whereasℋ∗ =ℋ, where we associate with the operators 𝒥,ℋ the following domains on the periodic functions:

D(𝒥) = (L2[−T,T])2 ⊕ (H1[−T,T])2,
D(ℋ) = (H2[−T,T])2 ⊕ L2[−T,T]⊕ L20[−T,T].

Note that the last component of the domain of ℋ is L20[−T,T] = { f ∈ L2[−T,T] : ∫ T
−T f (x)dx = 0} per our earlier requirement that the last

component h ∈ L20[−T,T].
Transforming the time-dependent linearized problem (1.14) into an eigenvalue problem, through the transformation U⃗ → eλtU⃗, yields

𝒥ℋU⃗ = λU⃗. (1.17)

As we are in the periodic context, it is well known that all essential spectrum is empty, thus reducing the spectrum to a pure point spectrum,
that is, isolated eigenvalues with finite multiplicities. The standard notion of stability is given next.

Definition 1. We say that the traveling wave solution described in (1.2), (1.5), and (1.7) is spectrally stable, if the eigenvalue problem (1.17)
does not have non-trivial solutions with Rλ > 0. That is,

(λ, U⃗) : Rλ > 0, U⃗ ≠ 0, U⃗ ∈ D(𝒥ℋ) = (H2[−T,T])2 ⊕ (H1[−T,T]⊕H1
0[−T,T].

Otherwise, if there are such solutions, we refer to the family in (1.2) as spectrally unstable.
For orbital stability, we refer to the standard formulation; see (1.18) and (1.19).

C. Main result
The following is the main result of this work.

Theorem 1. Periodic traveling waves of dnoidal type of (1.1) are spectrally stable for all natural values of the parameters.
More specifically, the periodic dnoidal waves constructed in Proposition 1, with the respective speed, subject to (1.3), are spectrally stable

solutions of (1.10).

Remark. Recall that condition (1.20) is necessary to guarantee the periodicity of such waves.

It is worth noting that in Ref. 10, the orbital stability of periodic waves of dnoidal type for system (1.1) was proved. Angulo and Brango10
showed that for the equivalent system (1.10), there is orbital stability, if one asks for an additional technical condition; see (1.20) below.
More precisely, they proved that for all ε > 0, there exists δ > 0 such that for any initial data (v0,V0,u0) ∈ L2[−T,T] × L20[−T,T] ×H1[−T,T]
satisfying

∥v0 − ψ∥L2[−T,T] < δ, ∥V0 − φ∥L2[−T,T] < δ, ∥u0 − ϕ∥H1
[−T,T] < δ, (1.18)

⎧⎪⎪⎨⎪⎪⎩

infy∈R∥v(⋅ + y, t) − ψ∥L2[−T,T] < ε, infy∈R∥V(⋅ + y, t) − ψ∥L2[−T,T] < ε,
inf(θ,y)∈[0,2π)×R∥eiθu(⋅ + y, t) − ϕ∥H1

[−T,T] < ε
(1.19)

if

∫
T

0
v0(x)dx ≤ ∫

T

0
ψ(x)dx. (1.20)

This result is established by adapting the results in Refs. 2, 3, and 6 to the periodic case.
Our work is structured as follows: In Sec. II, we provide some basic and preliminary results—about the instability index counting theory

and the relation of the linearized operators ℒ± to the classical Schrödinger operators arising in the elliptic function theory. In Sec. III, we
develop the spectral theory for the self-adjoint matrix linearized operator ℋ and the full linearized operator 𝒥ℋ. In particular, we describe
the kernels and the generalized kernels in full detail. We also show that the Morse indexℋ ≤ 1. This is later upgraded in Sec. IV to n(ℋ) = 1.
Section IV also contains the proof of the main result, namely the spectral and orbital stability of the dnoidal waves. The spectral stability is
achieved via the instability index count, while the orbital stability is obtained as a consequence of an abstract result, Theorem 5.2.11, p. 143,16
which relates the two notions.

II. PRELIMINARIES
We start with some facts about the instability index counting theory for eigenvalue problems of the type described in (1.17).
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A. Instability index counting
We will give some results about the instability index count theories developed in Ref. 17. These allow us to count the number of unstable

eigenvalues for eigenvalue problems of the form (2.1) based on the information about the spectrum of various self-adjoint operators, both
scalar and matrix, and some specific estimates,

ℐℒz = λz. (2.1)

Here, our standing assumption is that for appropriate Hilbert space X, ℒ : X → X∗ is bounded and symmetric, and in addition, ℒ =ℒ∗
on the appropriately defined Hilbert space X ⊂ H ⊂ X∗ and domain D(ℒ). In addition, assume that ℒ also has a finite number of negative
eigenvalues, n(ℒ), a quantity referred to as the Morse index of the operatorℒ. In addition, ℐ∗ = −ℐ.

Let kr be the sum of algebraic multiplicities of positive eigenvalues of the spectral problem (2.1) (i.e., the number of real instabilities or
real modes), kc be the sum of algebraic multiplicities of quadruplets of eigenvalues with non-zero real and imaginary parts, and k−i = k≤0i , the
number of pairs of purely imaginary eigenvalues with non-positive Krein signature. For a simple pair of imaginary eigenvalues ±iμ, μ ≠ 0,
and the corresponding eigenvector z⃗ = (z1

z2
), the Krein signature, either ±1 or 0, is the quantity sgn (⟨ℒz⃗, z⃗⟩).

Also of importance in this theory is a finite-dimensional matrix 𝒟, which is obtained from the adjoint eigenvectors for (2.1). More
specifically, consider the generalized kernel of ℐℒ,

gKer(ℐℒ) = span[(Ker[(ℐℒ)l], l = 1, 2, . . .].

Assume that the dimension of the space gKer(ℐℒ)⊖ Ker(ℒ) is finite. Here, for a subspace A ⊂ X, where X is a fixed Banach space, write
B = X ⊖ A, whenever X = A⊕ B. Select a basis in

gKer(ℐℒ)⊖ Ker(ℒ) = span[ηj , j = 1, . . . ,N].

Then,𝒟 ∈ℳN×N is defined via

𝒟 ∶= {𝒟i j}Ni, j=1 : 𝒟i j = ⟨ℒηi,ηj⟩.

Then, according to Ref. 17, we have the following formula, relating the number of “instabilities” or Hamiltonian index of the eigenvalue
problem (2.1)and the Morse indices ofℒ and𝒟:

kHam ∶= kr + 2kc + 2k−i = n(ℒ) − n0(𝒟), (2.2)

where n0(𝒟) = #{λ ≤ 0 : λ ∈ σ(𝒟)} is the number of non-positive eigenvalues of𝒟.

Remark. As an easy corollary, if n(ℒ) = 1, it follows from (2.2) that kc = k−i = 0 and

kr = 1 − n(𝒟). (2.3)

Thus, in the case n(ℒ) = 1, instability occurs exactly when n(𝒟) = 0, while stability occurs whenever n(𝒟) = 1.

B. The linearized operators 𝓛± in terms of the standard Hill operators
We start by introducing another classical linearized Schrödinger operator, associated with the wave ϕ, namely

ℒ+ ∶= −∂2
x + σ −

3
2(1 − c2)

ϕ2.

We now consider two concrete classical Hill operators, which are related to the linearized operators ℒ∂ , along with some relevant spectral
properties. These will allow us to accurately determine the negative spectrum and the kernel of the scalar Schrödinger operators, which will
be of use in the sequel.

More specifically, the Schrödinger operator

Λ1 = −∂2
y + 6k2sn2(y, k),
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with periodic boundary conditions on [0, 4K(k)], has eigenvalues that are all simple. The first few eigenvalues and the corresponding
eigenfunctions are given in the following list:

ν0 = 2 + 2k2 − 2
√
1 − k2 + k4, ϕ0(y) = 1 − (1 + k2 −

√
1 − k2 + k4)sn2(y, k),

ν1 = 1 + k2, ϕ1(y) = cn(y, k)dn(y, k) = sn′(y, k),
ν2 = 1 + 4k2, ϕ2(y) = sn(y, k)dn(y, k) = −cn′(y, k),
ν3 = 4 + k2, ϕ1(y) = sn(y, k)cn(y, k) = −k−2dn′(y, k).

Similarly, for the operator

Λ2 = −∂2
y + 2κ2sn2(y, κ),

with periodic boundary conditions on [0, 4K(k)], the eigenvalues are all simple. The first three eigenvalues and the corresponding
eigenfunctions are

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ϵ0 = k2, θ0(y) = dn(y, k),
ϵ1 = 1, θ1(y) = cn(y, k),
ϵ2 = 1 + k2, θ2(y) = sn(y, k).

We now relate the Schrödinger operatorsℒ± to Λ1,Λ2. We start with the dnoidal case.

1. The operators 𝓛+,𝓛− in terms of Λ1,Λ2

An elementary and classical calculation shows that

ℒ+ = α2[Λ1 − (4 + κ2)], (2.4)

ℒ− = α2[Λ2 − κ2]. (2.5)

Based on formulas (1.8) and (1.9), we can formulate the following useful spectral properties.

Proposition 2. The linearized operatorsℒ± have the following spectral properties:

● n(ℒ+) = 1, ker (ℒ+) = span[ϕ′].
● ℒ− ≥ 0, ker (ℒ−) = span[ϕ].

III. SPECTRAL THEORY FOR 𝓗 AND 𝓙𝓗

We now discuss some elementary spectral properties of the scalar Schrödinger operatorsℒ±.

A. Elementary properties of 𝓛±

Note thatℒ− andℒ+ have some generic properties, which can be gleaned directly from the defining equation (1.6). More precisely, we
have the following two relations:

ℒ−[ϕ] = 0, ℒ+[ϕ′] = 0. (3.1)

Indeed, the formulaℒ−[ϕ] = 0 is nothing but (1.6), whileℒ+[ϕ′] = 0 is obtained from (1.6) by differentiation in the spatial variable. We have,
thus, identified at least one element in each Ker(ℒ−),Ker(ℒ+). Clearly, per the standard Sturm–Liouville theory for Schrödinger operators
acting on periodic functions, it is possible that there might be up to one additional element in each of Ker(ℒ−),Ker(ℒ+). In our example of
the dnoidal waves, this does not happen and, indeed, it turns out that ker (ℒ−) = span[ϕ], ker (ℒ+) = span[ϕ′]; see Sec. II B. Interestingly,
and based on this information only, we can identify the kernel of the self-adjoint matrix operatorℋ.
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B. Determination of Ker(𝓗)
Before we start with our analysis, let us recall that the domain of the operatorℋ is so that the last component is mean-zero. We have the

following result.

Proposition 3. The kernel of ℋ is two-dimensional. In fact, ker (ℋ) = span[Ψ1,Ψ2], where

Ψ1 =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

ϕ

0

0

0

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

, Ψ2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0

ϕ′

1
c2 − 1

ϕϕ′

c
c2 − 1

ϕϕ′

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

Remark. Note that since the fourth components of both Ψ1,Ψ2 are mean-zero functions, they do belong to the domain ofℋ, as stated.

Proof. Letℋf⃗ = 0, where f⃗ = ( f1, f2, f3, f4). Then, we have the following system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ℒ− f1 = 0,
ℒ− f2 + ϕ f3 = 0,
ϕ f2 + f3 − c f4 = 0,
−c f3 + f4 = 0.

(3.2)

Obviously, we have

Ψ1 =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

ϕ

0

0

0

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

∈ kerℋ.

From the last three equations of system (3.2), we have f4 = cf 3 and ϕf 2 = (c
2 − 1) f3. Plugging them into the second equation of system (3.2),

we get

(ℒ− +
ϕ2

c2 − 1
) f2 = 0.

Noting thatℒ+ =ℒ− + ϕ2

c2−1 , the last equation means thatℒ+ f2 = 0. Hence, and up to a constant, f2 = ϕ′, f3 = 1
c2−1ϕϕ

′, and f4 = c
c2−1ϕϕ

′, and
with this, we get

Ψ2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0

ϕ′

1
c2 − 1

ϕϕ′

c
c2 − 1

ϕϕ′

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

∈ kerℋ.

Clearly, this describes all the linearly independent elements in ker (ℋ), and Proposition 3 is established in full. ◻

Our next task is to identify gKer(𝒥ℋ)⊖ ker (ℋ), as any basis of this subspace is relevant in our stability calculation, i.e., the matrix𝒟;
see Sec. II A.

C. Identifying ker (𝓙𝓗)
We start with the elements in ker (𝒥ℋ)⊖ ker (ℋ). That is, we would like to find elements η⃗ so that

ℋη⃗ ∈ ker (𝒥) = span[(0, 0, 1, 0), (0, 0, 0, 1)]. (3.3)
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Letℋη⃗1 = (0, 0, 1, 0), where η⃗1 = (η11,η12,η13,η14). We obtain the following system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ℒ−η11 = 0,
ℒ−η12 + ϕη13 = 0,
ϕη12 + η13 − cη14 = 1,
−cη13 + η14 = 0,

which, apart from ker (ℒ−), has the following solution:

η⃗1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0

− 1
1 − c2

ℒ−1+ ϕ
1

1 − c2
+ 1
(1 − c2)2

ϕℒ−1+ ϕ
c

1 − c2
+ c
(1 − c2)2

ϕℒ−1+ ϕ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

Similarly, letℋη⃗2 = (0, 0, 0, 1), where η⃗2 = (η21,η22,η23,η24). That is, we need to solve the following system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ℒ−η21 = 0,
ℒ−η22 + ϕη23 = 0,
ϕη22 + η23 − cη24 = 0,
−cη23 + η24 = 1.

We have the following solution:

η⃗2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0

− c
1 − c2

ℒ−1+ ϕ
c

1 − c2
+ c
(1 − c2)2

ϕℒ−1+ ϕ

1
1 − c2

+ c2

(1 − c2)2
ϕℒ−1+ ϕ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

We have found two linearly independent solutions of (3.3). However, it is clear that the fourth components of both cannot be mean-value
zero. In fact, in the generic case, we need to take a specific linear combination so that we can achieve mean-value zero in the last component.

To this end, we take the following linear combination:

⃗̃η1 ∶= −η⃗1(⟨1, 1⟩ +
c2

1 − c2
⟨ℒ−1+ ϕ,ϕ⟩) + η⃗2(c⟨1, 1⟩ +

c
1 − c2

⟨ℒ−1+ ϕ,ϕ⟩) = −η⃗1(2T +
c2

1 − c2
⟨ℒ−1+ ϕ,ϕ⟩) + η⃗2(2Tc +

c
1 − c2

⟨ℒ−1+ ϕ,ϕ⟩), (3.4)

which clearly has the property ∫ T
−T
⃗̃η14(x)dx = 0 and, as a linear combination of η⃗1, η⃗2, belongs to the set described in (3.3), i.e., ⃗̃η1 ∈ ker (𝒥ℋ)

⊖ ker (ℋ). We have thus established the following proposition.Our next task is to describe the generalized kernel of the linearized operator.

Proposition 4. Under the assumption that ker (ℒ−) = span[ϕ], ker (ℒ+) = span[ϕ′], the kernel ker (𝒥ℋ) is three-dimensional. More
specifically,

ker (𝒥ℋ) = ker (ℋ)⊕ (ker (𝒥ℋ)⊖ ker (ℋ)) = span[Ψ1,Ψ2]⊕ span[ ⃗̃η1].

D. Structure of gKer(𝓙𝓗)
Since we have determined ker (𝒥ℋ) in Proposition 4, it remains to find the generalized eigenvectors associated with this system.
As a first step, we show that a linear combination of η⃗1, η⃗2 does not give rise to any adjoint eigenvectors.

Proposition 5. Assume that ⟨ℒ−1+ ϕ,ϕ⟩ ≠ 0. Then, the equation

𝒥ℋf⃗ = γ1η⃗1 + γ2η⃗2 (3.5)

does not have any solutions, unless γ1 = γ2 = 0.
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Proof. Note that

γ1η⃗1 + γ2η⃗2 = (γ1 + cγ2)η⃗1 + γ2

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

0

0

0

1

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

.

Assuming that (3.5) has a solution f , we test it first against the vector g⃗ ∶=
⎛
⎜⎜
⎝

0

ϕ

0

0

⎞
⎟⎟
⎠
. We obtain

−γ1 + cγ2
1 − c2

⟨ℒ−1+ ϕ,ϕ⟩ = ⟨𝒥ℋf⃗ , g⃗⟩ = ⟨ℋf⃗ ,𝒥∗g⃗⟩ = ⟨ℒ− f1,ϕ⟩ = ⟨ f1,ℒ−ϕ⟩ = 0.

This yields that γ1 + cγ2 = 0. However, then, (3.5) turns into

𝒥ℋf⃗ = γ2

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

0

0

0

1

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

.

As the last component on the left-hand side is an exact derivative, this clearly does not have any solutions, unless γ2 = 0. ◻

Next, we show that the equations 𝒥ℋ f = Ψ1 and 𝒥ℋ f = Ψ2 do have solutions, and we describe them in detail. To this end, let
𝒥ℋη⃗3 = Ψ1, where η⃗3 = (η31,η32,η33,η34). We have the following system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ℒ−η31 = 0,
ℒ−η32 + ϕη33 = −ϕ,
−(−cη33 + η34)x = 0,
−(ϕη32 + η33 − cη34)x = 0.

Note that the first equation solves to η31 = const.ϕ. However, this will not contribute anything to gKer(𝒥ℋ) as this solution is already
accounted for in ker (ℋ). Thus, we take η31 = 0.

Integrating the last two equations yields new integration constants,

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ℒ−η32 + ϕη33 = −ϕ,
cη33 − η34 = d1,
−ϕη32 − η33 + cη34 = d2.

From these three equations, we determine

η⃗3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0

−kℒ−1+ ϕ
k

1 − c2
ϕℒ−1+ ϕ + k1

ck
1 − c2

ϕℒ−1+ ϕ + k2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

where the particular form of the constants k, k1, k2 depends on c,d1,d2 but is otherwise unimportant in our analysis. Note that

η⃗3 = k(1 − c2)η⃗1 +

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

0

0

k̃1

k̃2

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

= k(1 − c2)η⃗1 + k̃2 ⃗̃η2 + k̃1

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

0

0

1

0

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

.
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where again k̃1, k̃2 are two constants. As η⃗1, ⃗̃η2 ∈ ker (𝒥ℋ), we can clearly take ⃗̃η3 ∶=
⎛
⎜⎜
⎝

0

0

1

0

⎞
⎟⎟
⎠
. In fact, a direct verification confirms that 𝒥ℋ⃗̃η3

= −Ψ1. Note that as ⃗̃η34 = 0, it is mean-value zero in the last component. So, it is an acceptable vector in our analysis.
Finally, we consider the equation 𝒥ℋη4 = Ψ2. We have the system

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ℒ−η41 = ϕ′,
ℒ−η32 + ϕη33 = 0,
−(ϕη42 + η43 − cη44)x = −

c
2(1 − c2)

(ϕ2)x,

−(−cη43 + η44)x = −
1

2(1 − c2)
(ϕ2)x.

Note that due to the presence of the vectors ⃗̃η2, ⃗̃η3 in our system, we can integrate the last two equations with constants of integration zero—if
non-zero, their contribution can be written in terms of span[ ⃗̃η2, ⃗̃η3] and, hence, safely ignored. Thus, we find the solution

η⃗4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ℒ−1− [ϕ′]
− c
(1 − c2)2

ℒ−1+ [ϕ3]
c

(1 − c2)2
ϕ2 + c

(1 − c2)3
ϕℒ−1+ [ϕ3]

c2 + 1
2(1 − c2)2

ϕ2 + c2

(1 − c2)3
ϕℒ−1+ [ϕ3]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

Using thatℒ+ϕ = − − 1
1−c2 ϕ

3, we getℒ−1+ ϕ3 = −(1 − c2)ϕ. This leads to the following representation:

η⃗4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ℒ−1− [ϕ′]
c

1 − c2
ϕ

0
1

2(1 − c2)
ϕ2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

Here, it becomes clear that η⃗44 does not have mean-value zero; hence, the solution η⃗4 does not belong to the required D(𝒥ℋ). We formulate
our result in the following proposition.

Proposition 6. Assume that ⟨ℒ−1+ ϕ,ϕ⟩ ≠ 0. Then, there is only one linearly independent first generation adjoint eigenvector, namely ⃗̃η3.
That is,

ker ((𝒥ℋ)2)⊖ ker (𝒥ℋ) = span[ ⃗̃η3].

Proof. Our strategy here is as follows: we will show that

ker ((𝒥ℋ)2)⊖ ker (𝒥ℋ) = span[ ⃗̃η3, η⃗4],

if we do not restrict with the condition that ∫ T
−T η⃗44(x)dx = 0. Then, due to this restriction, η⃗4 is excluded, whence our claim follows.

We have, so far, proved that ker ((𝒥ℋ)2)⊖ ker (𝒥ℋ) ⊇ span[ ⃗̃η3, η⃗4]. In order to show the other direction, set the equation
𝒥ℋ f ∈ ker (𝒥ℋ) or

𝒥ℋ f = λ1Ψ1 + λ2Ψ2 + λ3η1 + λ4η2.

As 𝒥ℋ⃗̃η3 = −Ψ1,𝒥ℋη⃗4 = Ψ2, we have

𝒥ℋ[ f + λ1 ⃗̃η3 − λ2η⃗4] = λ3η1 + λ4η2.

We now apply Proposition 5 to conclude that λ3 = λ4 = 0. It follows that f − λ1 ⃗̃η3 − λ2η⃗4 ∈ ker𝒥ℋ, which is the claim. ◻
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Finally, we consider the possibility of second adjoint eigenvectors. Expectedly, it turns out that there are not any.We collect all the
findings of this section in the following proposition.

Proposition 7. We have
ker ((𝒥ℋ)3)⊖ ker ((𝒥ℋ)2) = {0}.

Proof. Consider the subspace ker ((𝒥ℋ)3)⊖ ker ((𝒥ℋ)2). That is, set up an equation

𝒥ℋ f = μ ⃗̃η3

for some scalar μ. We test it against ⃗̃η3. We obtain

μ = ⟨𝒥ℋ f , ⃗̃η3⟩ = −⟨ℋ f ,𝒥 ⃗̃η3⟩ = 0,

as 𝒥 ⃗̃η3 = 0. This implies μ = 0, which establishes the claim. ◻

Proposition 8. Suppose that ⟨ℒ−1+ ϕ,ϕ⟩ ≠ 0. Then,

gKer(𝒥ℋ)⊖ ker (ℋ) = span[ ⃗̃η1, ⃗̃η3].

E. The Morse index of 𝓗
We have the following proposition.

Proposition 9. For the solution ϕ given by (1.8), we have that n(ℋ) ≤ 1.

Remark:We later easily establish that, in fact, n(ℋ) = 1, as a consequence of the index counting formula (2.2). However, and again from
the same formula, we have the spectral stability of the waves in the case when n(ℋ) = 0.

Proof. We begin with the observation that due to the tensorial structure ofℋ =ℒ− ⊗ℋ1, where

ℋ1 =
⎛
⎜⎜⎜⎜
⎝

ℒ− ϕ 0

ϕ 1 −c
0 −c 1

⎞
⎟⎟⎟⎟
⎠
.

Clearly, we have that n(ℋ) = n(ℋ1) + n(ℒ−). By Proposition 2, we have thatℒ− ≥ 0. Thus, it remains to prove that n(ℋ1) ≤ 1. To this end,
consider the quadratic form associated withℋ1, namely

q1(u, v,w) = ⟨ℒ−u,u⟩ + 2⟨ϕu, v⟩ + ⟨v, v⟩ − 2c⟨v,w⟩ + ⟨w,w⟩.

By the Cauchy–Schwarz inequality,
⟨v, v⟩ − 2c⟨v,w⟩ + ⟨w,w⟩ ≥ (1 − c2)⟨v, v⟩, (3.6)

whence q1(u, v,w) ≥ q2(v,w) = ⟨ℒ−u,u⟩ + 2⟨ϕu, v⟩ + (1 − c2)⟨v, v⟩. We further estimate q2 as follows:

q2(u, v) = ⟨ℒ−u,u⟩ + 2⟨ϕu, v⟩ + (1 − c2)⟨v, v⟩

= ⟨ℒ−u,u⟩ +∫
T

−T
(
√
1 − c2v + ϕ√

1 − c2
u)

2

dx − 1
1 − c2∫

T

−T
ϕ2u2dx

≥ ⟨(ℒ− −
ϕ2

1 − c2
)u,u⟩ = ⟨ℒ+u,u⟩.

(3.7)

It is now easy to conclude that n(ℋ1) ≤ 1. Indeed, based on the fact that n(ℒ+) = 1, taking u orthogonal to the ground state of ℒ+
guarantees that ⟨ℒ+u,u⟩ ≥ 0. Thus,

inf
u�ground state of ℒ+

q1(u, v,w) ≥ inf
u�ground state of ℒ+

q2(u, v) ≥ inf
u�ground state of ℒ+

⟨ℒ+u,u⟩ ≥ 0.

This establishes n(ℋ1) ≤ 1. ◻
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IV. PROOF OF THEOREM 1
We apply the instability index theory, as developed in Sec. II. To this end, we need to identify first the spaces X,X∗,H. To

this end, we introduce X = (H1
per.[−T,T])2 × (L2[−T,T])2, with X∗ = (H−1per.[−T,T])2 × (L2[−T,T])2, while clearly, we use the base

Hilbert space H = (L2[−T,T])4. Clearly, ℋ : X → X∗ is bounded and symmetric, while 𝒥 : D(𝒥) = (H1[−T,T])4 → X is a closed
operator.

By Proposition 8,𝒟 ∈ℳ2×2, and we take on computing its elements. A direct calculation yields

ℋ⃗̃η3 =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

0

ϕ

1

−c

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

.

Next, we computeℋ⃗̃η1, by using formula (3.4), and the valuesℋη⃗1 =
⎛
⎜⎜
⎝

0

0

1

0

⎞
⎟⎟
⎠
,ℋη⃗2 =

⎛
⎜⎜
⎝

0

0

0

1

⎞
⎟⎟
⎠
, which we have by construction. We obtain

ℋ⃗̃η1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0

0

−(⟨1, 1⟩ + c2

1 − c2
⟨ℒ−1+ ϕ,ϕ⟩)

(c⟨1, 1⟩ + c
1 − c2

⟨ℒ−1+ ϕ,ϕ⟩)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

After some algebraic manipulations (note that ⟨1, 1⟩ = 2T), we obtain the matrix𝒟 in the following form:

𝒟11 = ⟨ℋ⃗̃η1, ⃗̃η1⟩ = 2T(2T +
c2

1 − c2
⟨ℒ−1+ ϕ,ϕ⟩)(2T +

1
1 − c2

⟨ℒ−1+ ϕ,ϕ⟩),

𝒟12=𝒟21 = ⟨ℋ⃗̃η1, ⃗̃η3⟩ = −2T(2T +
c2

1 − c2
⟨ℒ−1+ ϕ,ϕ⟩),

𝒟22 = ⟨ℋ⃗̃η3, ⃗̃η3⟩ = 2T.

It follows that

det (𝒟) = 4T2⟨ℒ−1+ ϕ,ϕ⟩(2T +
c2

1 − c2
⟨ℒ−1+ ϕ,ϕ⟩).

Recall that we have established that n(ℋ) ≤ 1; see Proposition 9. Due to formula (2.3), it must be that n(𝒟) ≤ 1). Thus, the spectral stability
is equivalent to the property n(𝒟) = 1. In fact, due to formula (2.2), it follows that n(ℋ) ≥ n(𝒟), so establishing n(𝒟) = 1 implies n(ℋ) = 1
as well, as announced earlier.

Next, in order to prove n(𝒟) = 1, we shall need to show that det (𝒟) < 0, as this guarantees that 𝒟 has a negative eigenvalue. To this
end, recall that we haveℒ+ϕ′ = 0. The function

Φ(x) = ϕ′(x)∫
x 1
ϕ′2(s)

ds,
RRRRRRRRRRRR

ϕ′ Φ
ϕ′′ Φ′

RRRRRRRRRRRR
= 1,

is also a solution of LΦ = 0. Formally, since Φ′ has zeros, using the identities

1
sn2(y, κ)

= − 1
dn(y, κ)

∂

∂y

cn(x, κ)
sn(y, κ)

and integrating by parts, we get

Φ(x) = 1
α2κ2φ0

[1 − 2sn
2(αx, κ)

dn(αx, κ) − ακ2sn(αx, κ)cn(αx, κ)∫
x

0

1 − 2sn2(αs, κ)
dn2(αs, κ)

ds].
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Thus, we may construct the Green function

ℒ−1+ f = ϕ′∫
x

0
Φ(s) f (s)ds −Φ(s)∫

x

0
ϕ′(s) f (s)s + C fΦ(x),

where C f is chosen such thatℒ−1+ f is periodic with the same period as ϕ(x). Integrating by parts, we get

⟨ℒ−1+ ϕ,ϕ⟩ = −⟨ϕ3,Φ⟩ + ϕ2(T)⟨ϕ,Φ⟩ −
ϕ′′(T)
2Φ′(T) ⟨ϕ,Φ⟩

2.

Similarly as in Ref. 18, using that ϕ3 = −(1 − c2)ℒϕ and ⟨Φ′′,ϕ⟩ = 2ϕ(T)Φ′(T) + ⟨Φ,ϕ′′⟩, we have the following result:

⟨ℒ−1+ ϕ,ϕ⟩ = 2(1 − c2)ϕ(T)Φ′(T) + ϕ2(T)⟨ϕ,Φ⟩ −
ϕ′′(T)
2Φ′(T) ⟨ϕ,Φ⟩

2.

Integrating by parts, we get

Φ′(T)ϕ(T) = 1
ακ2
[2(1 − κ2)K − (2 − κ2)E],

⟨ϕ,Φ⟩ = 1
α3κ2
[E(κ) − K(κ)],

ϕ′′(T)
2Φ′(T) ⟨ϕ,Φ⟩ =

ϕ20κ2(1 − κ2)[E − K]
2[2(1 − κ2)K − (2 − κ2)E]

,

which leads to the following result:

⟨ℒ−1+ ϕ,ϕ⟩ = −
2(1 − c2)

α
E2(κ) − (1 − κ2)K2(κ)

(2 − κ2)E(κ) − 2(1 − κ2)K(κ)
< 0. (4.1)

For the other term, we have

2T + c2

1 − c2
⟨ℒ−1+ ϕ,ϕ⟩ =

2
α
[K(κ) − c2 E2(κ) − (1 − κ2)K2(κ)

(2 − κ2)E(κ) − 2(1 − κ2)K(κ)
]

= 2
α

E2(κ) − (1 − κ2)K2(κ)
(2 − κ2)E(κ) − 2(1 − κ2)K(κ)

[(2 − κ
2)E(κ)K(κ) − 2(1 − κ2)K2(κ)
E2(κ) − (1 − κ2)K2(κ)

− c2] > 0,

since
(2 − κ2)E(κ)K(κ) − 2(1 − κ2)K2(κ)

E2(κ) − (1 − κ2)K2(κ)
> 1 > c2.

Altogether, det (𝒟) < 0 and the spectral stability is established.
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