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Abstract

A variety of physical phenomena involve the nonlinear transfer of energy from weakly
damped modes subjected to external forcing to other modes which are more heavily
damped. In this work we explore this in (finite-dimensional) stochastic differential
equations in R” with a quadratic, conservative nonlinearity B(x, x) and a linear
damping term—Ax which is degenerate in the sense that kerA # . We investigate
sufficient conditions to deduce the existence of a stationary measure for the associated
Markov semigroups. Existence of such measures is straightforward if A is full rank,
but otherwise, energy could potentially accumulate in ker A and lead to almost-surely
unbounded trajectories, making the existence of stationary measures impossible. We
give a relatively simple and general sufficient condition based on time-averaged coer-
civity estimates along trajectories in neighborhoods of ker A and many examples where
such estimates can be made.
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1 Introduction

A variety of physical phenomena involve the nonlinear transfer of energy from weakly
damped modes subjected to external forcing to other modes which are more heavily
damped. In hydrodynamic turbulence for example, the forcing is considered to act
at large scales whereas in the high Reynolds number limit, the viscous dissipation is
only strong at very high frequencies. This leads to the phenomenon known as anoma-
lous dissipation (see e.g. [6, 17]). A study of such phenomena in infinite-dimensional
systems remains largely out of reach (with a few exceptions, for example some sim-
plified shell models [16, 31] and Batchelor-regime passive scalar turbulence [3]). As
suggested in e.g. [30], it is natural to first study the analogues in finite-dimensional
systems. In this setting we will study systems with damping which only acts on a
proper subset of the degrees of freedom and ask the question of whether or not a
statistical equilibrium, i.e. a stationary measure, can still be shown to exist. If the
undamped modes are directly forced at least, for this to be possible the nonlinearity
must continually pump energy away from the modes without damping into modes
with damping.

We study the following prototypical class of stochastic differential equations (SDEs)
for x;, e R"

dxt = B(x,,x,)dt - Axtdl‘ +Uth
)Cz|t:0 = X0 € R™.

(1.1

Here, W, = (Wl(l), e, W,(n)) is an n-dimensional canonical Brownian motion on
a complete probability space (2, F,P), A € R"" is symmetric and positive semi-
definite (with kerA # 1), and o € R"*". In many examples, A by be taken diagonal,
however for some examples it may be easier to choose a coordinate system in which it
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Stationary measures for stochastic differential... 103

is not (see for example, Theorem 1.6 below). We will assume for simplicity throughout
this introduction that o is full rank, though, as discussed in the main body of the text,
weaker conditions are possible for the examples we study. The nonlinear term B is
bilinear such that the energy |x|? is conserved:

x-B(x,x)=0. (1.2)

Many of the specific examples we study also satisfy V- B = 0, but this is not required
for our methods. This class of systems contains Galerkin truncations of both the 2d and
3d Navier—Stokes equations, as well as Lorenz-96 [26], and the classical shell models
of hydrodynamic turbulence, GOY [19, 39] and Sabra [29]; see e.g. [30] for further
discussions on the motivations for studying this class of SDEs. It is straightforward
to show that the SDEs are globally well-posed and the associated Markov semigroups
are well-behaved; see e.g. [Appendix A; [4]]. We will refer to the ODE

d
EZZ = B(zs,21)

as the conservative dynamics. This deterministic ODE plays a distinguished role, as
it is the leading order dynamics at high energies, i.e. when |x| > 1.
Denote the generator

1
L’:EGUT:Vz—Ax-V—i—B(x,x)-V (1.3)

and the associated Markov semigroups P; = e’ L and Pr=c¢ L* the former acting on
the space of bounded, Borel measurable observables By, (R"; R) and the latter acting on
Borel probability measures P(R"). When A is positive definite, it is not hard to prove
that there always exists at least one stationary measure, i.e. a measure u € P(R")
such that Pfu = w. This is proved by the Krylov-Bogoliubov procedure (see e.g.
[11]) combined with the following energy balance obtained from It6’s lemma:

1 ! T 1
EE xe|* +E/O Xg - Axgds = 3 ,-]2_:1 o',%- + EE xol?.

However, if kerA # ¢, then there is the possibility that energy could accumulate in
these degrees of freedom and the a priori estimate

. 1 (! 1 ¢
lim sup —E/ X5 - Axgds < 7 Z 0,% (1.4)
t—00 0 A
i,j=1
would not be sufficient to imply the compactness required for Krylov-Bogoliubov.
It is well known that to prove the existence of a stationary measure it suffices
to construct a Lyapunov function, i.e., a C? function V : R" — [0, oo) satisfying
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104 J. Bedrossian, K. Liss

lim|yx| - 00 V(x) = 00 and
LV < —a+ Blg (1.5)

for some «, B > 0 and a compact set K (see e.g. [34]). Here we will actually use a
stronger condition, namely

LV < —aVP 4+ B8 (1.6)

for some p € (0, 1], which in addition to implying existence of a stationary mea-
sure (by a straightforward generalization of the argument recalled above using Itd’s
lemma and the Krylov-Bogoliubov procedure) yields an explicit rate of convergence.
Typically, because of the convergence rate implied (see Corollary 1.7), V is called a
geometric Lyapunov function when p = 1 and a sub-geometric Lyapunov function
when p < 1. Note that if the kernel of A is trivial, then V (x) = |x|? is a geometric
Lyapunov function for (1.1), while if ker A # @ then (1.6) holds only in regions where
|x| < Mg 4L x]. There are many works that have successfully constructed an invariant
measure and/or obtained convergence rates to equilibrium for SDEs with partial dissi-
pation or unstable deterministic dynamics by building a nontrivial Lyapunov function
(see e.g. [1, 5, 15, 21, 23, 35, 38]). A general strategy for constructing a Lyapunov
function is to patch together a sequence of local Lyapunov functions, each satisfying
(1.6) in a different part of phase space. In regions where (1.6) is not obviously satisfied
by some natural energy-type function, acommon approach is to perform a scaling anal-
ysis and show (1.6) for a reduced generator, and then justify the full inequality by an
approximation argument. For a discussion of scaling arguments and a meta-algorithm
for constructing Lyapunov functions, see [1]. The Lyapunov functions obtained by
such methods tend to be quite involved, even in low dimensional, relatively simple
systems (see e.g. [1, 15, 21] and [section 2, [38]]), and require a careful gluing of
separate local Lyapunov functions.

In this paper, we develop a framework for constructing invariant measures for par-
tially damped systems based on returning to the simple a priori energy estimate (1.4).
Rather than directly building a Lyapunov function, the idea is to recover compactness
by proving that the time-averaged dissipation controls the average of some simple
coercive function. Related ideas that study time-averaged lower bounds on a dissipa-
tion to construct a Lyapunov function for a partially damped system have been used
in the study of non-equilibrium stationary states for oscillator chains; see for example
[10] and the references therein. Our strategy is more precisely to prove the following
time-averaged coercivity estimate for some 7 € (0, 2) and r € (0, 1],

1 T 5 1 T
—E ()7 dt S 14+ =E X; - Ax;dt, (1.7)
T Jo T Jo

which we show is sufficient to imply existence in Lemma 2.1 by a straightforward

iteration procedure. In Lemma 2.2, we reduce this to short-time coercivity estimates
for trajectories starting in a relatively small neighborhood of kerA at high energy.
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Stationary measures for stochastic differential... 105

Specifically, we show that it suffices to prove (1.7) for initial conditions xo € R”
satisfying

[MieratXol < [Mieraxol” and |xo| > 1,

and with the time 7" depending on the initial energy |xq|. The goal is thus to prove that
at high energies, where the conservative dynamics dominate, solutions that start near
ker A must depart rapidly (on average) due to some kind of instability. Our strategy
to prove the necessary time-averaged coercivity estimates is to use a suitable approx-
imation of the solution when |ITj. 41x;| < |ITxerax;|”, show that this approximate
solution rapidly enters the region |ITj . 41x| 2 |Ikerax|”, and then argue that the
approximation remains valid for as long as [Ty 41/ S [Tkerax:|”-

The time-averaged coercivity framework is convenient in that it allows one to lever-
age in a natural way assumptions on the instability of kerA under the dynamics to
obtain existence of an invariant measure and an explicit convergence rate to equilib-
rium. Moreover, it avoids the need to carefully patch together separate local Lyapunov
functions, which is required even if one uses a construction based on local exit times.
We will showcase the flexibility of our methods by presenting a variety of examples
to which they apply, in each case showing a different potential case that arises with
degenerate damping. The examples below are chosen to show qualitatively distinct
cases where the approximation procedure described above can be justified, although
a different choice of approximate solution is used in each type of example.

1.1 Main results

We now discuss our main results and their connection to some of the existing literature
on related SDEs.
Below, denote the set of undamped configurations on the unit energy sphere by

U =kerANS 1.

The first theorem considers the case where U/ contains no sets which are invariant
under the conservative dynamics. This case is analogous to the settings considered by
hypocoercivity, which usually studies nontrivial interplay between degenerate elliptic
operators and conservative first order operators (such as transport) to obtain decay
estimates, despite the lack of coercivity; see discussions in e.g. [20, 37]. Indeed, the
results we are proving are quite similar to (sub-exponential) hypocoercivity results
for the associated Markov semigroups (although here we use different, essentially
probabilistic, methods). See [2, 8] for further discussion on the relationship between
Harris’ theorems and commonly used hypocoercivity methods. The intuition is clear:
if U contains no sets which are invariant under the conservative dynamics, then at high
energies any trip to a small neighborhood of ker A must necessarily be short lived.
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106 J. Bedrossian, K. Liss

Theorem 1.1 Let X, solve the conservative dynamics:

Lx, = B(X,, X,)

dr “*t 1y At (1 8)
X0 = x.

Suppose that there exists J € N such that for any x € U there is some j < J for which

d’
Myerat Extbzo # 0. (1.9

Then, there exists at least one stationary measure j and (x)? € L'(du) for all
p < oo.

Remark 1 A simple example where Theorem 1.1 applies is for the stochastic triad
model (1.15) below with the kernel ker = {x : x| = x» = x3}.

Remark 2 Condition (1.9) implies that solutions to (1.8) that start on ker A instantly
depart it (at least at a rate like > (Kt)’ if |x| ~ K; see Lemma 3.2). Note that
the condition in (1.9) is purely algebraic, that is, in principle it could be investigated
using methods from algebraic geometry, rather than being an abstract condition on
trajectories. Indeed, we have, for example,

2

d
FXA,:O:B(x,B(x,x))+B(B(x,x),x), (1.10)

which is a polynomial of degree three. More generally, jTJjX t|r=0 1s a polynomial
of degree j + 1, so that verifying condition (1.9) amounts to checking that a finite
collection of polynomials valued in R" evaluated at an arbitrary point x € U has
nontrivial projection onto a certain subspace. Related algebraic conditions describing
the instability of a set under some conservative dynamics have appeared in [38].

Remark 3 1f we consider the analogue of Theorem 1.1 for linear SDEs of the form
dx,=Bx,—Ax;+UdWl, (111)
where B is an anti-symmetric matrix and A is symmetric and positive semi-definite,
then the analogue of condition 1.9 is exactly the requirement that for every x € kerA,
3k such that B¥x ¢ kerA. This is called the Kawashima condition [25, 36] and it
implies the existence of an anti-Hermitian matrix (called the Kawashima compensator)
K € C"™*" such that
V(x) = [x[* + 8N (x, i Kx)
is a Lyapunov function for the linear SDE (1.11) for all § > 0 sufficiently small.

Remark 4 As to be expected, Theorem 1.1 requires no assumptions on o.
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In [15], the authors consider the stochastically driven Lorenz-63 model, a classical
three dimensional model introduced in [27]. This model does not take exactly the form
of (1.1) due to the presence of a non-dissipative linear term, but the setting is essentially
the same since there still exists a natural energy function that yields an invariant
measure when kerA = (. The authors consider the case where kerA = span {ey} for
some canonical unit vector e and consists of conservative equilibria that to leading
order at high energies exhibit a Jordan block instability. They prove using a Lyapunov
function approach that if the noise directly excites the instability, then there always
exists a stationary measure. The next theorem is a similar kind of result, but generalized
to higher dimensional systems in which kerA = span {e;} for ¢; a general unstable
equilibrium point of the conservative dynamics. Unlike in the setting of Theorem 1.1,
in this case we cannot depend purely on the conservative dynamics to simply transport
the x; away from kerA. Instead, we must rely on the noise to push the dynamics
off of the equilibrium and its stable manifold so that x, is repelled quickly from
neighborhoods of ker A at high energy. We denote the (instantaneous) linearization of
the conservative nonlinearity around any fixed x as

Lyv=B(x,v)+ B(v,x) (1.12)
and for the restriction to ker A+ we write
L)Jc_v = errAiLX errAi'

Recall that for simplicity we assume for now unless otherwise stated that rank (o) = n.

Theorem 1.2 Suppose that U = {xo, —xo} for some unit vector xo and that for each
x € U there holds

€
EILX = OQ.

B(x,x) =0 and lim)
11— 00

Then, there exists at least one stationary measure @ and (x)P € Ll(du) for all
p<1/3.

Remark 5 Notice that we do not require that x¢ is spectrally unstable. That is, it is
sufficient for the equilibria to have an O (¢) growth coming from a non-trivial Jordan
block associated with an eigenvalue that has zero real part. Jordan block instabilities of
this type arise, for example, in the Lorenz-96 model considered in Theorem 1.5 below.
In fact, a simplified version of Theorem 1.5 in the case where dim(kerA) = 1 follows
directly from Theorem 1.2. It is also the case that for the 3d Euler equations posed
on the periodic box, the shear flows concentrated in the first frequency shell are only
Jordan block unstable. Thus, understanding energy transfer in the Jordan block case
might have relevance to future studies of the direct cascade of energy in 3d turbulence.

Remark 6 The restriction p < 1/3 comes the case of equilibria that are only Jordan
block unstable. If xo and —xo are spectrally unstable, i.e. L4, has an eigenvalue A
with ReA > 0, then the stationary measure in fact satisfies (x)? € L!(du) for all
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108 J. Bedrossian, K. Liss

p < oo. We did not take care in this paper to optimize the moment bounds on the
stationary measures that we construct and in general they are probably far from sharp.
For example, it is likely that x4 has exponential moments in many cases. In fact, the
existence of an invariant measure with exponential moments was proven for a 3d
model satisfying the conditions of Theorem 1.2 in [38]. Our Theorem 1.2 covers the
existence part of this result from [38], but does not achieve the same moment bounds.

Remark 7 The condition rank(o) = n is not necessary. What is used in the proof
is essentially that the range of o contains at least one eigenvector or generalized
eigenvector associated with the fastest instability of L)%. For the precise statement
of Theorem 1.2 with weaker assumptions on o, see Theorem 4.5. In fact, none of
the theorems we prove require the forcing to act on all variables. We expect that all
of the theorems that rely on unstable equilibria hold only under the assumption that
the forcing is hypoelliptic if all of the instabilities are spectral, however, we did not
pursue this direction here. Similarly, we expect variations of these results to be valid
with multiplicative stochastic forcing under suitable assumptions.

We can also treat cases with dim(kerA) > 1 provided that I/ consists either entirely
of spectrally unstable equilibria or Jordan block unstable equilibria. In the latter case
we require an additional cancellation condition due to the slower timescale of the
instability.

Theorem 1.3 Suppose that B(x,x) = 0 for every x € U and that there exists a
constant C > 0 so that

sup(I Poll + 1Pt < € (1.13)
xeld

where J = P7'LLPy is the Jordan canonical form of L. Then, we have the
following results.

o [ffor every x € U there is an eigenvalue of Lj- with positive real part, then there
exists at least one stationary measure w and (x)? € L' (dp) for every p < 2/3.
e Assume that

errA (B(errAxv errAJ-x) + B(errAJ—x’ erI'Ax)) = 0

for every x € R"™. If for every x € U there exists J € {1,2,...,n — 2} so that
there holds

1
S e e 1)
forallt > 0, then there exists at least one stationary measure wand (x)? € L' (dp)

for every p < 1/3.

Remark 8 Analogous criteria to Theorems 1.2, 1.3, and Theorem 1.1 can be found for
much more general nonlinearities, i.e. systems of the form dx;, = F(x;)dt — Ax; +
odW, with x - F(x) = 0, however, the lack of scaling invariance requires slightly
more care.
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As mentioned above, Theorem 1.2 applies directly to prove the existence of an
invariant measure for Lorenz-96 and the 3d model studied in [38] in cases with
dim(kerA) = 1. Similarly, the higher dimensional generalization, Theorem 1.3,
applies to the stochastically forced 2d Galerkin Navier—Stokes equations with damp-
ing removed from a two dimensional subspace of shear flows (i.e., ker(A) = Vi,
defined below in Theorem 1.4). See Remark 1 for a simple example where Theorem
1.1 applies. Generally speaking, when the dimension of ker A is sufficiently large, one
expects the “transverse” regions as in Theorem 1.1, unstable equilibria as in Theo-
rems 1.2 and 1.3, and perhaps more complicated determinstic invariant sets to coexist
within the kernel. A natural first question is then whether or not at least Theorems
1.1 and Theorems 1.2,1.3 can be combined into one. We do not know how to do this
in reasonable generality due to difficulties in dealing with transition zones between
transverse regions and unstable equilibria. However, in Sect. 5 we prove Theorem 5.1,
which provides at least one general setting where this is possible. Specifically, we
consider systems for which kerA = V| @ V, for subspaces Vi, Vo € R” consisting of
spectrally unstable equilibria and such that the region where ITy, x and ITy,x are both
sufficiently large can be treated as a transverse zone. Note that in this setting the insta-
bility of ITy; x need not cause growth of the damped modes directly, but could instead
cause the solution to enter a transverse region, where it is then subsequently expelled
from kerA in a manner similar to Theorem 1.1. While we require some additional
structural assumptions to justify the approximations, Theorem 5.1 applies to several
well-known examples, for example the Sabra model with ker A given by the first two
frequency shells (which means dim(kerA) = 4) and the 2d Galerkin-Navier—Stokes
equations with kerA consisting of a four-dimensional subspace of suitably chosen
shear flows. We will state here our result on the Navier—Stokes equations, and defer
the general result and application to Sabra to Sect. 5.

Recall the 2d Navier—Stokes equations in vorticity form on a square torus T2 sub-
jected to stochastic forcing:

dw+ -V —Awydt = Y~ o cosk - )dW D + 0 sin(k - x)d W
keZ2:k£0

_ _3x —1
u= ( 3x12) (—A) " w.

Let 1<, be the projection to the modes such that max(|k1|, |k2]) =: |k|o < n (any
choice of £” works) and H, denote the image of I1<,. Then the Galerkin Navier—
Stokes equations are given by the SDE defined for mean-zero w € H, by

dw + (Il<, (4 - Vw) + Aw)dt
= Z ak(l) cos(k - x)dW,(k;l) + ak(z) sin(k - x)dW,(k;z)

0<[klog <
u = <_8X2> (—A) ",
A,
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110 J. Bedrossian, K. Liss

where we have replaced the matrix —I1<, ATl<, with a general positive semi-definite
matrix A.

Theorem 1.4 Let n > 3 be arbitrary and define the two subspaces of H,
Vi @ Vo = span(cos £x1, sin £x1) @ span(cos kxz, sin kx2),

for two arbitrary integers £,k > 2 such that £ # k and max({, k) < n. Suppose
further that the forcing coefficients 51(7'/ ) are all non-zero. IfkerA = V| @V, then there
exists a (unique) invariant measure [y of the Galerkin Navier—Stokes equations with

truncation n and for all p < 2/3 there holds
/ lw|? dpy < 0.
H,

As an additional example in a setting similar to Theorem 5.1 described above,
we consider the Lorenz-96 model, put forward by Lorenz in [26], for n real-valued
unknowns u1, ..., u, in a periodic ensemble u; i, = u;:

Aty = (Ums1 — Um—2)tm—1dt — (A)mdt + gud W™ (1.14)

Here, { W,(m) } are independent Brownian motions and {g,, } are fixed parameters. This

model has been studied as a prototypical high dimensional chaotic system (see e.g.
[24, 28, 30]). We consider (1.14) with

kerA = {u; = up = 0}.

Similar to the general setting of Theorem 5.1, this example contains a mixture of all
of Theorems 1.1, 1.2, and 1.3 in the sense that {/ contains both unstable equilibria
and a region in which the conservative dynamics expel from ker A as in Theorem 1.1.
However, the equilibria are only Jordan block unstable, so Theorem 5.1 (the proof of
which relies crucially on the exponential instability of the equilibria in V;) does not
apply. The linear instability of the equilibria defined by u = «e; (i.e. only supported
in the second mode) causes growth of the e; direction, rather than a mode in kerAL.In
this region of ker A, a careful (and somewhat nonlinear) argument is used to show that
the linear instability moves the dynamics into a region where the nonlinearity can then
transport the dynamics out of kerA. Despite the lack of unstable eigenvalues, using
the precise structure of (1.14) we can justify the approximations needed to apply our
methods and construct an invariant measure.

Theorem 1.5 Let 6 < n < oo and suppose that q,—1, q,, are both non-zero. Suppose
that kerA = {u1 = uy = 0}. Then, (1.14) admits at least one stationary measure |L
and (x)? € L'(dp) forall p < 1/3.

Remark 9 After completion of this work, a similar result for Lorenz-96 was proven
independently in the thesis [7]. There, the case is considered where n = 4, kerA
consists of two modes, and the forcing acts only on the two modes in ker A+,
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The above theorems do not contain all of the interesting possible relationships
between kerA and the dynamics of B. In particular, none of the above examples
consider a case in which I/ contains a non-equilibrium invariant set for the conservative
dynamics. We give one such example where our methods apply, based on the following
simple “stochastic triad” model [30] defined by the nonlinearity

X2X3
B(x,x) = X1X3 . (1.15)
—2x1x2

The x3-axis contains unstable equilibria and so Theorem 1.2 shows that if kerA =
span {e3}, then there exists a stationary measure (this result was already proven in [38]).
To contrast, the plane defined by {x : x; = x;} consists of heteroclinic connections
between the unstable equilibria with x3 > 0 and those with x3 < 0, and so neither
Theorem 1.2 nor Theorem 1.3 apply to the case that kerA = {x : x| = x»}. Never-
theless, we are able to adapt our methods to cover this case since we can precisely
describe the conservative dynamics restricted to kerA.

Theorem 1.6 Consider the stochastic triad model defined by (1.15) in R and suppose
kerA = {x : x| = x2}. Then, there exists at least one stationary measure p and {(x)? €
L'(dp) forall p < 2/3.

In all of the above examples, existing results give uniqueness and regularity of the
stationary measure once existence is proved; see e.g. the Doob-Khasminskii theorem
[11]. Moreover, the proof yields a sub-geometric Lyapunov function and one can apply
a suitable variation of Harris’ theorem to obtain explicit convergence estimates on the
Markov semigroups in the total variation norm [14]. Recall that the total variation
distance between two Borel probability measures  and v defined on a Polish space

X is defined by
[ rau [ rav
X X

Corollary 1.7 Ifrank (o) = n and if x; is irreducible, that is, if for all x € R", open
sets O C R, andt > 0,

I —viry = sup

1
2 ) fllo=t

P (x; € Olxg = x) > 0, (1.16)

then in any of the above examples, there is a unique stationary measure [, and this
stationary measure has a smooth density with respect to Lebesgue measure. Moreover,
ifVx) = (x)z, then for T and r as in (1.7),

N 1 (7
Vix)= ?A PV (x)dt
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112 J. Bedrossian, K. Liss

satisfies for r as above and some constants ¢, C > 0,
LV < —cV' +C, (1.17)

and hence by results in [14], for any x € R", there holds (with the convention that if
r = 1, then the decay is exponential)

1P (x, ) — iy S ()T V().

Remark 10 A simple energy estimate (Lemma A.1) shows that necessarily V (x) >
(x)%.

Remark 11 Except for the setting of Theorem 1.1, in all of the examples we consider
we are only able to establish (1.7) for some r < 1. Thus, in most cases our results
only imply the existence of a sub-geometric Lyapunov function (see the definition
following (1.6)) and a rate of convergence that is polynomial in time.

Remark 12 Regardless of possibly degenerate damping, for Lorenz-96 and the 2d
Galerkin Navier—Stokes equations discussed above, as well as the sabra shell consid-
ered in Sect. 5.2, the structural properties of B and hypoelliptic forcing together imply
irreducibility (as defined above in (1.16)) by the results of [18, 22] through geometric
control theory arguments. If existence of a stationary measure can be proved, unique-
ness and regularity of the stationary measure also hold from standard hypoelliptic
regularity theory. Thus, in the examples just mentioned, the conclusions of Corol-
lary 1.7 hold even for hypoelliptic forcing, provided that (1.17) can still be proven.

1.2 Discussion and related work

As alluded to above, the proofs of Theorems 1.1-1.6 are all about ruling out the
possibility that energy accumulates into kerA, which is done by demonstrating a
time-averaged coercivity estimate of the form (1.7). For (1.7) to hold, we see that
it would suffice to show that the solution does not spend a significant percentage
of its time near kerA. In fact, at higher energies, we show that the dynamics are
expelled from neighborhoods of ker A faster. This has a clear analogy with variations
of hypocoercivity that emphasize this aspect (see discussions in [37]), however, these
previously existing works are all essentially in the case of Theorem 1.1.

Section 2 provides two important lemmas. Lemma 2.1 shows that (1.7) the existence
of a Lyapunov function V satisfying (1.17), and consequently is sufficient to prove
the existence of a stationary measure and (by Corollary 1.7) obtain an explicit rate of
convergence. Lemma 2.2 reduces proving (1.7) to short-time coercivity estimates in a
small region of ker A (see Assumption 1).

In order to prove (1.7) (via Lemma 2.2), it makes sense to proceed by contradiction.
When (1.7) fails at high energy, it is necessary for the majority of the energy to be
concentrated in a small region around ker A, which could allow a perturbative treatment
for as long as the dynamics remain in the small region. Theorem 1.1 simply uses the
pure conservative dynamics as the approximate solution, whereas Theorems 1.2 and
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1.3 use the linearization around ITyergaxg (frozen in time) to justify the expulsion.
Notice that the noise remains important here near the stable manifold of the equilibria.
Theorems 1.4, 1.5, and 1.6 use more careful approximations based on what region
of kerA the solution is close to. For example, to prove Theorem 1.6, if one is near
an equilibrium (0, 0, x3) with x3 > 0, then we first prove that with high probability
the solution is rapidly transported away along the heteroclinic connections that run
through {x : x; = x3}, and then show that it is likely to be expelled from kerA along
the unstable manifold of the corresponding equilibrium at (0, 0, —x3).

We remark here that many aspects of our work are not specific to the system
(1.1) and could easily be adapted to various other regimes. However, systems with an
underlying conservative dynamics which is a homogeneous polynomial (and hence
a scale invariance is available), linear damping, and additive noise seem to be the
simplest case to consider.

There are several works in the literature related to ours. The works that consider
settings most similar to what we study here are [15] and [38]. In addition to the exis-
tence result discussed above around Theorem 1.2, it is proven in [15] that if the noise
does not excite the instability and ey is directly forced, then no stationary measure
exists. The work [38] considers (1.1) with an additional structural assumption on B
motivated by the nonlinearity in the Navier—Stokes equations. When the deterministic
invariant subset of kerA, denoted by N, consists only of spectrally unstable equilib-
ria, existence of an invariant measure is proven under an algebraic assumption that
describes growth of the damped modes for initial conditions near . In the context
of our work, this main result of [38] seems closely related to Theorem 5.1 and can be
viewed essentially as sufficiently strict assumptions under which the combination of
Theorems 1.1 and 1.3 is possible.

A set of works with close links to ours considers noise-induced stabilization for
systems with deterministic dynamics that contain finite-time blow-up solutions; see
e.g.[1, 21,32, 35]. In these works, despite the finite-time blow-up of certain determin-
istic trajectories, depending on the noise or whether the blow-ups are unstable, one
can nevertheless obtain almost-sure global well-posedness and prove the existence of
stationary measures. The works using additive noise proceed by a Lyapunov function
approach and so are closely related to [15]. Another related work is that of Coti Zelati
and Hairer [9], which considers the Lorenz-63 system with kerA = (J, but where the
forcing only acts on span {e3}. This makes span {e3} an almost-surely invariant set
for the stochastically forced system, in which case, an argument based on transverse
Lyapunov exponents can be made, providing another method for dynamically driving
solutions away.

1.3 Organization of the paper

The remainder of the paper is organized as follows. In Sect. 2 we prove that a suitably
formulated assumption on the short-time, time-averaged coercivity of the dissipation
for initial condition starting near kerA is sufficient to construct a Lyapunov function
and consequently deduce the existence of an invariant measure. In 2.1, we show that
time-averaged coercivity implies the existence of a Lyapunov function. The main result
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of Sect.2 is Lemma 2.2, which states that Assumption 1, formulated below, implies the
time-averaged coercivity condition of Lemma 2.1 and hence gives the existence of an
invariant measure. All of the results of the paper are ultimately deduced by verifying
Assumption 1. In Sect. 3, we use the abstract results of Sect.2 to prove Theorem 1.1.
Then, in Sect.4 we similarly prove Theorems 1.2 and 1.3. In Sect.5 we first prove
another general result, Theorem 5.1, which we then show implies Theorem 1.4 as well
as a related result for the sabra shell model. In Sect. 6 we prove Theorem 1.5, and then
finally in Sect.7 we prove Theorem 1.6.

2 Time-averaged coercivity near kerA

The purpose of this section is to prove a useful general result that will be applied
to construct an invariant measure in each of the examples discussed in Sect. 1. The
main abstract condition for the existence of invariant measures is stated below as
Assumption 1. Intuitively, the condition requires that if the process enters the vicinity
of ker A at high energies, then it is quickly ejected and subsequently stays away from
ker A for some amount of time.

2.1 Time-averaged coercivity implies existence
In what follows denote
D(x) :=x-Ax.
Notice that since A is symmetric we have
Myerarx)* S D) S [Mygparx]®.
We begin with a preliminary lemma which reduces the existence of a stationary
measure to the kind of time-averaged coercivity alluded to in (1.7). The proof fol-

lows in a straightforward way from the Krylov-Bogoliubov procedure and the energy
conservation property of B, however, we include it for the sake of completeness.

Lemma2.1 Let V(x) = (x)? and let P, be the Feller Markov semigroup on R"
generated by L (defined in (1.3)). If there existsr € (0,1, 1 < p < (1—r)"1,C >0
and T € (0, 2) such that

T T
l/ P,V (x)dt < C (1 + lf P,DP(x)dr) VxeR", (2.1
T Jo T Jo

then there exists at least one stationary measure s of P; such that V'P € L' (duy).
Moreover, there exist a, B > 0 such that the function

- 1 T
V(x):F/O P,VP(x)dt
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satisfies

LV < —aV" + 8. (2.2)
Remark 13 Lemma 2.1 admits certain infinite dimensional extensions. For example,
if one considers x taking values in a Hilbert space H, one could use V (x) = 1+ ||x| |2
and prove the existence of a stationary measure o € P (H) provided that the sub-level
sets

(xeH:Vx)+ Dkx) <A}

are compact in H.

Proof Let 1 be any Borel probability measure on R” with a smooth and compactly
supported density and let 7 be given as in the assumption. We first claim that for every
n € N there holds

nT nT
/ /V”’(x)P:‘u(dx)ds <C (nT —I—/ /Dp(x)P:‘u(dx)ds) . (2.3)
0 0

By the assumption (2.1) and Fubini’s theorem, we have

T
/ /V”’(x)P;‘;L(dx)ds
0

T T
= / (/ Py V”’(x)ds) u(dx) < C (T +/ (/ PSD”(x)ds> u(dx)) ,
0 0

and hence

T T
/ f VP (x)Piu(dx)ds < C <T +f fD”(x)Pf,u(dx)ds) .24
0 0

By the semigroup property and (2.4), for any m € N we have

(m+1)T

T
/Vrp(x)PS*M(dx)ds <C <T +/ /Dp(x)P:(P;TM)(dx)ds>
0

(m+1)T
=C (T +/ / Dp(x)Ps*,u(dx)ds> .
mT

mT

2.5)
Summing (2.5) over 0 < m < n yields (2.3).
Next, notice a direct computation using B(x, x) - x = 0 shows that
LVP(x) < C1V(x)P~! — C,DP (x) (2.6)
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for some constants Cy, C, > 0. Thus,

d p * p—lp* P *
E/V (xX)P; u(dx) §C1/V(x) P,u(dx)—szD ()P n(dx).
2.7

The interchange of integration and differentiation is justified rigorously here because
the density of p is smooth and compactly supported and (¢, x) — P, VP(x) is a
smooth function. Let n € N. Integrating the previous inequality over 0 < ¢ < n7T and
using that [ V7 (x)pu(dx) < 1 we see that

nT nT
/ /Dp(x)P;u(dx)ds 51+f fV(x)P—lpju(dx)ds, (2.8)
0 0

where the implicit constant depends on f VP (x)u(dx). Applying (2.3) and (2.8) gives

nT nT
/ / VP (x)Piu(dx)ds < C(1+nT) + C/ / V(x)p_lp;"u(dx)ds.
0 0
2.9)

The choice p < (1 — r)~! ensures that p — 1 < rp, and so for every € > 0 there is
C. such that

vPl < eV 4 C..
Hence, the integral on the right-hand side of (2.9) can be absorbed into the left-hand

side, yielding

nT
/ / VP (x)Pu(dx)ds < (1 +nT).
0

Therefore

1 nT
sup — / VP (x)Pfu(dx)ds < oo. (2.10)
neN T Jo

Using the tightness implied by (2.10), the existence of a stationary measure (. with
VP e Ll(du*) follows by the usual Krylov-Bogoliubov method (see e.g. [12]).

It remains to prove (2.2). First, by (2.6) and (2.1) there exist constants ¢, C > 0
such that

- 1 T c T
cv§c<1+—/ mﬂ”m)--/ PV Pds.
T Jo T Jo
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Using then that p < (1 — )~ we can absorb the positive term to deduce that for
some new constants ¢, C > 0 we have

T
LV < —%/ PV Pdi +C. 2.11)
0

Here we have used again that (¢, x) — P; V" (x) is smooth to justifying interchanging
differentiation and integration, as well as commuting £ and P;. Next, a straightforward
computation using B (x, x) - x = 0 shows that for any ¢ > 1 there exists C; > 1 such
that

—C, VI < LVI <C,V1. (2.12)

Therefore, by Gronwall’s lemma and the upper bound in (2.12), for some new C,; > 1
we have

PVI < CyVI VYt el0,1].
Employing then the lower bound in (2.12), we conclude
()% = Cat((x)* + 1) < P VI(x) < Cu((x)* +1) Vi €]0,2].

It follows that for all x with |x| sufficiently large and 7' € (0, 2) there holds

1 T
—/ PVI(x)dt ~, (x)%. (2.13)
T Jo

Using (2.13) in (2.11) completes the proof. O

2.2 Short-time coercivity near kerA

Next, we formulate a sufficient condition for (2.1) based on short-time (time-averaged)
coercivity of solutions near ker A. Intuitively, this is similar to estimating average exit
times from the vicinity of ker A, but not quite the same.

Assumption 1 Let P; be the Feller Markov semigroup on R” generated by £ defined
in (1.3). We say that P; satisfies Assumption 1 if there exist r € (0, 1], K, > 1,
cx > 0,6 € (0, 1), and a finite collection of times n; : [0, 00) — (0,1],1 < j <m,
such that:

® limg— o0 SUP| <<y 1 (K) = 0;
e forevery K > K, the set

Bx = {x € R" : [ pr x| < 8|Merax|? and (1 — §)K? < |x|*> < (1 4+ 8)K?)
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admits a decomposition

m
B = J B«
j=1

for which Bk ; € R" is such that x € Bk ; implies

n;(K) )
P:D(x)dt > c. K. (2.14)
le(K)fo !

Remark 14 By the Holder and Jensen inequalities, (2.14) implies that for any p > 1
and x € Bk _; there holds

n;(K)
/ P,DP(x)dt > P K*P. (2.15)
n;(K) Jo

The main result of this section is the following lemma, which shows that Assump-
tion 1 implies (2.1), which is a sufficient condition for the existence of an invariant
measure due to Lemma 2.1.

Lemma 2.2 Suppose that Assumption I holds for some r € (0, 1]. Then, there exists at
least one stationary measure |1y of Py and (x)? € L! (du*)for everyq < 2r/(1 —r).
Moreover, for every 1 < p < (1 —r)~! the function V defined in Lemma 2.1 satisfies
(2.2).

Before proceeding to the details of the proof we give a few remarks on the intuition
behind Lemma 2.2. As we will see at the beginning of the proof below, the lemma
reduces to showing that there are 7 € (0, 2) and C > 0 so that for every x € R"” with
|x| = K > 1 there holds

C T
K¥P < - / P,DP (x)dt. (2.16)
0

The idea behind proving (2.16) is to first note that if the process ever enters the set
B={z€R": [Mgyrzl” < 8 Mkerazl™), (2.17)

then, provided 7 is small, by Lemma A.1 itis in Bx with high probability. Hence one
can essentially assume that x;(w) € Bg whenever Xt (w) € B. Now, the time average
of D(x;)” controls K7 when the process is not in B and, by the discussion above and
Assumption 1, with high probability it controls K 2P on some short time interval if
the process ever does enter B. By tracking the return times of the process to B, (2.16)
follows by a suitable iteration of Assumption 1.

We now give the proof of Lemma 2.2.
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Proof of Lemma 2.2 First notice that by Lemma 2.1 and (2.13) we just need to show
that for every 1 < p < (1 — r)~! there exists C > 0 and T € (0, 2) so that for every
x € R"

T
()P =V"P(x) < C (1 + % / PZDP(x>dt> : (2.18)
0

We now set out to prove (2.18). Let §, ¢4, and K, be as in Assumption 1 and let x;
denote the solution to (1.1) with xg = x. The bound (2.18) is trivial if |x| < K because
we can take C sufficiently large depending on K, and so we need only consider when
|x] := K > K. In this case we make precise the intuition described directly after
the statement of the lemma. Let B be as in (2.17) and define the sequence of stopping
times 7p(w) = 0, 71 (w) = inf{r > 0: x;(w) € B} AT, and forn > 1

() if X1, (w) (w) ¢ Bk
inf{t > 7,(w) +n1(K) : x;(w) € BYAT if x¢ () (w) € Bk 1
Tyl (w) =

inf{t > 7,(®) + nu(K) : X () € BYAT if xq, (0) (@) € Bk .
Moreover, define
T(w) = inf{r > 0 : ||x;(w)|*> — K2| > §K?}.

Due to Lemma A.1 applied with € = §, by taking T sufficiently small and K suffi-
ciently large (both depending only on §) we may assume that

P(zr>T)>1/2. (2.19)

With T fixed, choosing K perhaps even larger and recalling limg-_, o SUp| < j <, 1;
(K’) = 0 implies that we may assume

sup n,;(K) < T/2. (2.20)

1<j<m
Let now
Ap={weQ:1t(w) <T/2}
and
Ay j={w € Q:xgw(w) € Bk j}.
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Using that 7, is an increasing sequence with lim,,_, o 7, (w) < T we have

T S AR ()]
/ P,DP (x)dt > / > / DP (x; (w))dtdP
0 Qn:() (@)

X (@) T (@)
2/ Zf DP (x4, 41(w))dtdP
ano 0

L Tn+1(@)=Tn (@)
EZZ / o /0 DP (x7,4¢(w))dtdP.  (2.21)

n=0 j=1 Anj

Now, if x4, () (w) € Bk,j and 7,(w) < T /2, then 7,41 (w) — Ty (®) > 1;(K) due to
(2.20) and the definition of t,+1. For 1 < j < m we thus have

Tnt1 (@) =Ty (®)
| D (xey 1 (@))didP
A 04, JO 2.22)

1 (K) Tnt1(0)—Tn (@)
- / / DP (xz, 41 (@))dtdP + / / DP (xz, 41 ())d1dP.
An.ijn 0 An.ijn Uj(K)

For the first piece, observe that A, ; N A, is measurable with respect to F,, the

o-algebra of events determined prior to the stopping time 7, (this agrees with the
o -algebra generated by {W.¢,; s > 0}). Thus,

n;(K) n;(K)
f f DP (1, 44 ())d1dP = f / E(D” (xr, +0)|Fs,)dPdL.
A,,n/ﬂAn 0 0 A,,M,ﬂAn

It then follows from the strong Markov property and Assumption 1 in the form (2.15)
that

n;(K)
/ / DP (xg 11 (@))d1dP
An,jNA, JO

1 (K)
_ / / Py DP (xy,)d1dP > 1;(K)el KXPP(A, ; 0 Ay).
An, jNA, JO

(2.23)

For the second piece, first note that

Tnt1 (@) =10 (0)
f / DP (g, 11 (@))d1dP
An,ijn Vlj(K)

Tnt+1 (@)=t ()
> / f D (g, (@))d1dP.
An,ijnm{fZT} Uj(K)

Now, by construction, ifw € A, jNA,N{t > T}thenforeacht € (n;(K), 1,41(w)—
7, (w)) one has
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Mo gL Xt (@) = 8 Tkera Xz, +1(@)[* and (1 — §)K? < |xg,4¢(@)|* < (1 +8)K>.

Thus, there is a constant ¢y € (0, 1) so that, for any ¢ € (0, ¢p), over the same time
interval there holds

DP (x7,41(w)) = c6PK*'P.

Consequently,

J

Tnt1(0) =T (@)
f DP (x1, 41 (w))dtdP
NA, Jn

mi i (K) (2.24)
> csPK2P / (Tn1(@) — T (@)dP — cn; (K)SP K2 PP(A, j N Ap).
An.jﬁAnﬂ{fZT}

Choosing ¢ < min(cg, c¢¥) and then putting (2.23) and (2.24) into (2.22) we find

Tnt1(0) =Ty (®)
| DY Grg s (@)drdP = " K7 (Tn41(@) — 70 (@))dP.
AniNA, JO A jOAN(E=T)

Using this bound in (2.21) and noting that if T(w) > T and 1,(w) < T /2 then
Xz,(w) € Bk gives

T oo m
/ PiDP(x)dt = c8PK*P Y "N / (Tn41(@) — Ta(@))dP
0 A

n=0 j=1 njNARN{T>T}

o
= cSPK¥P Z/ 1o, <72y (Tny1 (@) — T (@))dP.
o 1T=T)
By the telescoping summation and the definition of 7,,, we have

o
Z g, <72} (T (@) — T(w)) > T /2
n=0

whenever 7(w) > T, and hence we conclude
! ' ¢ 2r z ¢ 2r
L[ porcods = S0k = 1) = SorkY,
T Jo 2 4

which completes the proof. O
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3 Conservative flow transverse to the kernel

Theorem 1.1 is an immediate consequence of Lemma 2.2 together with the following
proposition. The proof consists of two main steps: the first is to deduce growth of
the damped modes for a suitable approximate solution (in this case, the deterministic,
conservative dynamics) and the second is to justify the approximation on a long enough
time-scale to verify Assumption 1 for the true solution.

Proposition 3.1 Ler B and A satisfy the conditions of Theorem 1.1. Then, Assumption 1
holds forr = 1.

Proof Let xo € R" with K/2 < |xo| < 2K and |TTj 41x0| < 8|TIkeraxo| for some
K > 1and§ € (0, 1). Note that the assumptions on xo imply that

K
IMkeraxol = % (3.1

Let X; solve

d
%Xt = B(X;, Xy) (3.2)
Xilr=0 = x0

and f(, solve
4 s - -
@Xt = B(X;, Xy) (3.3)
Xtlt=0 = HkeraXo.

As in (1.10), by taking successive time derivatives of (3.3), we see that

i
— Xrlr=0

is a homogeneous j + 1 degree polynomial in ITyer4xg. Therefore, compactness of
S"=1,(3.1) and the condition (1.9) imply that 3C; > 1 and j < J such that

dl - 2 .
- = gitl
’errAJ- dtf Xt |;=() > CJ K .

It follows that for § sufficiently small there holds

J
H L—.tht:()
‘ kerA dt

1 .
> C—JKf“. (3.4)

Step 1 (growth for the deterministic dynamics): The first step quantifies how con-
dition (1.9) implies growth of ITy., 41 X; for short times.
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Lemma3.2 Let§ € (0, 1) be small enough so that (3.4) holds and fixt = K~1. There
is a constant ¢y > 0 depending on Cj and J such that

l T
—/ |errAlXt|dt > C*K. (35)
T Jo

Proof We first claim that there exists yp € (0, 1) so that if for some 1 < £ < J and
y € (0, yo) there holds

1
V 1
errAiWXth:O > C_JK + s 3.6)
then there is #o € {0, 32K ~!} such that
d@—l y3 '
‘errAidtg—_Ith:to > C_jK . (3.7

The claim is trivial if the desired bound holds for #yp = 0. So, suppose otherwise and
expand to first order to obtain

-1 y )/3
‘nkeml—x, > kY kgt — Pkt

drt-1 —Cy Cy

for some constant C > 1 that does not depend on £ (it depends on J and the size of B
on the unit sphere). Thus, for 7o = 3y>K ~! we have

-1

Myerat X; |l:t0

2 3
> 2V gt _9cytkt.
drt—1 Cy

The bound (3.7) then follows for yy < (9CC;)~ 1.
Using (3.4) and iterating the claim we just proved, it is straightforward to show that
if
y <min((9CC,) "', 1/v/2),

then there exists 7y € [0, 6y2K ~11 such that

3./
14
[Merat Xol > —K.
Cy

Taylor expanding to first order at t = £ then gives
3!

14
IMerat Xro4t] = K — tCK?
Cy
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and hence for 71 = (1/2)y3j (KCC;)~! we have

1 T J/3J
— 1 X dt > —K.
o Jo | kerAL t0+t| =2C;

Supposing that y is small enough so that 7; + o < K !, it follows that for t = K !
there holds

1 rt 3. 2.3/
—f M aXildt = 2k 2 = Lk,
t J 2¢, " T T acc?

which completes the proof. O

Step 2 (approximating with X;): In order to make use of Lemma 3.2 we need to
show that X, is a sufficiently good approximation of x; for r < K~'. To this end, we
have the following lemma.

Lemma 3.3 Let xq and K be as defined at the beginning of proof and set T = K~ 1.
With X; given by (3.2) and x; given by (1.1), there are K, > 1 and C > 0 (both
independent of xo) so that for K > K, there holds

N =

P( sup |Xt—xz|§C> >

0<t<t
Proof The error X; — x; solves

d(X; —x¢) = Lx,(X; — x,)dt
+AXtdf — A(Xt — Xt)dt — B(X[ — X¢, X[ —xt)dt — O'th,

where the operator L is as defined in (1.12). In what follows, denote by Sx (¢, s) the
two-time linear propagator of the time-inhomogeneous ODE associated to Ly, i.e.

d
ESX(t’ s)v = Lx, Sx(t,s)v

Sx (s, s)v =v.

Since | X;| < 2K for all ¢ there is a constant C; that does not depend on K such that
fort > s,

e ORI < ISy (1, 5)|| < KO (3.8)
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Therefore, there is C; > 0 independent of K so thatfor T <7 =K ~1 we have

sup | X — x¢|
0<t<T

t
5[ eCKU=D(1X — x; 12 + | Xs| + | Xy — x;])ds + sup
0

0<t<t

t
f Sx (1, $)odW,
0

) . (3.9)

<Cy K" sup |X, — x>+ 1+ sup
0<t<T 0=<t<T

'
/ Sx.(t, s)odW;
0

To bound the stochastic convolution, we first observe that

— Secth

t t t
‘ / Sx (1. $)odWy| = |Sx (1, 0) / [Sx (s, O Lo, / [Sx (s, 0] o d W
0 0 0

Since f(; [Sx(0,5)] todW; is a martingale, it follows then by the Doob martingale
inequality, the It6 isometry, and (3.8), there is C3 > 0 depending on o but independent
of K and so that for all R > 1 there holds

P| sup
0<t<t

Therefore, there is R, > 1 independent of K so that P(€2g9) > 1/2 if we define € as

t
/ Sx(t,s)odW;
0

ﬁ.

K T C
> RNK) S f K6 2ds < =
0

t
/ Sx. (1, $)odW,
0

0<t<t

QO:[wGQ:sup SR*/\/E}.

Fix w € Qg and]let T, be the maximal time such that Supg<; <7, | X1 (@) —x (@) < 2C,
where C» is as in (3.9). Since x; and X, take values continuously in time, 7, > O.
Moreover, by (3.9) and the definition of ¢, for T < min(7,, ) we have

4C3 CaR,
sup |X; — x| < —2 +Co+ . (3.10)
Ogth ' ' K v K
Thus, T,, > 7 as soon as K > max(4R£, 8C§). This completes the proof. O

With Lemma 3.2 and Lemma 3.3 in hand, the proof of Proposition 3.1 follows
quickly. Indeed, let xp, § > 0, and K > 1 be as defined at the beginning of the proof
and K, be as in Lemma 3.3. We need to show that there is ¢ > O so thatforall K > K,
there holds

1 T
—/ E|M 40 x| %dt > cK?,
T Jo
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where as before 7 = K ~!. First, by Chebyshev’s inequality we have for all K > 1
and 8’ > 0,

1 [° 1 [°
§'K°P (—/ | Myerarx:|” di 35’1@) < —[ E|[y 40 x| %dt.
T Jo T Jo
Let ©; be the set such that

sup |X; — x| < C,

0<t<rt

where C is as in Lemma 3.3, which implies P(£21) > 1/2 (note that while € can
depend on K and x, the associated estimates do not). By Lemma 3.2, for v € Q2 we
have

T 5 C2
/ |errALx;| dt > ?*KZT —Cr.
0

Therefore, assuming also K, > Zﬁ/c*, for 8’ < c$/4 and K > K, we have

1 /2 1 ‘ 2
56 K S — E|errAl-xt| dt,
T Jo

which implies Assumption 1. O

4 Unstable equilibria in the kernel

In this section, we consider the case where i/ = ker(A) N S"~! consists entirely of
unstable equilibria of the conservative dynamics (i.e., B(x, x) = O forevery x € kerA)
and prove Theorems 1.2 and 1.3. As in Sect. 3, the proofs are based on a two-step
procedure that consists of first deducing growth of the damped modes for a suitable
approximate solution and second justifying the approximation on a long enough time-
scale to verify Assumption 1. In the present setting, for an initial condition x € Bk
(where By is as in the statement of Assumption 1), the approximation of the damped
modes that we consider is obtained simply by linearizing B around the equilibrium
IMgerax.

Recall that for x € R"” we define L, : R* — R" by Ly,v = B(x,v) + B(v, x)
and that we denote L = Tl 41 Ly T 42 In the setting of Theorems 1.2 and 1.3,
forany x e U, L )JC- either has an eigenvalue A with Re(A) > 0O or an unstable Jordan
block corresponding to Re(A) = 0. In studying the properties of linearized solutions
we must consider separately these two scenarios. In Sect.4.1 we prove the necessary
growth and approximation estimates in the spectrally unstable case, and in Sect. 4.2
we treat the Jordan block unstable case. In Sect.4.3 we use the results of Sects. 4.1
and 4.2 to complete the proofs of Theorems 1.2 and 1.3.
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4.1 Spectrally unstable estimates

We begin by considering the case where for z € U, LZL is spectrally unstable. In this
setting, the result concerning growth of the damped modes for the linear approximation
is given as follows. Recall from Sect. 1 that we denote the Jordan normal form of Lg-
by

Lt =prJutpP
Lemma4.1 Let z € kerA and r € (0, 1). Assume that the eigenvalue . = Ag + ik
of L;‘/‘ 2l with largest real part is such that Ag > 0. Suppose further that there exists

a generalized eigenvector v = vg + ivy corresponding to eigenvalue ) such that
Ran(o) N {vg, v} \ {0} # ¥ and, defining V = span{PZ_/‘lzlv}, there holds

My J.x =Ayx VxeC". 4.1
Let Y : [0, 00) — kerA~ solve

{dYt ZL?Ytdt-’_nkerAladWl (42)

Yili—0 = Yo € kerA™L.

Forany € € (0, 1), there is K.(¢) > 1 and constants c, f > 0 that do not depend on
€, 1, or |z| so that for |z| > K, and

o (1/2+r +€)log(lz])
B ARz

there holds
l T
P <;[ [Y; (w)|dt > c*lzlr) = B. 4.3)
0

Remark 15 The condition (4.1) just says that v is the first generalized eigenvector in
a Jordan chain corresponding to eigenvalue A.

Remark 16 1t follows directly from the proof below that if o is invertible, then for
any C > 0 the constants ¢, and § can be chosen uniformly for Ag > C —1 and
| Py 11+ I P;/‘ld || < C. The main observation here is that when o is invertible the

constant ¢; in the proof below depends only on ||o~!|| and || P, 1zl
Proof We will consider the case where A; # 0, as the situation where A; = 0 follows
from the same argument. Without loss of generality, we may suppose that vy €

Ran(o). Let 17, = Pz7|11| Y; € C". For simplicity of notation we write J + for JZJ/-| . and
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P for P,j|,|. Then, ¥; solves

dY, = |z|J Y,dt + P~ Ty qL0d Wy
Yo=P vy eC”. @
Since

Vil = 1P~y < [P YooY, 45)
it suffices to prove (4.3) with Y;(w) replaced by ?I (w). Define the subspace V =

span{P~'v} of C" and let t, = (Ag|z|)~!. The plan is to first show that for every
M > 0 there exists 1 > 0 so that

P (|nvﬁ*| > ) > Bi. (4.6)

M
VAR|Z]

We will then prove that there is M > 1 and ¢, > 0 so that

1 T—lx ~ 1
P (—/ [Yeldt > cilz|” | [Ty Yol > > > . 4.7
T Jo ARzl 2
Together, (4.6) and (4.7) yield the bound (4.3) for Y.
We now prove (4.6). The formula for Y; reads
% Tty "t —s) pi
Y, =Yy + / =) plny L od Wy, (4.8)
0
By the It6 isometry, the variance of ITy Yt* is given by
~ L gt 1 2
Var(My 7,,) = / H MyelV =9 p=lg o HF ds, (4.9)
0
where || - || denotes the Frobenius norm on C**". Observe now that for any # > 0

there holds
lz|J 1 p—1 Lozl p—t
Hyel?/ Tp~lyp = Ee lzlt p=1y),

which gives

2 2lz|Agt
‘nve'ﬂ“fp—lv,e) > y (4.10)
Since vg € Ran(o), by (4.10) we have
L(ti—s) p—1 2 2 —
[yt e p “kerA“’chn > ¢y 2R (S) @.11)
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for some c; > 0 depending only on o and vg. Thus, from (4.9) and the equivalence
of norms in finite dimensions there holds

~ Ly jL . 1 2
Var(Ty 7,,) z/ ane'Z‘ (t:=5) p= nkemm’ ds
0 Crn—Cnr
IR 1
> cl/ AHPr=)gg > 2 (4.12)
0 Arlz]

The claim (4.6) then follows from (4.12) and the fact that the real and imaginary parts
of [Ty Y,, are both Gaussian.
We now turn to (4.7). First, note that

‘nve'Z‘Hfo‘z - e‘zlf“nvfo’z = bt nvfo‘z.
Therefore, [TTy Y| > M/«/Ag|z] implies that
T—14 » T—1x r—+e
l/ |Hve|Z‘JLtY0|dt > L/ IR gy > L’
T Jo TRzl Jo 6elog(lz))v/Ar

(4.13)

where in the second inequality we have assumed that K, > 2e. Taking K, (€) even
larger to ensure that |z|¢ > log(|z]), it follows from (4.13) and

1 T—1Iy . 1 T—1x 1~
;/0 IYzldtz;/O Ty e Byl

1 T
_;/0

that to complete the proof of (4.7) it suffices to show that

P2,

dt,

t
fHve‘zlf“’—f)P—lnkemmdws
0

t
/nvem“(f—”P—lnkemdes
0

M|Z|r+€ > 1
dt <— | = =
12¢log(|z))v/AR 2

(4.14)
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for some M > 1. By the Itd isometry, we have
1 T
1e /
T Jo
1 [t ! N 1/2
5;/ (/ | Tyel?l? <“‘>P1nkemm||%ds> dt
0 0

1 T t 1/2
([ et pas)
T Jo 0

—1 r+e
< 12~ lllollzl

dt

t
/Hve‘zljl(’_s)P_lerrALodWS
0

A

VArlog(lz])
Then, (4.14) follows by taking M sufficiently large and using Chebyshev’s inequality,
completing the proof. O

We now use Lemma 4.1 to prove the time-averaged growth estimate (2.14) required
by Assumption 1 when the initial condition x € R” is such that ITker4x is a spectrally
unstable equilibrium point for B. In what follows, for x € R" we write 7 = Ilgerax
and y = x —z = [T 41 x.

Lemma 4.2 Suppose that B(x, x) = 0 forevery x € kerA and let xy € R" be such that
Li)/lzol has maximally unstable eigenvalue .. = Ag+il; withAg > 0. Suppose further

that there exists a generalized eigenvector v = vg + (v satisfying the conditions of
Lemma 4.1. Fixr € (0, 1/4) and for K > 1 set

HK) = 10(<1/2+r)log<1<)>_

MK
There exist Ky, > 1, ¢, > 0, and a universal constant §, € (0, 1/4] so that if
lyol < 8lz0|" and (1 — 8K < |xo| < (1 +8)K

foré € (0, 64] and K > K, then there holds

1 n(K)
ﬁ/ E|y:|?dt > c.K*". (4.15)
n 0

Moreover, if o is invertible, roy € (0, 1/4) is fixed, and Co > 1 is such that g > C(;]
and

”Pzg/llzol|| + 1 Py /12011l < Co, (4.16)

then the constants cy and K, can be chosen to depend only on Cy and rq for r < ry.
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Proof We first assume only that {vg, v;}\{0} N Ran(o) # @. For ¢ € (0, 1) to be
chosen, let

_(1/24r +e)log(|zol)
ARIzol

(4.17)
and suppose that
T
/ Ely,|*dt < t8; K% (4.18)
0

for some 61 € (0, 1). We will obtain a contradiction for §; sufficiently small.
The first step is to use the contradiction hypothesis (4.18) to obtain bounds on
|z: — zol. Since B(z;, z;) = 0 by assumption, we have

dz; = (Myera(B(r» 20) + B(zs, y1) + B(yr, y1) — Ayp)dt + Hgeraod Wy
(4.19)

Using (4.18), the Cauchy-Schwarz inequality, E|x;|*> < K? for ¢ < 1 (this follows
from (A.5)), and Doob’s martingale inequality we obtain

E sup |z — 20l S V&K' T + VT < max(y/51, K- VHKYre (420

0<t<rt

Define

T
Qo = {weﬂ:/ lyePdt < /817K¥, sup |z — zol SK”’r}
0

0<t<t

and let 8, ¢, > Obe asin Lemma 4.1 applied with z = z¢ and the chosen r € (0, 1/4).
Recall here that § and ¢, do not depend on r or €. By (4.18) and (4.20), for §;
sufficiently small and K, sufficiently large depending only on § there holds

P(Qp) > 1—8/2. 4.21)
Let Y, solve

dYt = L%Ytdt + errALUth
Yz|t:() = errAon.

We will show that the exact solution y; is well approximated by the linearized dynamics
Y; on the set 2p. The difference Y; — y; solves
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d

Z Y —

dt( t— V)
= My at (B(Y1, 20) + B(z0, Y1) — B(yt, 21) — B(zs, 1) — B(ye, Y1) + Ayr)
= LZLO(YI =) + My gt (B(ye, 20 — 21) + B(zo — 21, Y1) — B(yr, yi) + Ayr).

Therefore,
Yi—»

tooy
= / eLZO(t S) errAL(B(yS’ Z() - Zs) + B(ZO - ZSa )’s) - B(yS9 yS) + Ays)ds
0
(4.22)
Now, from the Jordan canonical form, for r < 7 and
Ci = 1Py izg 1Py 1o |
there holds
1
0"l £ €11+ (zoln))e 0 < Co(l + A"l log(K)["e 1ol

Thus, by applying Young’s convolution inequality in (4.22), for wg € 29 we have the
estimate

T
/ [Y: (w0) — yr(wo)ldt
0
T
S Cr(1+ 2" [ log(K)|" (/ e)\R|ZO|Tdt)
0

« ( fo (131 @) 2 + Iys(@0)] + 1yr(@o)llz0 — zt<wo>|>dt>

<+ k;n—lﬂ log(K)|" K"~ 1/2+¢ (6;/41K2r _’_6}/4_L_Kr i 8;/412K1+2r>
< CL(1 4 25" D) log(K) " K K> =125/ K" 1), (4.23)

where in the last inequality above we have assumed that K is large enough so that
|zo| > K /2 (and consequently Kt < A;l log(K)). Assuming r < ro < 1/4, we may
take € = 1/4 — ro > 0 to obtain

T
/ Yy (w0) — yi(wo)ldt < C1C28," K" 4.24)
0
for some constant C» > 0 satisfying
Cy < (1 + x;"—z) sup (K ~€ log(K)"*1}. (4.25)

K>1
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With (4.24) established we are now ready to use Lemma 4.1 to complete the proof.
Applying Lemma 4.1 and using again |zg| > K /2, we obtain that for K sufficiently
large depending only on € there holds

P </t 1Y (w)ldt = %*TK’> =P (/r [Yi(w)ldr = c*rlzo|r> = B, (4.20)
0 0

where the constants ¢, and 8 are as defined after (4.20). From P(2¢) > 1 — /2 we
thus have

P(Qo N {/T Y, (0)|dt > c—rK}) . 4.27)
0 2 2

By (4.27), the reverse triangle inequality, Cauchy-Schwarz, and (4.24) we deduce that
for C1C28,’* < ¢, /4 there holds

T ,86‘2
E | |y 2dt > Z=2tK?. (4.28)
32
0

Taking &1 even smaller to ensure §; < '63622 gives the desired contradiction with (4.18).

In the calculations above, §; is chosen small depending on C1, C», B, and ¢, while
K is chosen sufficiently large depending only on 8 and € = 1/4 — ry. We conclude
that there is a constant ¢, (Cy, Ca, B, ¢x) > 0 and K, (B, ro) so that for K > K, there

holds

T
E / ly:|?dt > ¢, TK?". (4.29)
0

To obtain (4.15) from (4.29), observe that |yg| < 8|z9|” and (1 — §)K < |xg| <
(1 4+ 8§)K imply that (1 —28)K < |z9| < (1 4+ 6)K for § small enough. Therefore,
taking 8, sufficiently small and K, perhaps larger yields

1
201K =7 = n(K),

which when combined with (4.29) gives
n(K) ¢
E[ ly,|>dt > ﬁn(K)KZ’ = cIn(K)K”. (4.30)
0

It remains only to argue that if o is invertible and Co > 1 is such that Az >
Cy ! and (4.16) holds, then K, and the constant ¢ in (4.30) can be taken to depend
only on Cy and rg. Since in the proof of (4.29) we took K. = K.(B, o) and ¢, =
c,(Cy, Ca, B, cx), it suffices to show that 8, C;, Ca, and ¢, can be taken to depend
only on Cp and ry. By Lemma 4.1 and Remark 16, both 8 and ¢, depend only on
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Cp when o is invertible. Regarding C and C3, following the proof above we see that
(4.16) and g > Cy " imply €y < CZ and

Cy < (14 CI) sup (K140 log(K)" 1.
K>1

This completes the proof. O

4.2 Jordan block unstable estimates

In this section, we consider the case where for each z € kerA the eigenvalues of L el
all have non-positive real part, but there exists an unstable Jordan block of size greater
than or equal to two corresponding to an eigenvalue A with Re(1) = 0. In other words,
there exists 1 < J < n — 2 such that

1
! < e e g g S (1+17) (4.31)

for all + > 0. Note that when (4.31) holds there necessarily exists a generalized
eigenvector v = vg + iv; of LL/‘ | corresponding to eigenvalue A such that, defining

V = span{P. /\zlv} there holds both

and

‘e et po (4.33)

z/ IZ\ ‘ ~
In this setting, the analogue of Lemma 4.1 is stated as follows.

Lemma4.3 Let z € kerA and assume that LZL/| 2l has an unstable Jordan block in the
sense that (4.31) holds. Suppose that there exists a generalized eigenvector v = vg +
ivy satisfying (4.32) and (4.33) above as well as {vg, vi}\{0} NRan(o) # @. Let v v be
the generalized eigenvector such that (Lz/\zl AM)v = U and define V= span{P 2/121V v}.
For p € (0,2/3), setr =1—3p/2 > 0and

t(lz)) = lz[77.

There are constants cy, B > 0 that do not depend on |z| so that the solution to (4.2)
satisfies

T(IZ\)
(f(lzl)/ My P Yr(@)ldt = ezl ) B. 4.34)
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Remark 17 The assumptions above imply that v is the first vector in a Jordan chain
of length greater than or equal to two corresponding to eigenvalue A. Thus, v is a
generalized eigenvector in the same chain and for any x € C" there holds

Moeliiel x = M
pe /i x = e (Iyx + tTlyx). (4.35)

Remark 18 Similar to Lemma 4.1, if o is invertible and || P, /||| + ”Pz_/\lzl || < C,then
cx and B can be chosen depending only on C and o. This follows directly from the
proof below after noting that when o is invertible, the constant c¢; in (4.39) satisfes
c1 2 (o= Py D2

Proof As in the proof of Lemma 4.1, we assume that vg € Ran(o) and A # 0 (so
that A is pure imaginary); the case A = 0 is a straightforward variation. Denote P, ||

and ]z,Jilzl by P and J=, respectively. Let ¥, = P~'Y, € C", which is given by the
formula
7 Jtt Lot 1
¥, =€ ’Y0+/ =) plny L od W, (4.36)
0

We will follow the same general strategy as in the proof of Lemma 4.1.
We first show that for every R > 0 there exists 1 > 0 so that

P (Il'lv?f/zl > Rﬁ) > Bi. 4.37)
Since vg € Ran(o) and
Myl =9 p=lyp| > 1, (4.38)
we have
. /2 n 2
Var(TTy V7)) =/ aneW <’—S>P—1nkerAmHFds >er (439
0

for a constant ¢ depending vg and o. The bound (4.37) now follows from the fact
that HV?r/Z is Gaussian.

Next, as in Lemma 4.1, to complete the proof it suffices to show that there is ¢, > 0
and R sufficiently large so that

| . 1
P(—/ [Ty Y:ldt > cilz|"||TTy Yol > Rﬁ) > 5 (4.40)
T Jo
First, note the elementary fact that for any a, b € R and T > 0 there holds
T
/ la + bt|dt > |b|T? 4.41)
0
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with the implicit constant independent of a, b or 7. One can see this easily by dividing
theintegralintor < min(—4%, T)andz > min(—4%, T). By (4.41), (4.35), and e =1
we have

1 /2 e 1 /2 5 5 3
;/ ITyel ™ Yoldt = ;/ IT1; Yo + t|z|| Ty Yoldt > Rlz|t¥/2. (4.42)
0 0

Moreover, by the It isometry,

1 T
_E/
T Jo |Jo
p! T 12 4.43
gm/ (/(1+|z|s)2ds> dt (443)
T 0 0

—1 3/2
SIP o lliziz/2.

t
/ Myel 9 P od W, | dt

Using the reverse triangle inequality and Chebyshev’s inequality as in the proof of
(4.7), the estimates (4.42) and (4.43) together yield, for R > [P~ |lo|,

1 /2 5 32 1
0

Ty Yo| > R\/?) >

Since r(p) is such that |z|73/2 = |z|" we obtain (4.40), completing the proof. O

We now turn to the analogue of Lemma 4.2 in the Jordan block unstable case. The

idea is the same as in the spectrally unstable case. However, due to the slower timescale
of the instability (i.e., p < 1 in Lemma 4.4) we need to make use of the cancellation

Miera(B(y.2) + B(z,y)) =0 Vz € kerA, y € kerA™ (4.44)

assumed in Theorem 1.3. We have not assumed (4.44) in Theorem 1.2 since, as we
will show in Lemma 4.6, the cancellation condition is automatically satisfied in the
case that dim(kerA) = 1 due to B(x, x) - x = 0.

Lemma 4.4 Suppose that B(x, x) = 0 for every x € kerA and that the cancellation
condition (4.44) is satisfied. Let xo € R" be such that LZL0 /10l is Jordan block unstable
in the sense that (4.31) holds and suppose that there exists a generalized eigenvector

v satisfying the conditions in Lemma 4.3. Fix any r € (0, 1/7) and for K > 1 set

2r=2

n(K)=4K 3 (4.45)
There exists ¢, > 0 and a universal constant 8, € (0, 1) so that if

Iyol < 8lz0|" and K /2 < |xo| < 2K

@ Springer



Stationary measures for stochastic differential...
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for s € (0, 684) and K > 1, then
L)
—/ E|y,|?dt > c,.K*".
n(K) Jo
Moreover, if o is invertible and
1Pz 1201 + I1P2g /1l < Co (4.46)

for some Co > 1, then c, can be chosen depending only on o and Cy.

Proof We will consider the case where o is invertible and (4.46) holds. The proof

when one only assumes that {vg, v7}\{0} N Ran(c) # @ follows from exactly the
same argument. Let K > 1 be such that K /2 < |xg| < 2K and suppose for the sake
of contradiction that

n
E / Ly |?dt < 81nK*" (4.47)
0

for §; € (0, 1) and n = n(K) given by (4.45). As in the proof of Lemma 4.2, we will
obtain a contradiction for §; sufficiently small.

By the cancellation condition (4.44), the equation for z, is given by

dzs = Hkera(B(yr, y1) — Ayp)dt + Tyerpo dWs. (4.48)
It follows that
r—1
E sup [z —z0l SnVOIKY + /1 SKT (4.49)
0<r<p

where we have used that the choices of n and r are such that
r—1
K S TS KT

Let ¢4, B > 0 be as in Lemma 4.3 applied with z = z9 and p = (2 — 2r)/3. Recall
from Remark 18 that ¢, and 8 > 0 depend only on Cy and o. By (4.47) and (4.49),
for §; sufficiently small and R sufficiently large, both depending on 8, we have

n r—1
P(Qoz{a)eQ:/ lye|2dt < \/81nK?", sup |Zt_ZO|§RK3}>Zl_§-
0

0<t=<n

Now, as in the proof of Lemma 4.2, let ¥; solve

dY[ = L%Ytdt + errALUdW[
Yll[:o = errAon.
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Let ¥ and V be as in Lemma 4.3. By the Jordan canonical form, we have

e
1Ty P €™ Il < Co(l + lzolr) < Co(1+2K1).

Using this in (4.22) we obtain, for wg € Qo,

n
/ Ty P} (Ye(@o) = yie(wo))lds
0
n .
< Co (/ (1+ Kt)dt) (3{/4;71(” + Rg}/“nKT‘Kr)
0
1/4 r r ﬂ
< Cod("nk” (Km) (nK” + RnK 5
N C0R511/4nK’(Kn)nKr,

where in the last line we noted that trivially K % < K”. Observe now that the
restriction r < 1/7 and the formula for n imply that

(KmnK" <1,

and thus we have
n
/ Ty P (Yiwo) = yi(wo)ldt S CoR8y*nK". (4.51)
0

We now use (4.51) and Lemma 4.3 to complete the proof. Suppose that § is small
enough so that K /4 < |z9| < 2K. Then, the choice of n(K) ensures that

2r—2 20
lzol 7 < n(K) <8|z0|75 .
Thus, from Lemma 4.3 we have
1 n(K) . c
Pm /o Ty Py Yeldt = 5 K" | = B (4.52)

It follows from (4.51), (4.52), and P(29) > 1 — B/2 that for §; sufficiently small
depending only on ¢y, 8, and Cy there holds

n 2
el 9 Cx ﬁ 2r
E/o L5 P 1) Vel dr = (6_4) EnK '

Therefore,

n 1 /can\2 B
E 2dt>—(—*) LY &
/0 [ e = \a X
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We obtain a contradiction by taking §; perhaps even smaller to guarantee

2
RN
G 64/ 4
Since ¢, and B depend only on Cy and o we obtain

n
E / lyi2dt = enK*
0

for a constant ¢ depending only on Cyp and o, which completes the proof. O

Remark 19 1f the cancellation condition (4.44) is assumed in the spectrally unstable
case, so that (4.19) can be replaced with (4.48), one can show that any r € (0, 1) is
permissible in Lemma 4.2.

4.3 Concluding the proofs of Theorems 1.2 and 1.3
In this section we use the results from Sects. 4.1 and 4.2 to prove Theorems 1.2 and 1.3.
4.3.1 dim(kerd) =1

In this section we prove Theorem 1.2. It is a special case of the result below, stated
for more general assumptions on o. Recall that we denote &/ = kerA N'S"~! and for
x € U write

Lt=putp!

for the Jordan normal form of L.

Theorem 4.5 Suppose that U = {xo, —xo} for some unit vector xq and that for each
x € U there holds

1
‘ ‘etLX

B(x,x) =0, lim = 00. (4.53)
—00
Moreover, let o satisfy the following conditions (which hold trivially when rank (o) =
n).
e Ifx € U is such that Lj- has an eigenvalue with positive real part, then there is

a generalized eigenvector v = v + vy associated with the eigenvalue A of Lj-
with maximal real part such that {vg, v;}\{0} NRan(o) # @ and

Iyl Jty =00

span{P)fl v}vx

span{P v} vy e C". (4.54)

; 1 .
o Ifx e Uissuchthatt’ < et < 1417 forsomel < J < n—2, thenthereisa
generalized eigenvector v = vg +iv; associated with an eigenvalue A of Li with

Re()) = 0 that satisfies {vg, v/}\{0} NRan(c) # 0, (4.54), and |e’s' P 10| > 1.
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Then, there exists at least one stationary measure w and (x)? € L'(dp) for all
p<1/3.

We begin by showing that the cancellation condition (4.44) is automatically satisfied
in one dimension due to B(x, x) - x = 0.

Lemma4.6 Let I1 : R" — R" be a projection onto a one-dimensional subspace of
R™. Suppose B : R* x R" — R" is a bilinear function satisfying B(x, x) -x = 0 and

B(Ilx, MIx) =0 Vx € R".
Then,
MB(x, Mtx) + NB(M+x, x) =0

for every x € R",

Proof The property B(x, x) - x = 0 remains true after any orthogonal coordinate
transform, and so without loss of generality we may assume that IT is the projection
onto the subspace {(x1, 0, ...,0) : x; € R}. In this setting, we need to show that

Bi(Ix, ITtx) + B (IT*x, Mx) = 0

for any x € R". The condition B(ITx, [1x) = 0 implies that 8%1 B(x, x) = 0. Hence,
differentiating B(x, x) - x = 0 twice with respect to xj gives

Ox; [B1(x, x)] = 0.
Substituting x = ITx + ITtx we find
3y, (B1(Ix, TT*x) + By (IM+x, Mx)) = 0.

Noting that By (I1x, Mtx) + By (IMx, [Tx) = 0 when x; = 0 completes the proof. O

We are now ready to prove Theorem 4.5:
Proof of Theorem 4.5 Let U = {x, —xo} for xo € kerA N S*~!. Fix r < 1/7 and for
6 € (0, 1) to be chosen let

s _ n. 2 2r 2 2 2
By = {x € R" : Mg < 8|Tkerax|? and (1 — §)K? < [x2 < (1 + K.

For any x € R" \ {0} there is ¢ > 0 and j € {1, 2} such that [Txeax = c(=1) xo.
Therefore, defining for j € {1, 2} the sets

Bf(’j ={x ¢ B}S< : Mgerax = ¢(—1)7 xq for some ¢ > 0},

we have B;S( = B}S(’l U B‘,S(.z. The assumptions in (4.53) imply that xg and —x¢ are both

1
X0

equilibria of B with L~ and foo spectrally or Jordan block unstable. Observe now
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that r < 1/7 is always permitted in Lemmas 4.2 and 4.4. Moreover, the associated n
always satisfies

n(K) < K7,

Therefore, by Lemmas 4.2 and 4.4 (note that we may apply Lemma 4.4 in the present
one-dimensional setting due to Lemma 4.6) there are constants § > 0, ¢, > 0, and
K, > 1 along with functions n;(K) satisfying limg _, oo supj_j o 1 (K) = 0 such
that for K > K, there holds

1
n;(K)

n;(K) ) 5
X0 € Bg,; = / [Therarx:|°dt > cx K "
0

Thus, Assumption 1 is satisfied for any r < 1/7. Theorem 4.5 then follows from
Lemma 2.1. O

Remark 20 Let p be the stationary measure constructed in Theorem 4.5. If L)%O and
L~ are both spectrally unstable, then by Remark 19 and Lemma 4.6 it holds that

—Xx0

(x)? e L'(dp) for every p > 0.

4.3.2 dim(kerA) > 1
Proof of Theorem 1.3 We will give the details only for the spectrally unstable case, i.e.,
the case where there exists Co > 1 sothatforevery z € U there is a maximally unstable

eigenvalue A(z) of LZL satisfying Re(A(z)) > 0. Fix r < 1/4 and for 6 € (0, 1/4),
K > 1, and z € U, define the sets

B%={xeR”wmmmxﬂsmnmmﬂ”xl—mkzguﬂg<y+mgq
and
B}S(,z = B;S( N {x eR": Myerax /| Migerax| =z EU}.

Since U is compact and the eigenvalues of a matrix vary continuously with respect its
entries, we have

0 < A— :=minRe(A(z)) < maxRe(A(z)) := Ay < 0.
zel zel

Therefore, by Lemma 4.2 and (1.13) there exist §, € (0, 1/4), K, > 1,and ¢, > 0so
that for every z € U and K > K, defining

(K. 2) = 10((1/2+r)10g(1<)>,

Re(A(2))K
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there holds
8 1 1k 2 2r
X € BY =>—E/ I 1x:|%dt > ¢ K.
0 K,z n(K,Z) 0 | kerA t| *

We used here the statement at the end of Lemma 4.2 about the dependence of the
constants when o is invertible and (4.46) holds. Since

10 ((1/2 + r)log(K)

1/2 4+ r)log(K
)\'+K )SU(K7Z)§ 10 <w>

A_K
for every z € U it follows that for

14(K) == 10 <M>

rK
and K > K, there holds

1
N+ (K)

s 1(K) 2 A 2
X0 € BK* = E/ |l_[kerAlx,| dt > TC*K "
0

+

Thus, Assumption 1 is satisfied for any r < 1/4, which due to Lemma 2.2 completes
the proof. O

5 Sabra and Galerkin Navier-Stokes
5.1 Statement and proof of general result

In this section we state and prove the general theorem that will be used to obtain
Theorem 1.4 announced earlier.

Theorem 5.1 Let rank(o) = n and suppose that kerA = V| & V, for orthogonal
subspaces of R" satisfying the following properties.

e Forany x € ViUV, B(x,x) = 0, i.e., V| and V, consist of deterministic
equilibria.
e Thereis C > 0 so that

max  sup  (|[Pejll + 1P ;1) < C. (5.1)
J=12 eyingn-

where Py jJ JJ‘ Px_]l- denotes the Jordan canonical form of T1\,1 LyI1,1, with Ly
’ J J

as defined in (1.12).
o There is Amin > O such that for any j € {1,2} and x € V; N S"! there is an
eigenvalue A of T1,L L T1y,1 with Re(A) > Amin.
J J

@ Springer



Stationary measures for stochastic differential... 143

e There exists ¢ > 0 so that for any v\ € Vi and vy € V; there holds
Mkera B(v1, v2) + Mkera B(v2,v1) =0 (5.2)
and
Myerat B, v2) + Myeept B(va, v1)| = clvi||vz. (5.3)

Then, there exists at least one stationary measure p and (x)P € L'(du) for every
p <2/3.

The proof of Theorem 5.1 will proceed roughly as follows. As before we will
verify Assumption 1. For initial conditions xo near ker A with min(|ITy, xo], [ITy,xo[)
sufficiently large, we use (5.3) and arguments similar to those in Sect.3 to obtain
growth of the damped modes. If instead xq is concentrated in one of the V;, we
proceed similarly to Sect.4 and use the spectral instability to deduce growth into V/.L.
This either causes the damped modes to grow directly or the solution to enter a region
where min(|ITy, x;|, [TTy,x;]) is large enough to subsequently apply (5.3) as in the first
case. The cancellation (5.2) is used throughout to justify certain approximations.

We begin with a lemma that describes growth of the damped modes for initial
conditions with [ITy, xo| and |ITy, xo| both sufficiently large.

Lemma5.2 Fixr € (0, 1] and §y € (0, 1). There are c+(5¢9) > 0 and K (809) > 1 so
that for any xo € R" satisfying

K/2 < |xo] <2K, [Ty aixol® < 8K, min (|Ty,xol, Ty,x0]) > 83/ K

for0 <§ < 658/ 4 and K > K, where € is a sufficiently small constant independent
of 8o, there holds

1 K~
FE/ Iy alXe|?dt > K.
0

Proof Let X, solve

54

£X; = B(X;, X))
Xo = xo

and define n(K) = K~!. We claim that there is ¢4 (8¢p) > O so that for all K > 1,
R4 83/ 4, and x( as in the statement of the lemma there holds

) ) )
m‘/(; |errAJ_Xl| dt > C*K r. (55)
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From here the lemma follows by taking K, large enough so that c, Kf’ > 1 and
applying Lemma 3.3. We now prove (5.5). For y € (0, 1) to be chosen sufficiently
small and (K) = )/8(1)/ ‘K -1 suppose for the sake of contradiction that

1 0
5/ IMyerat X, 12dt < 81K (5.6)
0

for 6; € (0, 1). By performing a Taylor expansion and using (5.3), [Ty 41 X0l <
V8K, and |X;| < 2K we obtain, for r < 7,

! d
|nkerAin| = Myerat Xo + tnkerAiB(XO’ Xo) + Myerat A (r— S)EB(XS’ Xs)ds

1
> ct| Ty, Xo|[Ty, Xo| — CV/8K" — CKﬁ/ |B(Xs, Xs)lds, (5.7
0
where in the second inequality we used that

d
aB(Xs, Xs) = B(B(X;, X5), Xy) + B(Xy, B(X;, X)).

The goal is now to bound the integral in (5.7). First, by writing
Xy = HieraXs + Myeeat X5 = My, X + Ty, X 4+ Miqt X
and using the triangle inequality we deduce
|B(Xs, X)) S KITkera X5 — MkeraXol + K[ Myerpt Xl + [Ty, Xo [Ty, Xo(5.8)

Now, by (5.6) and (5.2), for all t < 75 there holds

t t

[TTkera Xt — Myera Xol < A |B(Tgera Xs» errALXsNdS +/0 |B(errAlXSv Xs)lds

, (5.9)
< K/ Myp 4t Xslds S y83 K"
0
Putting this bound into (5.8) and using (5.6) again gives, for r < 7,
1
/ |B(Xs. X)lds S y8y K" + | Ty, Xol Ty, Xol. (5.10)
0
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Inserting (5.10) in (5.7) and integrating the resulting bound over [0, 7] yields, for y
sufficiently small (and new constants ¢ and C which may change from line to line),

1 i
:f |errAlXt|dt
nJo
> cfi| Ty, Xol Ty, Xo| — CV/8K" — Cy*\/8oK” — Cyii| Ty, Xo|| Ty, Xol

> 7| Ty, Xol|Tly, Xol(c — Cy) — Cv/8K" — Cy?/5oK"

> cy8y K" — CV/BK'.

In the last inequality we have used the fact that |TTy; Xo| 2 K for some j € {1,2}

when § < 1. With y now fixed we may take § < y258/ “ 1o obtain, for some new
constant ¢ € (0, 1),

1[0 3/4
ﬁfo Myerar X 2dt > 287 K.

We obtain a contradiction with (5.6) for 61 < (¢/ 2))/288/ 4, and so we conclude

I ne 5.3/4 c
- 5l X, Pdt > 2=y28 " K* = —380K 7,
77/(‘) I Mierat X¢l = nzy 0 2)/ 0

which implies (5.5) and completes the proof. O
Proof of Theorem 5.1 Fix any r € (0, 1/4) and for § € (0, 1/100) and K > 2 define
BY = {x € R" : Mg qox]? < 8|Merax|?, (1 = 8K < |x|* < (1 +8)K?}.

Let
£3j) =

We split the set B;3< as
By = B?(,l U B?(,z U B§<,3v
where
By ;= 1{x € By : [Ty, x| <8'8K"} if j e (1,2}
and
By 5 = {x € By : min (|Ty,x|, [Ty,x|) > §'/5K"}.
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By Lemma 2.2, to complete the proof it suffices to show that there are K, > 1,5 > 0,
¢y > 0, and times {’71'}?:1 with limg —, oo sup; 7 (K) = 0 so that for K > K there
holds ' '

n;(K)
xo€ By, = / Ty gt 2dt > ¢, K*. (5.11)
0

1n;(K)

Due to Lemma 5.2, for all § sufficiently small there is ¢.(§) > 0 and K, (§) > 1 so
that (5.11) is satisfied for j = 3 by taking n3(K) = K ~!. Thus we must only consider
the case where j € {1, 2}.

Let xg € B‘S for Jj € {1,2} and fix any 7 with r < ¥ < 1/4. Suppose that the
maximally unstable eigenvalue of HVL an %o/ Ty, %o HVL hasreal part A > Apin > 0

and define, for € € (0, 1) to be chosen

(1/2+7 +€) log(ITy, xo0|)
ATy, xol

T =

and 7 = 11 + K~L. Let the approximate solution Y; : [0, c0) — V ].L solve

dY, = (I1,.L I, )Y, dt + 11 aw,
v = Iy Lnyx Ty )Yide + Ty odWe (5.12)
Yo =TIy, 1 x0.
j

By Lemma 4.1 (with ITy,xo and V; playing the roles of z and kerA, respectively),

there are Kj(¢) > 1 and cj, B; > 0 that do not depend on ¢, 7, or xq so that for
[Ty, x0| = K j there holds

1 71 _
P(Zf Y, (@)ldt > lenvjxolr) > ;. (5.13)
0
Towards a contradiction, suppose that
T
E/ |y, gt X |2dt < STK? (5.14)
0

for K > K, > 8~!. Note that since /71 < 1 this implies

71
E/ |y qix;2dt < 811K (5.15)
0

The condition (5.2) and the fact that Vi U V5 consists of deterministic equilibria imply
that the equation for z; = Ilkerax; is exactly (4.19). Thus, using (5.15), the proof of
(4.20) applies and gives

E sup |z —z0l S V8K r + 11 < VSlog(K)K', (5.16)

0<t<rt
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where in the second inequality we used the assumption that K > §~!. Define

1
Qo = {w eQ: / |nle,|2dt <8871 (log(K)? K%, sup |z — z0l < 84K log(K)
0

0<t<t

Since |va( )xol < §18kr by the definition of B e it follows from (5.15) and (5.16)
that for é sufficiently small depending on 8; there holds

P(Q) > 1 — ﬂ_2, (5.17)

Obtaining estimates on Y; (w) — Iy, 1 x; (@) for w € Qq as in proof of Lemma 4.2 (we

J
make the choice ¢ = 1/4 —7) and then using (5.13), we deduce that there is ¢y € (0, 1)
depending only on c; so that for § sufficiently small and K, sufficiently large there
holds

1 ru _ Bi
P (—/ Ty 1 x, () |dt > coK’) > L (5.18)
T1 Jo i 2

It follows that

1 7] _
p (-/ Myepq s (@)t > %OKr)
0

. 1 T _ .
Bi o p<_/ My, xe(@)ldt = %OK> . i_l. (5.19)
A .

71

In the first case, we immediately obtain a contradiction to (5.15) for § sufficiently
small depending on ¢ and B;. In the second case, define the stopping time

T(w) = inf

{r=0:minMy, ). Myl = 2K K/2 < bl < 2K g0 < 815K 7 )
Now, using Iy, xo| < S1/8K" and [MyeratXol < VK" we can show

sup |errALx;|SN/SKr“I‘KlJrrSl/ST]-I‘TlK sup |z — zol + sup |Wy

0<t<t 0<r<tg 0<t<7;
2
T] 2
+ 1| sup |z — zol —i—/ [TlyeratXxe|°dt
0<t<t 0

o ) 1/2

+JVT| sup |z —z20l + K (/ [T Xt dt) .
0<r<t 0
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It follows then from (5.15), (5.16), and K > 8~ that for 8 sufficiently small there
holds

P( sup [ Tyerqre] < 61/16(log(1<)>31<’> >1- f—; (5.20)

0<t<t

By Lemma A.1, (5.20), (5.16), and assuming the second case in (5.19), for K, suffi-
ciently large depending on §;, r, and 7 we have

P(I<7)>-L
T=<u)= 3
Thus, by Lemma 5.2 and the strong Markov property, there is c;, depending on ¢ so

that for all § sufficiently small and K sufficiently large (both depending only on cq)
there holds

1 T ) 1 T—TIAT
—Ef |errAL.xt| dt Z - f / D(th/\f_l,_t)dtdp
T Jo TJaJo

K—I
LB .
> —— inf P D (xz(w))dt
T 8 Tw=uJy
-
> 1 ﬁc/Kzr‘ > BjcoK™"

Tk 8 %7~ log(K)

Taking K large enough so that K> log(K)~! > K?" yields a contradiction with (5.14)
for § small enough. Overall, we have shown that for all § sufficiently small there are
K. > 1andc, > 0sothat, for j € {1,2}and K > K,,

1
7(x0)

7(x0)
X0 € B‘;(J = E/ |y al X |°dt > K"
0

The desired bound (5.11) then follows for j € {1, 2} by setting

Clog(K)

n(K) =m(K) = i K

for some C sufficiently large. O

5.2 Applications to the Sabra shell model and Galerkin Navier-Stokes

In this section we first apply Theorem 5.1 to prove Theorem 1.4 on the 2d Galerkin
Navier—Stokes equations and then we give an application of Theorem 5.1 to the Sabra
shell model.

Proof of Theorem 1.4 Note that the nonlinear structure implies that L, = ITy, . L, Iy, 1
J J
for any x € V; and j € {l,2}. By translation invariance, the linearization
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around Acosfx; + Bsinfx; is unitarily conjugate to the linearization around
~/A? + B2 cos £x1, and so the uniformity of eigenvalues and || P|| of the Jordan canon-
ical form follows immediately on each V; once it is verified for cos £x1 (by discrete
rotation invariance, the analysis in the x, direction is also the same as the x; direc-
tion). That for any £ > 2, the linearization of cos £x; in T2 has an eigenvalue with
positive real part in the conservative system is a well-known variation of the classical
results of Meshalkin and Sinai [33]. It remains only to verify the conditions (5.2) and
(5.3). For vi = @ cos £x1 + B sin £x1 and vy = sin kx> (this is sufficient by translation
invariance), we may compute

B(vy, v2) + B(vz, v1)

k L
= Z(—a sin £x1 4+ B cos £xy) cos kxy — A coskxy(—a sin€xy + B coslxy)

k¢
= (Z — %> (—asin€x; 4 B cosfxy) coskxs.

For our choices of k,¢ conditions (5.2) and (5.3) follow immediately and hence The-
orem 5.1 applies. O

Remark 21 We believe that it should be possible to extend Theorem 1.4 to hold also in
the infinite dimensional case, after a suitable infinite dimensional extension of Lemma
2.1 asdiscussed in Remark 13. The main places where the infinite dimensionality could
play a role is in replacing Lemma 2.2 to include some information on the regularity
and in requiring more delicate estimates to control nonlinear errors in the proof of
Theorem 5.1. We believe this extension would be tractable.

The Sabra shell model was first introduced in [29]. Here we consider the model
truncated to finite dimensions. Denoting the dependent variable (up, ..., u;) € C”/,
the equation reads

1) 6—1
duy, =i2" <um+lum+2 — SUm—1Um+1 — um—Zum—l)
2 4 (5.21)

— 822w + @ud W 4+ ipd WD

where g;,, p, are real parameters and 6 € (0, 2)\{1}. The boundary conditions are
u_1 =ug =uj41 = uj42 = 0. When § € (0, 1) the system has just one positive
invariant and is considered a model for 3d turbulence. If instead § € (1,2) then
there are two positive invariants and the equations are meant to capture properties of
2d turbulence. For additional discussion of Sabra and other shell models, see [13].
Rewriting the system in real variables u,, = a,, + ib,, and introducing parameters
cm € {0, 1} that determine whether or not there is damping on shell m, we obtain the
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system

day = 2" (am42bm+1 — am1bm42) + 82" (@n1bmi1 — Ams1bm—1)

+ (8 = D2" 2 (am—2bm—1 + am—1bm—2) — 82*" cppay + qdez(m;R()é 22)

dby, = 2m(am+lbm+2 + bnt1bmi2) — Szm_l(am—lam+l + bm+lbm—l)

— (8 = D2" 2 (am—2am—1 — bu—1bm—2) — 822" by + pud W,

Theorem 5.3 Assume that § € (1/4,1), ¢y =c2 =0, ¢, > 0for3 <m < J, and
qm> Pm # O for all m. Then, system (5.22) admits a unique invariant measure |1 and

/ (la] + 1B)? (da, db) < 00
RZJ

forevery p < 2/3.

Proof We denote the solution (a, b) = (ay, .. ay,bi,....by) € R’ x R and the
natural canonical basis vectors by {&m}i: s {bm}r{l: |- Observe that (5.22) takes the
form of (1.1) with

kerA = {(a1,a2,0,...,0,b1,b2,0,...,0) a1, by, ax, by € R},

and the drift B given by

B ((a,b), (&,5))

J
= Z[Zm (am—i-ZI;m—H - am+15m+2) + 62m_l(am—ll;m—i-l - am+15m—l)
m=1
+ (- l)zm_z(am—ZBm—l + am—lgm—Z)]&m (5:23)
J
+ > 12" @ni1bmy2 + bus1bwg2) — 82" @nr@mir + bus1bw1)
m=1

- (- 1)2m72(am—25lm—1 - bm—lEm—Z)]ém'
We will verify the conditions of Theorem 5.1. For j =1, 2 let
V; = span{a;, b;}.

Itis immediate from the lack of self-interactions in (5.23) that each V; consists entirely
of deterministic equilibria, and so the first condition in Theorem 5.1 is satisfied. Simi-
larly, since the m’th coordinates of (a, b) and (a, 15) do not show upin B -a,, or B - I;m
it is easy to see that (5.2) is satisfied. To verify the lower bound (5.3) we compute, for
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vy =aid; +b1by € Vi and vy = azdy + baby € Vs,

Myerat (B1, v2) + Bz, vi))| = [Ty o050 (B, v2) + B(va, v1)]
= [2(8 — Dl|(a1bz + azb1)as — (a1a2 — biba)bs|
=206 — DIV(a1b2 + azb1)? + (araz — b1 b2)?
=12(8 — 1)|\/(af + b)) (a3 + b3)
= [2( — D] jvi[val.

It remains only to check the second and third conditions. This requires computing the
linearized operators Iy, 1 L I1,1 for x € V; with x| = 1. For j = 1, let
J J

x=(a,0,...,0,b1,0,...,0)

for aj, b € R satisfying 1/c‘z% + l;% = 1. For general (a, b) € R’ x R/ we compute

0 0 —20by 28a;\ (a2
. 0 0 —28a; —26b; by

HVILLxHVIL(ag b) - 2(8—1)51 2(8— I)Czl 0 0 as s
—2(8 —Da; 26— by 0 0 bs

with the components not shown being zero. The eigenvalues and associated eigenvec-
tors of the matrix above are given by

Ar1=2y8(1=6), Ef1= (5.24)
Ao =-2/6(1-9), E_ = . (5.25)
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For x = s + baby with |x| = 1 we similarly have

My LTy (a,b)

0 0
0 0

28 — Dby 2(8 — Dao
=208 — Dap 2(8 — by

0 0
0 0

—48by 48ar
—48ay —48by
408 — Dby 4(8 — Dan
—4(8 — Dap 48 — )by

Defining c¢s = 58 — 482 — 1 > 0, the eigenvalues and associated eigenvectors are

given by
M=0, Eg=
Ay2 = 24/cs,
and
Ao = 2./cs,

— o O
S = O

(5.26)

(5.27)

(5.28)

Since, for each j, A4 ; is positive and independent of x € V; N S"—1, we see that the
third condition of Theorem 5.1 is satisfied. Lastly, (5.1) follows from the formula for
the eigenvectors given in (5.24)-(5.28). This completes the proof of Theorem 5.3. O
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6 Lorenz-96 with a two-dimensional kernel

In this section, we consider the stochastic Lorenz-96 system for x; = (x;,1, ..., x;n) €
R" (with n > 6) defined by

dx, j = —ajx, jdi + Bj(x;, x)dt + ;d W, (6.1)

where x; = x; x4, (periodic conditions), a; > 0, and
Bj(x,x) = (xj41 —Xxj-2)Xj_1. (6.2)
Consistent with our earlier notation, we write A = diag(ay, ..., a,). A consequence
of Theorem 4.5 is that (6.1) admits an invariant measure when a; = 0, o,—1 # O,
and a; > O forall 2 < j < n. Indeed, in this case B(x, x) = 0 for every x € kerA

and moreover it is straightforward to check that for z = (z9,0,...,0) € kerA the
linearized operator L ZL is Jordan block unstable with

1 1
(zI)* S et S 14 (Izl)® and |efele,1] 2 Iz]t,

where e,,_1, which denotes the usual canonical basis vector, is a generalized eigen-
vector that is the last element of a Jordan chain. Our goal in this section is to show that
an invariant measure can in fact also be constructed using our methods in the more
degenerate case where a; = a; = 0. The main result is stated precisely as follows.

Theorem 6.1 Let 6 < n < o0. The stochastic Lorenz-96 system witha; = ay = 0 and
aj > 0for3 < j < n admits an invariant measure (i, provided that oy, 0,1 # 0.
Moreover, we have the moment bound

/ x|7 s (dx) < 00
Rn

forevery 0 < p < 1/3.

As in the earlier sections, we will prove Theorem 6.1 by verifying Assumption 1
using suitable approximation arguments for solutions in the vicinity of ker A. To this
end, for K > 1 and § € (0, 1) we split the set

Bk ={x € R": [ g1 x| < 8|Mkerax|"” and K /2 < |x| < 2K}
as
Bk, =By ;UB% ;UBY ;,

where, for some small parameter §; € (0, 1),

By s=1{x € Bxys: il = K/V32),
By =1{xeBxs: 8K <|xi| < K/V32),
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and
B?(,(s = {x € Bgs : |x1] <81 KV7).

Note that |xp| > K /+/32 for x € 312<,5 U B?(,a-

In the region B 11( 5> We can use a treatment similar to that used for Jordan block
unstable equilibria in Theorem 1.2. Specifically, we show that a large x; induces a
significant growth in x,, through the interaction x, = x1x,—1 + .... He we rely on the
fact that x,,_1 is being driven by a Brownian motion (since o,,—1 # 0), which ensures it
is non-trivial with high probability. In the region B%(’ 5> We can use a treatment similar
to that used in Theorem 1.1, by noting that x3 = —xx + ... and hence if both x|
and x, are sufficiently large, then x3 will rapidly grow. The region B,3(‘ 5 1s the region
that is most different from previous cases. Here, the Jordan block instability of the
equilibrium e; excites x1, which is still in ker A. Heuristically, we show that solutions
which startin B%, 5 are basically ejected into B%(’ 5» Where they are subsequently ejected
into (kerA)=L.

By Lemma 2.2, Theorem 6.1 is a direct consequence of the following time-averaged
coercivity estimates.

Proposition 6.2 Let 7 (K) = 13(K) = K~ and ty(K) = K. Thereexist K. > 1,
cx > 0,and 8,81 € (0, 1) so that if K > K, and xo € B;{,S then

1
7;(K)

5 () 2 2
/ |errAlx,| dt > C*K /7.
0

Consequently, Assumption 1 is satisfied withr = 1/7.

As discussed above the region BI3(’ 5 1s the most involved. The main difficulty here is

to deduce growth of IT; .. 4. X; for a suitable approximate solution when X € B;( 5
as proved in the next lemma.

Lemma 6.3 Let X; solve

dX;n = Xi1 Xppordt + 0,d W™

dX; 1 = X; 2X; pdt

dX;3=—X;1X;dt

dX; ;=0 jé{n, 1,3}

(6.3)

with initial condition X( € B;’(q 5 and some o, # 0. For § and 8 chosen sufficiently
small, there are constants B, c, > 0 (independent of X¢) so that for all K sufficiently
large and T = K %7 there holds

1 T
P (—/ |X, 3]dt > c*K4/7> > B. (6.4)
T Jo
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Proof Without loss of generality we set o,d Wt(") = dW, for a standard Brownian
motion W;. We also writer = 1/7,sothatt = K —4" and moreover from the definition
of B% 5 we have

n
D X0 17 = 87 (X0 ? + [X02P) < 48°K”, 6.5)
j=3
|Xo,11 < 81K". (6.6)

For R > 1 to be chosen we split into the cases | Xo,| > R4/ and | Xo,| < RJ7.
In the former, we approximate X; , & Xo , and in the latter we approximate X, , ~
XO,n + Wt-

Case 1 (|Xo.,| > R/T): Write X, , = Xo,, + E;, where E, is an error to be
controlled. Substituting this into the system we have

dE; = X1 X0 n—1dt +dW,;
dX;1 = Xo2(Xon+ Edt 6.7
dXt,3 = —Xt’lX(),zdl‘.

Thus,
t
Xi1=Xo1+1tX02X0,+ Xo,z/ Eyds (6.8)
0

and

2 t
t
E, =1tXon-1X0,1+ EXO,n—IXO,nXOJ + Xo,n—1X0,2/ (t —s)Esds + W;.
0

Recalling | Xo| < 2K and using the bounds (6.5) and (6.6) we have
t
|E;| <28811K> + 281> K" X | + 481 K"} / |Eslds + |W,|,  (6.9)
0

and therefore

t
E sup |E/| 521581K2’+28t2K1+r|X07n|—|—48tK1+’/ E sup |Ey|ds +/t
0

0<t'<t 0<t'<s

(6.10)
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By Gronwall’s Lemma, |Xo ,| > RK ~2/7_and the definitions of  and t, it follows
that

E sup |E;| < 2881 K> + 2512 K| Xo.0| + /7) exp(d87> K177
0<t<t

< C(K™T 4+ 8|Xo.n1)
< 2C max(8, R™")| X0l

where C is a constant that does not depend on §, §1, or K. Putting in R = § 12 we
conclude

E sup |E;| <2Cv5|Xo.nl. 6.11)

0<t<t

The goal is now to use (6.11) to show that X; 3 must grow. By (6.11) and Cheby-
shev’s inequality, for § sufficiently small we have

1/4 1
P( sup [E/| <8 Xoul ]| > 5. (6.12)
0<r<t 2
Suppose that w € Q2 is such that
sup |E(@)] <84 Xo.l. (6.13)

0<t<rt

We will show that in this case, for § sufficiently small, there is ¢, € (0, 1] (independent
of w, Xo, K) such that

T
f X, 3(@)dt > etk (6.14)
0

which is sufficient to imply (6.4) with 8 = 1/2. From (6.8) and (6.13) we have
(suppressing now the dependence on w from the notation)

1X:1 — tX02X0.n] < 1Xo,1] + 841 X021 Xoult Vi €0, 7]. (6.15)

Applying this bound in the formula for X; 3 and using |Xo3| < K" we get, for
1 €0, 7],

[X:3] >

t t
/ 5X§ 2 Xonds —|X0,2|/ (1Xo.11 + 5841 X0.211 Xo.n)ds — K"
0 0

v

2
t
5|Xo,z|2|xo,n| — 11X0.211X0.1] — 842 X0.21*| Xoul — K"

v

2
t
2
ZIXo,zl [Xo0,n| — t1Xo0,2[|X0,1] — K",
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where in the last inequality we have assumed that § is sufficiently small. We thus have

2
T
[X: 3] > E|Xo,2|2|X0,n| — 7|Xo,2/|Xo0,11 — K" Vt e [tr/2,7]. (6.16)

Using (6.16), |Xo1| < K", 812K~ < |Xo,| < 26K", and K /+/32 < |Xo2| <
2K it follows that for r € [7/2, 7] = [K~* /2, K~ ] and § sufficiently small there
holds

s—1/2g2-10r

X4 > o=
Xislz =15 512

where we have noted that the choice r = 1/7 implies 2 — 10r = 1 —3r = 4/7. Hence,
for 6 sufficiently small we have | X; 3| > K*7 fort e [t/2, 7], and so

T
1
/ X, 3ldt > ~tK*7,
0 2

which proves (6.14).
Case 2 (|Xo.,| < RyT =87127): Let X, , = Xo.n + W, + E,, where again E,
is an error to be bounded. Computations similar to those of Case 1 give

E
E sup 1Ed < CRS < CV5, (6.17)

0<t<rt

where C is a constant that does not depend on 6 or K. Now we justify the growth of
X: 3, which is also similar to above. We have

t t
X1 = Xo.1 + Xo0,2X0,nt + X()yz/ Weds + XOVZ,/ Egds. (6.18)
0 0

Without loss of generality we may assume that X¢2Xo, > 0. By the scaling and
support theorems for Brownian motion, there exists « > 0 that does not depend on K
such that

t
P <X0,2/ Weds > |Xo2|tY? Vi € [1/4, r]) > a. (6.19)
0

By (6.17) and (6.19), if § is small enough we have

t
P (XO‘Z/O Wids > |Xo2|t>/? Vi elr/4,7] and  sup |E@)|/Vi< 31/4)) > %

0<t<t

(6.20)
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Let w € €2 be such that the two bounds in (6.20) hold true. We will prove that for such
an w one has

T
/ X 3(w)|dt > et K7
0

for ¢, sufficiently small. First, there is nothing to show if

T
T
X dt > —— K7,
fo Xy s@)di = oo

so suppose otherwise. In this case, there exists ty € [t/4, T/2] is such that | X, 3| <
K*/7/2000. Then, for ¢ € [fo, 7] there holds

1 N
/ XG2 (Xo’ns + / Ws/ds’) ds
1o 0

‘ s / K47
— X X X E.ld ds — ——
/m| 0,2|<| ol +1 o,2|f0 \Ey| s) e
47

K
> | X022 (t — 10)T3? — 1| X021 X0.1] — 84| X022 17/* — 2000"

| X3 >

where in obtaining the final inequality we have noted that X ,, and fos Wyds’ have the
same sign for s > #g since X , X0.2 > 0. Taking § sufficiently small and ¢ € [37/4, 7]
to absorb the third term by the first we obtain

2.5/2 477 477
K2;6 28K — fm > % — 28, K7, 6.21)

[X: 3] >

where we have recalled also that K2/32 < X(%,z <4K?,|Xp1| < 8K",and2—10r =
1 — 3r = 4/7. For 8 sufficiently small we conclude that |X; 3| > K*7/1024 for

t € [3t/4, t]. Thus,
T 1
P / |X; 3|dt > K47
0 ’ 4096

which completes the proof. O

v

o
2 ’

We are now ready to prove Proposition 6.2.

Proof of Proposition 6.2 Let xo € Bk s for K to be taken sufficiently large and §, &
chosen appropriately. As before, set r = 1/7 for the sake of simplifying the presenta-
tion of the estimates. Let 7;(K) be as given in the statement of the proposition. There
are three cases to consider.
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Case 1 (xg € B}Q 5): Consider the approximate solution X; defined by

dX;n = X1 X, p1dt + 0, d W™
dXi o1 = oy 1dW" ™" (6.22)
dX: ;=0 j¢inn—1

and initial condition X¢ = xp. We have
t
Xin=Xon +1X01X00-1+0,-1X0.1 / Ws(nfl)ds + GnWt(n).
0

Similar to as in Case 2 from the proof of Lemma 6.3, using the support theorem for
Brownian motion we can show that

P (|xt,n| > K1) Vie[n)2, t1]> >q (6.23)

for some « > 0 that does not depend on K or §. Consequently, since K 113 2= kr ,

1 [u 1
P (—/ | X; nldt > EK’) > a. (6.24)
0

71

Suppose now for the sake of contradiction that
T n T1
E/ Tyl Xe|?dt = EZ/ I j|* < 8T K™ (6.25)
0 ; 0
Jj=3

The error X; ,, — x; , solves

d(Xt,n - xt,n)
= x0,1(Xr,n—1 — Xt.n—1)dt + X n—1(X0,1 — X¢,1)dt + anXs pdt + X 2% p—1dt
(6.26)

with zero initial condition, and so

t t
|Xt,n - xt,n| =< 2K/ |Xs,n—l - xs,n—l|ds +[ |xs,n—l||x0,l - xs,llds
0 0 6.27)

t t
+ |an|/ |xs,nlds +/ |xg,n—211Xs5,n—1lds.
0 0
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We now obtain bounds on | X; ,—1 —x; ,—1] and |xp.1 — x;.1]. By (6.25) and E|x;| < K
fort < 1 we have

E sup [xo1— x| = C (VanK'" + /@) = €+ KITHK

0<t<t|

(6.28)
Moreover, a straightforward application of (6.25) yields

E sup |Xin_1 — Xin_1] < CNSK™Y. (6.29)

0=<r<7

Let
n 7
Q=lweQ: Z/ xs,j%ds < VSK ™ ¢,
; 0
j=3

195}

{a) €Q: sup |xo1 — x| < K13r},

0<t<t

Q; = {a) €Q: sup X1 —Xipo1| < 51/41{2’} ,

0<t<t|

52291092093.

By (6.25), (6.28), and (6.29) for § sufficiently small and K, sufficiently large we have
P(2) > 1 — /2. Now, by (6.27) and 71 = K~ for w € Q we have

sup | Xy n — xpul < Cs'/AKI—or = C31/4KV’

0<t<t

and hence

71
P (/ 1 Xo o — Xpnldt < r1c51/41<’> >1-2. (6.30)
0

[\

Combining (6.24) and (6.30) we see that for § sufficiently small there holds

| fr1| n|dl‘>—1Kr > —
X .
0 " 4 2

This is enough to yield a contradiction for é sufficiently small.
Case 2 (xg € BI2< 5): Consider the approximate solution X; defined simply by

(6.31)

dX;3 =—X;1X;dt
dX; ;=0 j#3
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with initial condition Xy = xp. We have then
X3 = Xo,3 — 1Xo0,1X0,2

so that the bounds on xo € B% ; imply

1 [= 8
—/ X, sldt > 28 K\ — sk = (2L —s) k.
T Jo ’ 64 64
Taking § « 81 yields
1 [ )
—f X, 5ldt > K. (6.32)
©» Jo ’ 128
The error satisfies
d(Xt,3 - xt,3)
= (x;,1 — X0,1)%,2dt + x0,1(xX1,2 — X0,2)dt + azx; 3dt — x; 4%; 2dt — o3dW?.
(6.33)
Supposing for contradiction that
(%) n (%)
E/ |y gL X | 2dt = EZ/ lxe j1* < 81K (6.34)
0 — Jo
j=3

we easily derive
E sup [|x,1—x01/+E sup [x;2— x02]
0<t<ty 0<t<ty
< C(WonK™ + /1) < Cmax(v/68, K, )K"

Therefore, choosing K, = ™! and defining

Q ={weQ: sup |x.1—x01]l+ sup |x.2—x02| <8V4K"},

0<t<mr 0<t<1m)
Q={weQ: sup |oz]|W| <sV4K"},
0<t<mp

n ©
Q={weQ: Z/ lxe j1%dt < VST K™Y,
j=370
we have P(©21 N Q22 NQ3) > 1/2 for § taken sufficiently small. Let w € 21 N2y N Q3.
Returning to (6.33) we obtain

sup | X 3(®) — x:3(w)| < C8Y4K". (6.35)

0<t<np
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Hence,

123
P </ X, 3 — X, 3]dt < C‘L’251/4Kr) > (6.36)
0

1
5"

By choosing § < 8%, (6.36) and (6.32) combined are enough to yield a contradiction.
Case 3 (xg € 313(, 5): Now we turn to the final case. Let X, be as given in Lemma 6.3
and define x; ; = X, ; — x; ;. Observe that

{dﬁ?r,n = X0,n—1X:,1dt + X7, 1(X0,n—1 — Xt,n—1)dt + apX; 5 + xz,n—zxt,n—ldt(6 37)

_ _ 1
dx; 1 = x02%; ndt + X; 5 (x0,2 — X1 2)dt + X 1% pdt — cndW,( ),
Let

F(t) = xt,l(xO,n—l - xt,n—l) + anXxt p + Xt n—2Xt n—1,
G(@) = xrn(x0,2 — X£,2) + Xt.n—1Xe.n5

and S(¢) be the group generated by the corresponding (constant) linearization matrix:

. 0 X0,n—1
S(t) :=exp (t (xo,z 0 )) .
Then, we have

Xtn\ _ ! F(s) ! 0
<£t,1> —/(; St —s) (G(s)) ds —/0 St —s) <01dWS(1)> . (6.38)

Note that since 73K 1+7/2 < 1, for any s < r < 3 there holds

15¢ =)l < exp (¢ =)y Frou1lo.2l) < exp (¢ = )CKH2) S 1.

(6.39)
Thus,
t 0 2 4

E su St —s <n=K". 6.40
05[573 /0 ( ) (oldW§1)> ST (6.40)

Suppose now for the sake of contradiction that

3 I
E/ > lxjlPdt < S13K7 (6.41)
0
j=3

@ Springer



Stationary measures for stochastic differential... 163

For R > 1, let Qo € 2 be the set where the following bounds hold:

! 0
St — <R ,
/0 (t—s) (oﬁWﬁ”)‘ <RJT
3 N
/ > lx Pt < VoTK Y
0 .
Jj=3

sup |W;| < RT3,

0<t<t3

sup
0<t<t3

sup |xri] < (8 +8VHKY + 1.

0<t<t3

By (6.40), (6.41), and

E sup |x1| SOK + VoK' + /1 S (61 +VOHKY + KT,

0<t<t3

for R, K sufficiently large and §, 61 sufficiently small we have P(29) > 1 — 8/2,
where f is as given in Lemma 6.3. Note that for ® € ¢ we have the additional
estimates

Sup |x;n—1 — Xou—1] < CRK™%", (6.42)
0<t<mr3
sup |x;2 —x0.2| < CRSY*K" + K72, (6.43)
05!5‘[3

Moreover, by (6.42), (6.43), (6.38), and (6.39) for w € 2 there holds

sup |x;,|+ sup |x; 1] < CR. (6.44)
0<t<t3 0<t<n3
Observe now that
d(Xt,3 - xt,3)

= —X;,1X:2dt 4+ x;,1 (X2 — x0,2)dt
+x7,1(xr 2 — x0,2)dt — x; 4% 2dt + azx; 3 — G3dW,(3), (6.45)

which together with the estimates above gives, for w € Q,

sup |X;3 —x 31 <13 sup (|x;,1% 2] + [x,111x0,2 — x0,2] + 1%2,111%7,2 — X0,2])
0<r<n3 0<r<ni3
" 3)
+ (Ixr,4x¢ 2] + lazllx; 3)dt + sup o3 W™’
0

0<t<tr3

E CK4F(81/4 + RZK*—}”)
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This error estimate (with é taken sufficiently small and K, taken sufficiently large),
together with Lemma 6.3 on the growth of the approximate solution, allows us to obtain
a contradiction as in our earlier arguments. This completes the proof of Proposition
6.2 (and hence also of Theorem 6.1). O

7 Stochastic triad model with non-trivial, invariant conservative
dynamics in the kernel

In this section we prove Theorem 1.6. It is sufficient to prove the result after rotating
coordinates so that kerA = {x; = 0}. In these new coordinates, the nonlinearity
becomes

X1y3
B(x,y) = —X2)3 : (7.1
(x2 —x)(y2 +y1)

Henceforth in this section, x; denotes the solution to (1.1) with n = 3, B given by
(7.1), the non-negative definite matrix A such that kerA = {x, = 0}, and o € R3x3
satisfying rank (o) = 3.

The dynamical system x = B(x,x), with B given by (7.1), has equilibria at
(0,0, £a) for any a > 0 and the stable/unstable manifold of each fixed point is
joined to the other via a heteroclinic connection. The unstable manifold of (0, 0, @) is
tangent to ker A and the associated heteroclinic connections with the stable manifold
of (0, 0, —a) lie entirely in kerA. The present example thus distinguishes itself from
the previous ones in that there exist nontrivial conservative dynamics in kerA.

As in the earlier examples, our plan to prove Theorem 1.6 is to show that the
Markov semigroup generated by (1.1) satisfies Assumption 1. Again as before, we
will deduce the growth required by (2.14) by establishing it instead for a suitable
approximate solution. The idea is to study the linearization of Iy .4 B(-, -) around
Z; = (X:.1,0, X;3) € kerA solving

%Xt,l = Xt,IXt,3
LX13=—-X2 (7.2)
(X0,1, 0, X0,3) = Ikeraxo.

Since (0, 0, —a) attracts all points on the circle {(x1, 0, x3) € R3 : x12 + x% = az}
except (0, 0, @) and has an unstable manifold perpendicular to ker A, one expects this
linearization to grow exponentially fast provided the noise has a nonzero projection
onto both (1,0, 0) and (0, 1, 0). Besides arguments analogous to those in previous
sections used to study the linearization around (7.2), we construct a local Lyapunov
function to estimate exit times of the process from the vicinity of the unstable fixed
points (0, 0, a).
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7.1 Local Lyapunov function
Lemma7.1 For K > 1, let
Bk ={(x1,x2,x3) e R* 1 K/2 <x3 <2K, |x|| <K, |xa <K%,

There exists y € (0, 1) such that for all K sufficiently large there is a smooth, strictly
positive function Vi : R3 — R such that for x € Bx,

LVg < —yKVg (7.3)
and
yK' < vk <y WK, (7.4)

Specifically, for some R > 1 sufficiently large,

1 K x?
Vg = — VE(1- =28 ,
K |xl|XT(x1)+ ( R xp(x1)

where for an arbitrary smooth cutoff ¢ : [0, 00) — [0, 1] with (y) = 1 fory < 1/2,
o(y) =0fory > 1, and ¢'(y) <0, we define

K K
xp(1) =@ (f'x"> Lo =1-¢ (f"“'> .

4R R

Remark 22 The cutoff xr refers to ‘transport’ as it is in the region |x;| = K -1z

wherein the conservative dynamics (i.e. the first order terms in the generator) will
be the most significant. The cutoff xp refers to ‘diffusive’, as it is in the region
lx1] < K ~'/2 in which the noise (i.e. the second order terms in the generator) will be
dominant.

Proof Since kerA = {x» = 0}, there exist ay, az, az € R such that
3
Ax -V =xp Za,-axj.
j=1
Defining A = oo!, we can thus write the generator as
13 3
L= > Z Aijoxx; +x1x30x, — x2X30x, + (x% — x12)8x3 — X2 Zajaxj.

i,j=1 j=I
(7.5)
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Note that Aj; > 0 since o is assumed full rank. Let ¢ : [0, 00) — [0, 1] be a smooth
cutoff with ¢(y) = 1 fory < 1/2, ¢(y) =0for y > 1 and ¢'(y) < 0.For R > 1 to
be chosen sufficiently large independently of K, define

VK |xi|
R

xr(x)=1-—¢ ( ) . Vi) = el

For x € Bx we compute

Aqi X ajxix;
T
lx1 3 x1 3

X1 X1x3 x4y Aqy
(—Au + - >8x1XT+_82 Xr

LVk 1 =—x3Vg 1+ XT

il el 20xy| M
K A ar|lxs
S——VK,T+<—12+| el Vk.r
2 x| 1]
v K 1 |x2]
+ C—R <—|x1|2 + [x3] + Ix_1|> 1rx-112)2<|x | <RK-172
K
+ CﬁHIRK—1/2/2§|XI|§RK71/2,

where C is a constant that depends only on A, o, and the choice of cutoff ¢. We will
continue to denote by C such a constant, though it may change line-to-line. From the
support properties of xr and x € Bg we then obtain that for R large depending only
on A1 and |aq| there holds

K K3/2
»CVK,T =< _ZVK,T + CTlRK—l/Z/Zflxl‘SRK—I/Z. (76)
Now define
VEK|x| K |xi|?
= , V = VK] - ——
xp(x1) <.0( iR k.p(x1) = xp(x1) ( 7 R )

and note that
v K
XD <Vk.p =<vKxp.

For x € Bx we now compute

K32xp Aqy
==X <—— — |x11x3 +a1X1X2>

2
K |xq|?
X1+«/K<1— adl )(xm—alxz))

K3/2
16R?

=+ 0x, XD <—A11 DR
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A K |xi|?
—i—af,)(z)l K<1— 1] )

2 32R2
KA1 Kyp o KM
< —_ — C—
= " 3Re VKD T Tpppe MM O
JE (K2
+C_R <?|x1|+ KIX2|> Lyrk-12< 5 |<4RK-112
K3/2

+ C—R2 12RK—1/2§|x1|§4RK—1/2’

where in the inequality we noted that x1x39y, xp < O for x € Bg. Taking K large
enough so that

K5/4 A]1K3/2
<
R — 128RZ

it follows that

KA
64R?

K32xp 5 K32 g5/4
32R2 X1+ C| — + —— 12RK*1/2§\X1|§4RK71/2' 7.7

LVk p < —

Vk.p

R2 R

The plan is now to add (7.6) and (7.7). Upon doing this, for K and R sufficiently large
the second term in (7.7) absorbs the second term in (7.6) and the first term in (7.6)
absorbs the third term in (7.7). In particular, defining

Vk =Vk.p+ Vi 1

we have

(1 An
Vk < —K -, —— | Vk. 7.8
LVg < mm(8 64R2) K (7.8)

This completes the proof. O

The next lemma uses Lemma 7.1 to obtain estimates on the exit times from neigh-
borhoods of the north pole equilibria x; = xp = 0, x3 > 0.

Lemma7.2 Let xo € R3 satisfy
Ixol = K, x03>0, |xo.1| <8K, and |xo2| <8K'/*
for K > 1 and § € (0, 1). Define the stopping time
T(w) =inf{t > 0: [x;,1(w)| > 6K, |x:2(w)]| < K1/4},
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There exists Co > 1 so that for all K sufficiently large and § sufficiently small there
holds

CologK\ 1
Pr< 0082 (7.9)
K 2

Proof First note that taking at least 8% < 7/32 gives 3K /4 < x93 < K, so we may
assume that xg € By as defined in Lemma 7.1. Define Bg s € Bg by

Bxs={x eR:K/2 <x3<2K, |xi| <8K, |xa] <K%
and let
T(w) = inf{r > 0 : x,(w) € By 4}

Let Vi be as given in Lemma 7.1. By Dynkin’s formula, for any ¢ > 0 there holds

} IAT
Ee” X" Vi (x;07) < Vi (x0) +E/ e * (L4 yK) Vi (x)ds.  (7.10)
0

Since x,(w) € Bk for s < T(w), it follows from Lemma 7.1 that
Ee? K0T < =2K3/2, (7.11)

From (7.11) and Chebyshev’s inequality we obtain, for any Cy > 0,

P (i . Co 10gK> <y 2K3/2vCo (7.12)

Colog K\ 3
P <f < &> > 2 (7.13)

Now set t, = Colog(K)/K. By (7.13) and the definitions of 7 and T we have

P =iz —P((lxeal = K40 (E < 1)

—P({xe3 = 2K orxz 3 < K/2 N (7 <)),

and so to complete the proof it suffices to show that

P (1ol = KN O < 00) 4+ P ((res 2 2K orxe s < K/2NE < 1) < 5.
(7.14)
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To bound the first term we begin by using Dynkin’s formula to obtain

[V N4
Bl vl = o2l + B [ (An - 26ainal - 20kl ds. (115)
0
Since a; > 0 and x4 3 > 0 for s < 7 it follows that
Elx; nz00% < %021 + Aoty < 8*VK + At

Thus,

1
P( xiol > KV N (<t }) < —Ely P <82 +CKV2 (116
{l r,2| } * «/? | t*/\r|
which implies

P({|xf,2| > K" n{E < t*}) < (7.17)

0| —

for § sufficiently small and K sufficiently large. To bound the second term in (7.14),
observe that for K > 8 and 82 < 1 /8 we have

PHM322Koma3§KﬂHHf§uD§P(Sw

0<t<t,

mF—KﬂzKﬁﬁ.
Now, for K sufficiently large, Lemma A.1 implies

P| sup
0<r<ty

which completes the proof. O

1
8’

uﬁ—KﬂzKH%s

7.2 Growth of approximate solution

The next lemma gives the growth of an approximate solution for initial conditions that
are in the vicinity of kerA but not too close to the north pole equilibria.

Lemma?7.3 Fixr,e,§ € (0,1/4) and let X; solve

dth] == Xt’]Xt’?,dt
dX;o2=—X;2X;3dt + Z?:l Uzdet(]) (7.18)
dX;3=—X] dt

with an initial condition Xo € R3 that satisfies

1Xo0.2] < (1X0.11* + X035
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and at least one the bounds
Xo03 =0 or [Xo1l = d|Xol. (7.19)

There exist K,(€) > 1, Co(€,8) > 1, cx(€,8) > 0, and B > 0 so that for | Xo| > K
and

_ Cole,8) (/24714 €)log(IXol)
1 Xol (1 — )Xo

there holds
1 T
P (—/ [X;2|dt > c*lXoIr> = B. (7.20)
T Jo

Remark 23 Observe that the dynamics of Z; := (X;,1, 0, X;3) € kerA is decoupled
from X; > and satisfies

1Z/* = | Zo)? (7.21)
forallz > 0.

Proof By (7.21) and |Xo2| < |Zy|", for K.(e) sufficiently large we have |Z;| >
(1 —€/2)|Xp| for all > 0. It follows then by (7.19) and rescaling Z; back to the unit
circle that there exists Co(e, §) such that for t1 = Cp/|X¢| there holds

Xi3 = —(1—e)[Xol (7.22)

for all > 71. Now, we may assume without loss of generality that Z;zl oyjd Wt(j ) =
dW; for a standard Brownian motion W;. The formula for X; > then reads

t
Xpp = e JoXosdsxg oy / e I Xt qw,, (7.23)
0

Since X; 3 is deterministic, we have that for X 2dt is a Gaussian random variable with
variance

T T
/ X, 2dt — / e_f(; XMdSX(),zdl e = J{ X 58’ dW; dt
0 0

/ f X/gdb dt
N

E

:E/o

ds
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Using X3 < |Xo| for any s and X3 < —(1 — €)|Xo| for s > 71 we obtain, for K
sufficiently large, the lower bound

2
E/T /‘T e—f; XS,’SdS/dt ds >€ 5 62(1—6)|X0|(‘L’—‘L’1) — T|X0|2r+2€_l.
o 1Js ~0 1 Xol?
(7.24)
It follows that there are c« (€, §), B > 0 sufficiently small so that
p 1ftp( \dt > | Xol™™ > B (7.25)
— Co——— . .
v Jy AT =T log [Xol/ —
This completes the proof for K, (¢) sufficiently large. O

7.3 Justifying the approximation

Theorem 1.6 follows immediately from Lemma 2.2 and the following proposition.

Proposition 7.4 Fixr € (0, 1/4) and for § € (0, 1/4) define

BS = {(x1,x2,x3) € R3 1 [xa? < 8(x1 > + 1x312)", (1= 8)K? < x]* < (1 +8)K?).

For § sufficiently small there exist n(K) ~ log(K)/K, cx > 0, and K, > 1 so that
forany K > K, large there holds

n(K)
xo € BY = WE \ |x;0|%dt > c, K™ (7.26)

Proof Let
S5, = {x e R¥:x3 > 0, x| < 81]x]}

and

B’ =855 N{x € RY: o < (12 + x31D). (1 = 20)K? < x> < (1 +25)K?).

We first show that it is sufficient to prove that if § sufficiently small then for every
81 € (0, 1/4) there is 1 (K) =, log(K)/K and ¢ > 0 so that for K sufficiently large
there holds

1
5,8
xo € BY" = (K

n1(K)
/ P,D(xo)dt > cK*", (7.27)
0
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where D : R — R3 is defined by D(x) = |x2|2. Fix xq € Bf( and let
~ . . 8,61
() = 1nf{t >0 x () € BY } .

By Lemma 7.2 and Lemma A.1, there are §;, C; > 0 so that for all § small enough,
if K is taken sufficiently large depending on § there holds

p (fl < M) __ (7.28)
K 4

Let now 11 and ¢ be as in (7.27) applied with §; chosen so that (7.28) holds. Define

Cylog(K)

n(K) =m((K)+ X

By (7.28), the strong Markov property and (7.27), for K sufficiently large we have

n ) nN—TAn
E / oot > / / D (3 s (@)t dP
0 QJ0O
1 )
> — inf
4 #(w)=C log(K)/K Jo

C
“n(K)K? .
4771( )

n
P D(xs (@))dt

v

The bound (7.26) then follows since n1(K) ~ n(K).
We now prove (7.27). Let xo € B%®! for some 8; € (0, 1/4). For € € (0, 1/4) to
be chosen later, define

_ Gole,8y) | (/2 +r +€)log(lxol)
|x0 (I = e)lxol

’

where Cy is as defined in Lemma 7.3. Suppose now for contradiction that
1 ‘ 2 2r
-E |x:2]7dt < 62K (7.29)
T Jo

for some 8, € (0, 1) to be chosen sufficiently small. Let X; solve (7.18) with initial
condition xp. By Lemma 7.3 there exists c4 (€, §1), B8 > 0 so that for K sufficiently
large (depending on €) there holds

1 T
P (—/ | X 2ldt = c*|x0|’> > p (7.30)
T Jo

and X;3 < —(1 —€)|xpo| forall # > 71 := C¢/|x0|. As in our earlier proofs, the plan
is now to proceed by deriving suitable estimates on the error [ X; 2 — x; 2]
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We begin by estimating |ITgera (X; — x;)|. This is slightly more involved than in
earlier arguments since ITxera X; is not constant. We denote Z; = (Z;,1,0, Z;3) =
(X:1,0, X;3) ekerAand Y, = X; 2 € kerAL and define z; and y; similarly. More-
over, for z € kerA we define the linear operator L . R3= R3by

Zz(x) = Iyera (B(z, Hkerax) + B(Ilgerax, 2)) = IMiera Ly Mkera-
The error z; = Z; — z; then solves
dZ; = Lz,(Z)dt — B(Gy, Z)dt — B(y;, y)dt + Tieracd Wy.

For f : [0, 00) — kerAand h € R3 we write S 7 (t, s)h for the solution to the problem

%th = Z’f(f)th’ t>s
Sr(s,s)h = h.

With this notation, z; satisfies

t

t
= / S2(t. )[B Gy 20) + Bys. y)lds + / S2(t. ) Myeracd Ws.
0 0
By Holder’s inequality and Fubini’s theorem, for any 7 < t we have

zellz200,1)

T pt 1/2
S (/ / 1526 )12 (12 + 11ys112) dsdr) (12120, + el 20.1))
0 JO

. 2 1/2
+ (/ dt)
0 (7.31)

12
T
s(sup /0 1ssz||SZ(t,S)||2df) (0320, p + 13712207 )

0<s<t
2 1/2
dt) .

([

To proceed we need estimates for [|Sz(z, s)||. A~straightforward computation shows
that the top eigenvalue of the symmetric part of L, is bounded above by (z3 + |z])/2.
Thus, using that Z; 3 < —(1 — €)|xp| for t > 71, we have

t
/ Sz(t, s)keraod Wy
0

t
/ Sz (t, s)keracd Wy
0

1 Zo Z.
I1S2(z, $)|| < exp (/ %"'d;’) < Coplt=melx0l/2 (7.32)
N
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Consequently,
: 1/2 . 12 ,Co
sup / L |Sz(t, 9)|2dt ] < e (/ e”—mf'*ﬂdr) < —|xo|71/?
0<s<t Jo 0 JE
(7.33)
and
T t 2 T ot 22Co
E f / S2(t, ) eracdWy| di < f / 1522, ) 2dsdr < v w2,
0 0 0 0
(7.34)

For R > 1, define

T
le weQ: /
0

and

t
/ Sz(t, s)keraod Wy
0

5 o\ 12
dt) < RJT|xo|< /2

T
% =(weQ: / yildr < /30K,
0

By (7.34) and (7.29), for R(e, &1, B) sufficiently large and 6, (8) sufficiently small
there holds

P(Q21NQ2)>1- g (7.35)

By (7.33), (7.31), and r < 1/4, for v € 1 N Q; there holds

Co
_ e _ _ _
lz@l2on S =K (E @1 g 1)+ VE2K ) + RVTKTY?

~ \/E
Co Co
e e
< €e—1/2= 2 e—1/2
~ «/EK ”Zt(a))”LZ(O,T) +R\/E\/?K

for any T < t. From a standard continuity argument, for K sufficiently large we have
- e e—1/2
1Z: (@)l L200.0) S Rﬁﬁ]{ . (7.36)
Now we use (7.36) to bound y; := Y; — y; for € Q1 N Q2. We have

d

— V= =23y — 2 , 7.37
dl‘yt t.3Yt — 21,30t ( )
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so that

t t
V= —f exp <—/ Z,/,3dt/) Z5.3Ysds. (7.38)
0 s

Using the rough bound

t
exp (—/ Z,/,3dt/> < =9l
s

and Young’s convolution inequality we obtain

~ elvolt ez
13ell 210,y < —/ 1Z¢ 311y ldt. (7.39)
lxol Jo

Thus, utilizing (7.36), for w € 1 N Q7 and € small enough we have

Co
1/2+4r+€
”)_][(w)”LI(O 9 SeC()KA lti:— 71Ri/_\/?K€7]/25§/4TKr
’ €
2260 (7.40)

1/4
S 82 R?TKr.

As in our earlier proofs, (7.40), (7.30), and (7.35) together are enough to obtain a
contradiction for 8, sufficiently small. The result is that there is ¢ > 0 so that for K
sufficiently large there holds

1 T
—E/ |x;o|%dt > cK?". (7.41)
T Jo

For K large and § small one has v &, log(K)/K, and so from (7.41) the proof is
completed by setting 11 (K) = Cs, log(K)/K for some large constant Cs, . O

Data availability statement Data sharing is not applicable to this article as no datasets were generated or
analyzed during the current study.

A A basic energy estimate

The following lemma quantifies how B(x, x) - x = 0 and the additive nature of the
noise imply that the energy level of a trajectory can only change a small amount in a
short time.

LemmaA.1 Fixe € (0, 1). There exist Ky(€) > 1, 1,(¢) < 1, and C > 0 (which does
not depend on €) such that for 0 < t < t, and any xo € R" with |xo| = K > K,
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there holds
Ct
P (01121 x |2 — KZ‘ > 6K2> <o (A1)
Proof 1t suffices to show
2 2 2 T|xo[?
Pl sup |x|°>(1+¢€/2)x|"+R° | <C (A2)
0<t<t R4
and
2
P inf P < —e2ol - R Xl (A3)
0<t<t R4

for some constant C that does not depend on €. Indeed, the desired result follows
immediately by taking R = /€/2|x¢| in (A.2) and (A.3).
We begin with the proof of (A.2). By Itd’s formula and B(x, x) - x = 0, we have

t t n
x> = |xol? =2/ xX; - od Wy —2f Axg xgds+1 Yy o’ (A4)
0 0 i,j=1
Thus,
Elx|* < |xol* + Cot, (A.5)

where we have set C, = Z:’ j=1 loi; |. Using the martingale inequality followed by
1t6 isometry and (A.5) in (A.4) gives
t
/ x5 -0dWs| > R2
0

Tlxo?
i (A.6)

P< sup |x/|% = |xo|> = Cyt > R2> <P <2 sup

0<t<t O<tr=<t

4 2

T
EFE‘/O XS'O'dWS

where in the last inequality we assume that K is sufficiently large. The bound (A.2)
then follows provided K, > /2C, /€.

Now we turn to the proof of (A.3). Let x; = e
eigenvalue of A. Then,

C T 2
<— | Elxs|"ds <C
R4 )y

*aly,, where A4 > 0 is the largest

d%, = aafedt + A B(x;, x,)dt — A%, dt + & adW,. (A7)

Since %; - e*4' B(x;, x;) = e**A' B(x;, x;) - x; = 0, another application of Itd’s lemma
gives

d|% )7 = 20 4|5 2dt — 2A%; - %edt + 26" %, - 0d Wy + Cye?Aldt.  (A.8)
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Using Ial%|? = AR, - %, (A8) implies

t
P = ol 2 / FE, - adW, |, (A9)
0
and hence for 0 < ¢t < t there holds
t
x,|* > e 247 x| —2‘ / e xg - odWy|. (A.10)
0

Proceeding as in the proof of (A.6) we obtain

. _ C [T t|xol?
2 22AT ) (2 2 2
P(O;?leﬁ <e “ x| _R)SF/O E|xs|°ds < C R (A.11)

The desired bound follows provided that 7, is small enough so that e =24 > 1 —¢ /2.

O
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