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Il THE PROVOCATIVE COVER of Jeremy Weiss-
man’s debut monograph captures well the new visi-
bility we are all subject to. Reminiscent of the times
we live in, is the idea of the “photoborg” [1].

The Crowdsourced Panopticon: Conformity and
Control on Social Media explores the role of “the
network” and social media, its meaning and thrust
toward meaninglessness, its empowerment of the
public and power over the public, normalized behav-
ior, and how to resist the impact of this socio-techno-
logical phenomenon on our everyday lives.

The book is divided into eight accessible chap-
ters in three parts and is jam-packed with evidence
for the insights and claims the author makes through
the selection of a unique ensemble of references.
Part 1 provides a normative critique of conformity
from an institutional perspective; Part 2 is focused
on emerging socio-technological trends and future
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scenario forecasts; and Part 3 moves to offer resist-
ance solutions against the current and impending
cultural forces [2].

In his opening pages, Weissman writes: “We
are today merging with our technologies, becom-
ing more deeply intertwined with them than ever
before” [p. 2]. He points to the invisible internet and
the impact smartphones sporting cameras have had
and makes his own predictions that “soon enough
from there these networked devices will likely creep
inside many if not most people’s bodies” [p. 2]. This
is something M. G. Michael and I also strongly con-
clude from three decades in the field of emerging
technologies [3], [4].

Weissman notes his book is one of resistance to
the overbearing Internet cultural forces. Juxtaposing
the “self” against the “collective,” Weissman reminds
us that privacy and human rights are individual. To
declare them moot because of technological diffu-
sion in the hands of the masses is akin to an attack
on our fundamental freedoms, albeit our survival as
a species [5].
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In our current hyperexposure, we can no longer
have anonymity in a crowd. Rather, the new visibil-
ity will maintain that there is essentially “nowhere to
hide” [6], [7]. Everyone with a smartphone might be
considered a mobile camera mounted on a body, in
essence, a photoborg.

In his opening chapter, Weissman eloquently
describes the ancient story of the Ring of Gyges as
depicted in Plato’s Republic, linking it with invisibil-
ity and converting it to a modern context of the Dig-
ital Ring of Gyges. Weissman informs his analysis by
referencing Freud, Mill, and others. He notes: “Con-
formity allows us to feel part of a crowd, accepted,
just like everyone else, and that brings us the feeling
of connection that as social animals, we so desper-
ately seek” [p. 22]. However, as Weissman reflects,
that “comes at a cost to our freedom” [8], [9].

One of Weissman’s skills as an author is to see
things that others may not. In Chapter 2, titled “Social
Media as an Escape from Freedom,” he goes on to
report on persuasive artificial intelligence (Al), on
compulsive behaviors [p. 28] that are propelled “by
design” [10]. In citing Egebark and Elstrom [11],
he refers to the fact that “Facebook constitutes a
close to ideal environment for studying conform-
ity” “because it allows a large number of people to
observe each other’s actions while attempting to
assert their status” [p. 33].

Weissman beautifully summarizes what this
kind of lifelogging [12], [13] can do to someone,
referring to Marx et al. [14] noting that “under such
conditions, the soul inside the human is essentially
sucked dry in the production of the object... we are
building the object, but it is as if the object controls
us from the inside” [p. 35]. What an eye-opening
reference [15]!

Chapter 3 is about meaninglessness in the present
age, heeding the warnings of existentialist philoso-
pher Sgren Kierkegaard, who wrote that to become
our authentic selves means to commit oneself “to
an idea for which [they] are willing to die” [p. 43].
In other words, we are asked at point blank: what
is our true passion; what is our calling? Weissman
interprets this calling citing existentialist analyst Vik-
tor Frankl: “in order to realize ourselves, we must
actually transcend ourselves...” [p. 44].

But Weissman rightly asks how might it be possi-
ble to achieve this aim if we are endlessly distracted?
If we are always on, always connected, having brain
drain—which can act as a barrier to pursuing our

calling. Belonging may well mean having our feet on
the ground tangibly, getting off the computer, ceas-
ing to be a spectator of others, being and getting real,
and living in the present.

In Chapter 4, “The Spectacular Power of the Pub-
lic,” Weissman explores social media in its full force.
He describes the potential for public shaming, espe-
cially in the context of the “global village” online.
It should be spelled out, however, that while social
media posts may provide an avenue to “blame and
shame” publicly, context may be missing. Who is
doing the shaming, who is suffering the humiliation,
and who the public side with very much determine
who may be in control.

We could deduce interconnectedness and social
media to be a tool for empowering the masses, that is,
technology that serves the public interest. However,
corporations and governments armed with their
lawyers, large budgets, and even the police using
open-source intelligence (OSIINT) can now utilize
the internet as a strategic tool to surveil the masses
and their sentiments, to gather evidence without a
warrant, unobtrusively [16], [17]. Every day, people
would not even know they were in the process of
having their civil liberties impinged [18].

Another gift the author offers is the interlinking of
ideas between chapters. With each successive chap-
ter, Weissman reveals a little more about the inner
reflections that form his opinions. In Chapter 5, titled
“P2P Surveillance,” the author stresses, “we need to
be keenly aware of surveillance in whatever forms
they manifest” [p. 83].

Following James Rule, Weissman also empha-
sizes that systems of surveillance are accompanied
by systems of control [p. 84]. The author goes on to
refer to the future impact of companies like Clear-
view Al, Regina Dugan’s Facebook “Building 8,”
and Elon Musk’s Neuralink. The chapter closes with
references to the aptly named: “Crowdsourced Pan-
opticon” [pp. 95-97], otherwise known in the liter-
ature as “Lots of Little Brothers” (versus a single Big
Brother) [19].

We are reminded again that there are many cam-
era views, that there is constant watching occurring
[20], “power through transparency” and “subjection
by illumination” [p. 95], following Foucault [21]. In
every direction and at every hour, we can assume we
are being watched, and this is particularly true of the
public sphere [22], [23]. However, this is true even
at home. Zoom has invaded our personal space
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without filters. Additionally, tiny pinhole cameras on
our television sets, laptops, and phones possibly see
us and hear us “legitimately” because the product’s
terms and conditions say they can and are allowed
to. Some even suspect that audio chipsets embed-
ded in products are always in “active mode” listen-
ing to the next conversation and somehow linked to
search engine recommender systems. The proof of
the latter is in ad hoc personal tests and anecdotal
conversations with experts in the field, but no one
has had the audacity—nor the hard evidence to
prove it [28], [29].

We can no longer say this is the thinking of the
paranoid, these are widely accepted “givens.” M. G.
Michael has referred to this as the “axis of access” in
an uberveillant world [24]. Ordinary people will be
subjected to all forms of surveillance and will strug-
gle to resist given the pervasive and persistent lens.
They cannot elect nor afford to live off the grid. The
intelligentsia and powerful will pay for their protec-
tion or have general clearance unless they too are
considered replaceable. No one is safe in this world
of watching because there are layers upon layers of
interdependencies, intricacies, and need [ say webs.

In Chapter 6, the “Net of Normalization” is all
about Foucault’s “disciplinary power.” Weissman, in
his analysis of peer-to-peer (P2P) surveillance in this
chapter, focuses on the following key elements: 1)
soul/psyche; 2) micropenalty; 3) rating and ranking;
4) quantification; 5) ranked distribution; 6) shame-
less class; 7) normalizing gaze; and 8) case files [p.
105]. All this, Weissman says, has to do with repeti-
tive continual and compulsory inspection. As analog
beings, we are at the mercy of the digital that meticu-
lously records, remembers, and plays back [25].

In the final part of the book dedicated to the idea
of resistance, there is a call to action. How do we
regain our freedom in this public age? What are the
risks? Weissman recounts the learnings from Goog-
le’s Digital Glass and the first “Explorers” (i.e., wear-
ers) of this technology. Incessant filming in a public
space without regard for other people who may be
compromised through the act of recording. The
question today that most ask themselves is: can we
ever regain our privacy in a public space?

Chapter 8 is titled “Strategies of Resistance,”
describing a “mutual transparency solution.” This is,
perhaps, one of the weakest parts of the book, likely
due to its brevity and well-known thesis, which to
me simply falls short of a practical and plausible
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resolution. | was expecting more from Weissman
given where the book began, philosophically
at least.

He poses a rhetorical question toward the conclu-
sion: “Is resistance futile?” This chapter completes
the book [pp. 144-157]. The difficulty of finding
solutions to address the multidimensional complexi-
ties we live in cannot be underestimated [30]. There
is no silver bullet solution to any of this current “state
of affairs.” Weissman offers some core reflections
that should be considered.

This was an informative read all in all. It relied
on a mixture of academic sources, philosophers,
and modern scholars intermingled with sober per-
spectives recorded in popular media. The book
contained illustrative examples and cases to make
it relevant to the reader and accessible, in today’s
context, and always with a twist. This is indeed
Weissman’s craft—to connect the ancient with
the modern, and to convey to us, “we’ve some-
how been here before.” We can use these ancient
stories to inform our modern-day narrative and to
use the learnings from today to ensure we create
a better future and not fall into the traps that had
been foreseen.

Readers are truly spoiled at every turn because
this book is an original contribution in the way it
weaves and interweaves the fundamental storyline:
our technologies have social implications—do we
see what they are doing to us, our community, and
society at large [26], [27]?

In the end, the book will make you stop and think
in a very personal way. It convicts without telling
you what to do. Do you have an online persona(s)?
Why? What is your core mission and who are the
stakeholders you engage with? Are you impacted by
pressures of conformance? Have you reflected on
what you contribution is? Would you change any-
thing about the value of that contribution?

WEISSMAN DOES NOT preach or moralize; he points
to the patterns and trends and you cannot help but
ask yourself where all this surveillance is leading us
to. In this modern era of quantified everything, what
should really matter to us? The answer to this ques-
tion will be different for each person as they deter-
mine their place in the world. Armed with this new
knowledge, described so clinically by Weissman, we
are set a challenge. The question is, are we up to it?
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