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Failures in the Loop: Human Leadership in
AI-Based Decision-Making

I. INTRODUCTION

T
HE dark side of AI has been a persistent focus in
discussions of popular science and academia (Appendix

A), with some claiming that AI is “evil” [1]. Many com-
mentators make compelling arguments for their concerns.
Techno-elites have also contributed to the polarization of
these discussions, with ultimatums that in this new era of
industrialized AI, citizens will need to “[join] with the AI
or risk being left behind” [2]. With such polarizing lan-
guage, debates about AI adoption run the risk of being
oversimplified. Discussion of technological trust frequently
takes an all-or-nothing approach. All technologies – cognitive,
social, material, or digital – introduce tradeoffs when they
are adopted, and contain both ‘light and dark’ features [3].
But descriptions of these features can take on deceptively
(or unintentionally) anthropomorphic tones, especially when
stakeholders refer to the features as ‘agents’ [4], [5]. When
used as an analogical heuristic, this can inform the design of
AI, provide knowledge for AI operations, and potentially even
predict its outcomes [6]. However, if AI agency is accepted at
face value, we run the risk of having unrealistic expectations
for the capabilities of these systems.

At present- and for the foreseeable future- AI has no will
or agency of its own; it cannot autonomously enter a market
to satisfy the needs of stakeholders, and, consequently, cannot
take responsibility for anything it produces as an outcome
(e.g., a prediction), as it does not act of its own accord [A1]. A
“thing” is not a legal entity and cannot undergo trial in a court
of law, nor can it be convicted of a crime [7]. As a Canadian
airline learned, if a chatbot they use promises consumers a
product or service, the company and its human employees
remain accountable [8].

Much attention has been paid to the trustworthiness of AI
in terms of its accuracy, reliability, and ‘fit’ relative to human
performance. While important, such technical characteristics
of AI neglect that stakeholders generally lack the competencies
to assess systems in these terms. Instead of focusing on AI or
AI-related predictive errors, or AI-based accidents or AI bias,
this editorial considers assumptions underlying an AI’s design,
development, and deployment. This requires an assessment
of (1) the motivation behind the development of an AI, (2)
the responsibility for initiating, monitoring, and regulating
its development, (3) the characteristics of group decision-
making processes, (4) how values and risk management
have been incorporated into the stages of development and
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implementation, (5) the responsibility for continual monitoring
and regulation of AIs following implementation, and (6) how
de-implementation of AI occurred when applicable.

II. ASSIGNING RESPONSIBILITY IN THE AI LIFECYCLE

All tools are developed for a reason. Over time, those tools
can be adapted by others for ends other than were initially
intended (i.e., re-domaining [9]). Scientific tools were often
framed as a means of controlling nature: physical or human.
For instance, in the United States, the science of behaviorism
was often referenced as a tool to shape society [10]. Modern
software development can be understood in similar terms, such
that data – or people through datafication – can be controlled:
loans can be awarded, airline travel denied, academic assign-
ments failed, and behaviors nudged in directions that benefit
retailers and politicians [11], [12], [13].

A. Lackus Reus: AIs Non-Volition and Corporate

Accountability

AI cannot choose to do these things independently. Choice
requires that there are alternatives, that these alternatives
are perceived and understood, that appropriate resources are
available to realize these choices, and that a decision-maker is
autonomous. This last point is critical: without the freedom to
decide, there is no choice. Here, again, we find the problem
of AI anthropomorphism: despite referring to systems as
‘autonomous’, the systems cannot be truly autonomous as they
have no agency. For example, autonomous weapons systems
(AWS) or even self-driving cars, are unleashed (or leashed)
by regulators, manufacturers, and operators. Humans remain
accountable for choosing to develop, adopt, or shutdown a
system. Any claim that humans are out-of - or on-the-loop

ignores the fact that a choice was still made to initiate the loop
and that humans are the sole agents who can understand the
meaning of what occurs in the loop. Human decision-makers
cannot be absolved from their obligations to users, consumers,
and citizens with a rhetorical device of calling a system an
autonomous agent as they are providing a product or service
and are therefore the guarantors of trust.

Perhaps this problem is not especially unique to AI. Despite
organizations being viewed as entities in the law, employees
or leadership are held accountable, when successes or fail-
ures occur. The idea of corporate personhood in essential
[14, p. 31]. However, as many hands are involved in making
AI, allocating blame is not an easy task. Moreover, while
the brand of an organization might remain relatively stable,
those behind the brand, change. This is the problem of the
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‘Ship of Thesus’: as a revered warfighter, Thesus’ ship was
preserved but, as the years wore on, planks of his ship
were replaced until none of the original structure remained.
Michael [15, p. 163] and Schoenherr [9] separately raise
this point with the International Business Machine (IBM)
corporation who sold counting machines to facilitate Nazi
Germany’s catalogue of the Jewish population being placed
in concentration camps [16]. Here, we assume that the people
involved in those decisions are to blame, not the organization.
Despite the apparent continuity of applications like ChatGPT,
the parts that make it are constantly changing – changes made
by humans.

B. Limitations in Management and Human Decision-Making

We must also acknowledge that human decision-making
is limited. While behavioral economists might call humans
rational actors, the best we can hope for is bounded rationality:
making decisions with limited information in a limited amount
of time [17]. Hindsight bias [18] might make use attributed
blame when outcomes might not have been foreseeable.
Indeed, consequentialist theories of ethics are hampered by
a need to delimit an examination of outcomes for a given
population, for a given period of time. Concurrently, one’s
actions can have multiple outcomes, positive and negative, i.e.,
the doctrine of double-effect [19]. Consequently, our limited
ability to recognize and manage risk must be accommodated
within organizational and national strategies. To make this task
more manageable, we can attempt to delimit stages in the AI
life cycle [20]. Using the concept of the AI life-cycle [21],
Sullivan and Fosso-Wamba [20] describe 4 phases: (1) initiate,
where ideas are explored, (2) build and train, where data is
prepared and trained and models evaluated, (3) deploy, where
AI models are run and tested, and (4) manage and operate,
where the AI is monitored and insights are obtained regarding
quality, performance and fairness. In this way, responsibility
can be assigned to specific entities (i.e., individual people or
groups) at each stage of the AI lifecycle [20].

This editorial considers the first “initiate” phase where
the typical responsible parties for AI development include:
business or government agency owner, data scientist, and data
providers. Business or government agency owners traditionally
are defined as companies or government entities that are
the organizational body “who initiate the adoption of AI”
[20, p. 918], but in this paper we are rather considering the
human decision-maker(s) who provided the initial approval for
the AI to be developed, and made it available to business and
government agency owners for adoption. This is what could
be identified as the root cause of the problem.

III. AI AS SOCIO-TECHNICAL SYSTEMS

A. Socio-Technical Systems as Distributed Cognition

The notion of a socio-technical system provides a useful
framework for discussing responsibility. This approach sees
humans and nonhuman agents as components of a larger
system. When viewed from an evolutionary perspective, the
success of human-AI coordination will determine whether
that socio-technical system is replicable, and the approach

is adapted by others [9]. Crucially, in evolutionary theory,
the process need not involve deliberation [22]. Blind copying
often results without extensive consideration of the long-term
implications of a system [6]. Contemporary concerns about AI
use of power and its environmental impact can be understood
in these terms: if users, distributors, and policymakers focus
only on the benefits, they might ignore the costs. Similarly, if
AI catastrophists only focus on the costs, they might ignore the
legitimate reasons behind the adoption of innovation, leading
to the two groups failing to come to a mutual understanding.

In psychological science, socio-technical systems can be
described in terms of distributed cognition [23], [24]. Here,
we assume that a task is performed within a social network,
with each agent performing a specific role. These roles consist
of identifying and defining problems as well as generating,
verifying, and implementing solutions for the problems faced
by the group. AI replaces individuals in this process, assuming
the role of human agents. The critical feature of this approach
is that AI need not have agency any more than a simple
organism or pocket calculator does.

B. AI and Trust Based on Transactive Memory

Despite limited agency, trust features prominently in discus-
sions of AI. When humans choose to delegate an activity, they
must base this choice on their knowledge of other people and
AIs. In some cases, they might have direct experience. If they
have the requisite knowledge, they might be able to assess
the accuracy, reliability, and efficiency of these agents. This
is referred to as transactive memory, the extent to which we
keep track of those with whom we interact [25], [26], [27].
In most cases, humans are more likely to rely on stereotypes
of AI as trustworthy or untrustworthy depending on the AI’s
domain of operation and the attitudes and beliefs of those in
the users’ social network. Trust is also conferred by the man-
ufacturer. If a trustworthy company or country has produced
an AI, other stakeholders will be more likely to accept it.
If stakeholders use heuristics such as trust, this can lead to
response biases. A recent example is the widespread adoption
of large language models (LLM), such as ChatGPT. Media
outlets and promotional materials praise the abilities of these
systems. However, the claims are misleading. For instance,
when provided with the same reasoning task, ChatGPT-3.5
provides the correct responses whereas ChatGPT-4.0 provides
an incorrect response (Fig. 1). Naïve users are likely to hold
the reasonable expectation that a newer version of software
from the same company would produce responses that are as
accurate if not more accurate than an earlier version. If an
organization were to adopt such a system, it could lead to
critical errors if left unsupervised.

A key determinant of transactive memory is our ability
to understand the affective and cognitive states of others,
i.e., empathy [28]. Empathy can take a variety of forms.
However, what is most relevant for AI development is
understanding that responsibility is intentionality [6], [29], in
that philosophical frameworks concerned with justice prior-
itize intentions to avoid harm and maximize the good [30].
In psychological science, researchers have examined the
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Fig. 1. Screenshot of query responses from OpenAI (ChatGPT-3.5) Bing
conversational agent (ChatGPT-4) when provided with the same reasoning
task (Oct 14, 2023).

development of theory of mind, our ability to take another
person’s perspective [31], [32]. Early studies suggest that
humans can differentiate animate (goal-directed) and inani-
mate entities. Children eventually understand that other human
and nonhuman agents have different mental states than they
themselves do [6], with cross-cultural evidence suggesting
that this is a function of the extent of exposure to different
agents [33], [34]. Consequently, using a human agent analogy
is generative in that it makes predictions, but we must not
overlook that analogies are mental models, not reality.

IV. ASSIGNING RESPONSIBILITY TO AI

A. Embedding Positive Intentionality in AI

In recent years, the lengthening list of the shortcomings
of AI has led to the development of design and regula-
tory frameworks, with a noticeable shift to human-centered
design [5], [9], [35], [36]. Whether designer or developer,
entrepreneur or strategist, how we choose to apply AI in the
name of digital transformation of organizations and societies

matters. Each decision is value laden. Each decision point
and context of implementation requires the consideration of
multiple stakeholder values, many of which are conflicting
or incommensurable. These choices are difficult for humans.
They are currently impossible for AI. Despite the possibility
of a ‘moral governor’ guiding the machine [37], AI cannot
(yet) act in a morally responsible manner [38].

The possible benefits of AI are limitless. It is therefore
easier for us to focus on its limitations and the vulnerabilities
it creates when introduced into an existing socio-technical
system. One useful distinction is that between the adverse
consequences of Little and Big AI [39]. Negative outcomes
from Little AI stem from “optimiz[ing] a function”, and in
so doing negatively affect a whole operation making it “more
brittle or less effective.” The end result reducing, rather than
promoting, their agency. In contrast, Big AI implements “a
new AI-based business model that may improve profits but
manipulates customers” [39]. As we enter the industrial age
of AI, we must reckon with this amorality.

While Euchner’s [39] account focuses on “customers”, these
outcomes are equally applicable to other stakeholders such
as employees, children, seniors, or citizens at large. Many
of these outcomes might be isolated and incidental as many
leaders are “making critical decisions, for our companies and
for our society, about the proper uses of this technology,
often implicitly.” The speed of adaptation, combined with
limited understanding of risk and uncertainty associated with
largescale deployment, mean that significant consequences can
result from seemingly minor decisions. For instance, there
is the growing recognition that developing and sustaining
AIs uses considerable natural resources. Energy and materials
can have dire long-term consequences, if not given adequate
consideration.

Not all of these outcomes are unintentional. The intentional
use of behavioral engineering techniques to modify behaviors
toward addiction [40] or nudge voters [41] or consumers (so-
called, ‘dark patterns of design’), can lead to both short-term
individual problems and long-term societal problems, such as
“fragmented work, impoverished social experiences, and a loss
of privacy” [39].

B. AI Decision-Makers Must Proactively Consider Ethics

If consequences cannot always be predicted, then we must
differentiate an ethics of AI design and implementation that
accounts for reasonable prospective and retrospective consid-
erations. Here, the distinction between moral permissibility
and moral fault [42], [43] is useful: whereas “[p]ermissibility
attributions typically occur before an action and are focused
on evaluating options to act, [wrongness and blame] are part
of the evaluating fault for a violation after it occurs” (italics
added).

Here, we assume that decision-makers must be proactive
in their approach to ethical considerations, including the
incorporation of principles from ethics, human factors, and
the law. Critically, this must occur prior to development when
decisions about the provisional objective of an AI can be
restated, refined, rejected, or redefined, negating the need
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for any moral fault post deployment and the corresponding
harm that might be forthcoming. Many recent reviews have
drawn attention to moral fault, including routine discrimina-
tion against minority groups and the poor in the name of
operational performance and efficiency [44], [45], [46], [47].
Together, these reflect clear and present dangers to social
justice and human rights. When organizations can collectively
surveil, create user profiles, use these profiles to influence
user decision-making, and produce consequential outcomes,
we must acknowledge that users are being denied choice. They
are being used by those who control the AI. For instance,
Facebook Project Amplify prioritized the positive stories about
Facebook in users’ newsfeeds is an action directed toward
shaping the perception of the organization [48].

C. Responsibility Lies With the Human Agent(s)

Rather than placing responsibility at the feet of AI users,
software developers, or organizations who adopt AI, we might
instead elevate it to ask the tough questions of how fair-
minded national and organizational leaders have failed to see
the real opportunities that AI provides, and in the process
failed themselves and all of us. Unlike the random variation
that defines natural selection, their motives, their goals, and
their commitments will shape the lifecycle of the AI as a
human artifact. Individual choices to exploit users good-will
and faith will concatenate into system-wide abuses. Adoption
of AI ethical principles without embedding them within
an organization’s culture and promoting an ethical climate,
represents little more than a virtue signal and fails to adhere
to fundamental principles of business ethics [9]. A myopic
focus on maximizing profits and minimizing operational costs
can only lead to greater distrust in AI and user cynicism. In
this light, the appearance of this trend for social media is
unsurprising [49].

In parallel, one of the most concerning trends is changes
in the trust of leaders and users. Trust can be understood
as the degree of confidence one has in oneself, another, or
a process. However, humans are chronically overconfident in
their decisions [50]. The introduction of AI could, therefore,
lead to blind spots if confidence in technologies exceeds
their accuracy. A recent survey of senior executives at over
1,000 companies found that 92% of leaders reported that
the use of AI had increased their confidence in decision-
making [51]. Conversely, studies in the U.S. have found that
the majority (62%) of people were concerned about AI, with
82% indicating that they did not trust tech executives to
regulate AI [52].

AIs are ultimately created in our image (data), used as
tools, and can change how we see ourselves and others. As
Payne et al. [53] notes: “If AI is biased, blame the humans.”
To assess AI that pose serious challenges to human autonomy,
we must send them through a gauntlet. If the AI can survive
the “funnel” of questions” [53], then it can be released into
the wild. Their first question is pertinent here: “Is the problem
too risky for AI to tackle?” [53]. Certainly, we agree that
AI can create a “responsibility gap” [38], once an AI is
deployed, and does not perform in accordance with the hopes

TABLE I
MORAL VIOLATION ATTRIBUTIONS FOR HUMAN DECISION-MAKING

of the human decision-makers. But when an AI that has been
deployed for nefarious purposes affects humans negatively, the
responsibility without a doubt lies with the decision maker(s),
and there is no “gap” to ponder; the responsibility is with the
human decision-maker.

V. MINI CASE STUDIES EXPLORING RIGHTS ABUSES

This editorial provides three mini case studies which on
deeper analysis, have little to do with the capabilities of AI or
AI bias, and everything to do with the moral attributions of
human decision-making, including, (1) awareness, (2) respon-
sibility, (3) intentionality, (4) justification, (5) permissibility,
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TABLE II
THREE MINI CASES WHERE HUMAN DECISION-MAKERS HAVE

UNLEASHED AI APPS TO THE DETRIMENT OF THE RIGHTS OF HUMANS

(6) blame, and (7) wrongness, in an attempt to explain a
decision maker’s behavior [42], [54], [55], [56]. In the next
section we detail how AI depicted in each mini case study
has been misdirected in some instances, by one or more

Box 1. Representative example of the Policy-Practice Pacing Problem
inferred in [66]

human decision-makers. Table II presents these cases on a
time continuum; first, a case that has already been heard
in the courts; second, a case that has been flagged and
likely to be raised in the courts in the not-too-distant future;
and finally, another case that is speculative toward a future
possibility. The names of the organizations are not entirely
relevant here because numerous organizations are engaged in
similar acts treading on worker rights, children’s rights, and
even disability rights through the use of AI-based apps. These
rights are protected either by local laws, and/or by international
conventions, such as the 11 conventions in the International

Labour Standards [57]. Examples include C187 - Promotional
Framework for Occupational Safety and Health Convention,
2006 (No. 187) [58], The Convention on the Rights of the

Child [59], and the United Nations Convention on the Rights

of Persons with Disabilities [60].

A. The Policy-Practice Pacing Problem

Regulation is often presented as a solution. However, gov-
ernments and their supporting bureaucracies are neither nimble
nor innovative entities. They are frequently late adopters of
technologies, taking their cues from the ‘will of the people’
and leaders inside and outside government. The pervasive
question of our time concerns what happens when techno-
opportunism exceeds existing laws, regulations, and standards
(refer to Box 1)] [61]. Designers and developers themselves
have begun to ask for help when their solutions are sufficiently
novel that there are neither legal precedents nor design princi-
ples to guide them [62, Sec. 8.4], [63, 38–45 min]. As they are
working in distributed social networks, it is also unreasonable
to assume that they have the time or the skills to lead such
initiatives. Much like science, the imperative is typically to
create rather than regulate. This pacing problem has created a
unique set of circumstances that have been previously encoun-
tered in fields such as biotechnology and the life sciences
where converging disciplines seem to have exacerbated the lag
between innovation and regulation [64], [65].

VI. CASE ONE: THREATS TO WORKER RIGHTS FROM

AI-BASED MONITORING AND SURVEILLANCE

Workers in factories and warehouses, among many other
contexts, are having their every move and work break mon-
itored by AI-based apps, that are acting to cut pay, reduce
work hours, or even fire employees. The European Parliament
warned that such practices were occurring in December 2020
with the publication of a full-length report on the risks
related to data subjects, digital surveillance, AI, and the
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future of work [67]. Performance data in the workplace is
being gathered and analyzed using a variety of technologies,
providing evidence for certain decisions, a method referred
to as “productivity scoring” [68]. AI-based software used by
some firms has been judged to be grossly unreliable, inaccu-
rate and discriminatory; but it has not stopped the practice.
Regulators have begun to take action, imposing hefty fines in
different parts of the world, signaling that such human resource
practices are illegal [69]. Concurrently, researchers are now
studying the effects of AI on workers from a human resource
management (HRM) perspective [68], [70]. Such an approach
is consistent with the historical shift from organization-centric
approaches to the study of workplace (deviant) behavior,
to one that considers employees’ motivations in industrial-
organizational psychology [71], as well as more recent work
on ‘insider threat’ detection [72], [73].

In 2021, Deliveroo and Foodinho were both fined millions
of dollars by the Italian privacy regulator “for using algorithms
that discriminated against some “gig economy” workers” [74].
The regulator said: “that workers could be penalized based on
how [AI] . . . algorithms were being used to assess their work.
But those algorithms remained secret, and workers had no way
to appeal any such assessment. In addition, the regulator said,
the firms could not prove that their algorithms were not being
discriminatory.” More recently, Amazon was fined $35 million
USD for excessively intrusive practices on the collection of
data related to its workers, breaking with the GDPR [75].
Human performance is being judged by AI-based algorithms,
e.g., as video surveillance cameras are being used to monitor
worker productivity, reviewed by other human monitors as far
away as another continent.

VII. CASE TWO: THE USE OF CHILDREN AS

INVOLUNTARY DATA ANNOTATORS ON SOCIAL MEDIA

PLATFORMS AND DATA PRIVACY INFRINGEMENTS

Recently, much attention has been paid to workers in
developing nations being employed to annotate data for mere
dollars a day. Prominent examples of workers on low wages
who are overworked, employed under exploitative conditions,
and on poor labor standards, in places such as Kenya,
Madagascar [76], [77], and the Philippines [78], have fostered
AI ‘data sweatshops’ [79]. Consider that OpenAI used Kenyan
workers for less than $2 per hour [80], and other companies
tapping into the GlobalSouth or prisoners for 1.54 Euro per
hour [81]. This is often very boring microwork, or ‘ghost
work’ [82], where data labelers return to their homes after
an initial training boot camp [83]. At times, the work is so
taxing, that psychological trauma ensues [84]. This brings into
question the supply chain of AI [85].

Less consideration has been given to the role that children
play on social media platforms and apps. Through gamifi-
cation, companies have discovered a way to engage users,
making them members of a voluntary ‘citizen science’ style
data collection effort. The act of annotation is made “less
boring” and even can go undetected by the unsuspecting
labeler, when it feels like just another game on a smartphone
app. In this kind of setup, there are no labor costs and no
liability. This is highly problematic, however, when the person

being “gamed”/duped happens to be a child protected under
the Convention on the Rights of the Child.

Additionally, organizations have embedded AI chatbots
in applications for children, with the child-users inadver-
tently helping these organizations effortlessly acquire training
data [86]. Seemingly innocent questions which become repet-
itive, such as “is this image a banana”, encourages a response
from a child with a correction of what the image actually is.
The AI bot will even ask the user about their location, in order
to cross-correlate where a given image/ thing is located or for
more context. Try to delete the AI bot and the user is forced
to delete the whole app. Beyond this, the deterioration of a
child’s right to privacy [87], as the child exchanges in personal
conversation with a thing (i.e., a myAI), that may even direct
them “to meet at the park” though no such meeting is actually
occurring with any physical human being (see, e.g., the case of
Australian Teagan Luketic and her daughter who was told by
an AI that age was just a number, and was directed to meet at
the park) [86]. These kinds of intrusions are exacerbated when
certain behaviors are encouraged alongside a given platform,
such as the idea of gaining extra “points” for streaking with a
friend or a bot, and tracking continuous daily exchanges over
a given medium between buddies [88].

Similarly, social media apps are designed to promote self-
disclosure [89], [90], [91]. Studies have suggested that the
more self-disclosure a child engages in on social networking
sites, the more likely they are to experience cyberbul-
lying [92], [93]. In parallel, virtual agents can also be
designed to engage in simulated self-disclosure, which can
promote reciprocal disclosure in children [94]. Given that the
information provided by a child user could be used for the
remainder of their lives, such disclosures could have dire
ramifications. As it is unrealistic to expect any user – let alone,
a child– to fathom the consequences of such disclosure, it is
unlikely to be viewed as a valid form of consent.

VIII. CASE THREE: DETERMINING GENETIC RARE

DISEASES USING AI AND BIOMETRICS WITHOUT

INFORMED CONSENT

Facial recognition technologies have been one of the earliest
uses of AI, exploiting their pattern matching capabilities.
Images captured from CCTV at the scene of a crime are
compared to those within a massive database [95]. The success
of such usage has been variable, especially against people of
color, where errors have been made in identifying a suspect
accurately (e.g., [96]). The ability to Web scrape images from
the Internet has meant that large databases of facial images in
excess of 40 billion images [97] can be created and searched in
a matter of seconds [98]. This is true in the case of ClearView
AI [99], which has provided companies with the potential to
amass facial images for different reasons, inclusive of missing
persons, cold cases, and other crimes.

Similar pattern matching techniques have also been
used to determine whether someone has genetic
disorders [100], [101], [102], with their explicit consent or the
consent of their parent/ guardian, and direction of their medical
practitioner. The efficacy of the technology is a consequence
of the association between multiple genes (genotype) and
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their expression in physical characteristics (phenotype). When
genes associated with genetic disorder are associated with
facial features, images of a face predict the likelihood that they
have a particular disorder [103]. As a noninvasive technology,
the ability to rapidly detect genetic anomalies has considerable
potential to promote healthcare delivery, especially in areas
where genetic testing might be comparatively inaccessible.

Two issues stem from this approach. First, as with any
prediction, algorithms might not be calibrated due to limited
or biased datasets. Without converging evidence from other
sources (e.g., direct genetic testing), the diagnostic capabilities
of these systems might be questionable without the contribu-
tion of human clinicians and diagnosticians. This can lead to
significant repercussions such as the denial of insurance or
loans. If this data is shared and the decision-making process is
not transparent, people might be unaware of the rationale for
denial and cannot effectively contest these outcomes. Second,
much like direct genetic testing [104], the consequences of
these decisions are not restricted to a single individual. Instead,
inferences might be made about the relatives of those who
have been datafied, further obscuring the process used to make
decisions [105]. Conceivably, the effects could also impact
one’s descendants, especially if third-party data aggregators
or data breaches result in this information becoming widely
available [106]. Even if data sets are anonymized, the risks
of de-anonymization are quite high given the number of
idiosyncratic features that define a person’s DNA.

While there is no evidence as yet to suggest that this is
happening today, without an individual’s consent, the scenario
is plausible and one might say inevitable in practice. Human
curiosity about their nature and ancestry, health concerns (real
or imagined), and the public nature of open data sets might
lead to such outcomes. No matter the reasoning, this will
have major privacy and security impacts on individuals and
their respective families and the communities to which they
belong.

IX. DISCUSSION: RESPONDING TO THE PROSPECT OF

UNETHICAL PRACTICES OF HUMANS UTILIZING AI

Now that we have briefly explored these three exem-
plar cases, we will assess them against the moral violation
attributes outlined by Shank et al. [43, p. 653]. Table III
demonstrates that in each of the mini-cases of concern, the
human decision to proceed with a particular type of AI should
have been subject to further deliberation until the significant
risks to individuals were adequately addressed. The attributes
require further research and investigation on a case-by-case
basis. For example, was a socio-technical risk register ever
created by the human decision-maker(s), and not simply a
risk register based on time, cost and specification [107]? From
secondary sources of evidence, we can deduce that the human
decision-maker(s) responsible for creating the AI software has
not focused on the rights of the people who will be affected
by the deployment of the AI. In the case of children, we see
that even if the short-term consequences are minimal, their
future might be adversely affected by youthful disclosures. In
the case of genetic-based facial recognition technology, the

TABLE III
THE THREE CASES MAPPED AGAINST THE

MORAL VIOLATION ATTRIBUTES

negative impact might propagate out within a social network
and toward future generations.

A. Proportional Responses, Rights, and Action

A proportional response is required in each of these cases
to stem long-term consequences. Regulators must respond
with swift action, sending a clear message that exploitative
and manipulative practices relating to these technologies are
unacceptable. They must address the Policy-Practice Pacing
Problem in a meaningful way, creating agile, responsive
policies and regulatory guidelines [108], [109]. If this does
not happen, we are destined to continue to erode the rights
of workers, children, those living with disability, and human
rights more generally [110]. Stakeholders might not be aware
of the Faustian bargain, nor will the AI-Mephistopheles be
capable of understanding that one has been made.

The rights at stake are myriad. Hickok and Maslej [68] stress
the importance of (1) human dignity, among other issues such
as the (2) right to privacy, (3) right to expression, (4) right to
data protection, (5) right to collective action and power, (6)
right to work and right to just and favorable remuneration,
(7) validity and black box decisions, (8) right to due process,
(9) normative judgements, (10) context and cultural specificity,
(11) disability discrimination, (12) erosion of trust, (13) impact
on health and safety, (14) feedback loops and (15) behavioral
change. In assessing the moral violation attributes against
the cases we have reviewed, it becomes clear that Hickok
and Maslej [68] have captured the diverse concerns that we
faced. As we have noted above, Vlad Glăveanu [111, p. 437]
also emphasizes the importance of personal agency in making
decisions, from possibility to action [P-ACT], reflecting on
the different ways forward. Glăveanu outlines the P-ACT
Model presenting the relationship “between becoming aware
of and exploring possibilities.” He claims that the power to
pursue (or not), can come with deliberation and choice. This is
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particularly pertinent for decision-makers with respect to the
decision to positively impact people through the creation of
AI software.

As the Policy-Practice Pacing Problem suggests, decision-
makers’ primary tasks when commissioning the development
of an AI, should not be to consider whether they are legal
but whether they are ethical. At the heart of the business
ethics of AI development, we must ask whether or not a
formal process has been defined for the gathering of evidence
toward a decision to commission the development of an AI
software, and/or whether alternate approaches to AI have
been considered that includes prospective ethical and legal
risks. It is important that as human decision-makers move
toward the case to forge forward with an AI software/app, that
they have demonstrated some depth of consultation, directly
from end-users and other stakeholders that will be ultimately
affected by the deployment. There should be knowledge of
the AI’s existence in any given context before deployment and
not after-the-fact. The AIs sources, operations, and outcomes
should be overt and not covert; obtrusive and not unobtrusive.
Complete transparency and explainability to the end-user is a
requirement to ensure that consent is valid. In fact, we would
argue, in the spirit of participative design or co-design, the end-
users should be brought into the process of decision-making
at the initial phases of conception [5].

Ethical obligations do not end once the product is released.
End-users affected by the system even if indirectly, need to
have access to the data generated about them by the AI,
offering corrections and deletion where required. Through
preliminary testing in regulatory sandboxes, end-users might
gain an awareness and provide feedback to the kinds of data
that are collected about them [112]. This process is only
preliminary, and can be repeated with more in-depth feedback
during the full design phase.

B. Bridging Socio-Technical Gaps Between Actors, Their

Interactions, Abstract Language, and the Process of Design

We are not alone in these observations. Tigard et al. [113]
broach this issue in what they refer to as “proper design”
with a call to “multi-disciplinary attention”. They note that
“[w]e often speak and act as though we are blaming or
praising our technological devices, despite these practices

being unfitting toward artifacts” [113] (italics added). The
researchers call for action in how we might approach the
design of such systems. Likewise, Payne et al. [53], write
about the need to bring together a “diverse group of people
involved in making AI tools and principles that guide the use
of those tools”. Aizenberg and van den Hoven [110] add to
these requirements by calling for a bridging of socio-technical
gaps and the divide between “abstract value language” and
“design requirements” in order to “facilitate nuanced, context-
dependent design choices that will support moral and social
values”. They stress the importance of “designing for human
rights in AI”. They call for the design of algorithms and
AI that “address stakeholder needs consistent with human
rights” [110]. Selbst et al. [114, p. 60] the authors call for an
emphasis on process-oriented approaches to design, away from

solutionism, that “draws the boundary of abstraction to include
social actors, institutions, and interactions.” Fundamentally,
this has to do with understanding an AI within the context of
socio-technical systems [115]. AI is not solely about hardware
and software, but the bigger picture perspective incorporating
the social and environmental subsystems together with the
technical subsystem.

Other approaches offer more concrete recommendations.
They suggest identifying the affordances and how they align
with ethical principles [116], [117], [118], [119]. Along with
affordances that help users complete the intended tasks, the
non-affordances that fail to consider essential features of a user
population, and the disaffordances that limit users’ interactions
or dysaffordances that force users to engage in behavior or make
declarations that are inaccurate in order to use technology (e.g.,
to select an ethnic or gender identity that is not accurate [for
reviews, see [9], [120]. By adopting a human-centered approach
to AI regulation, we not only accommodate human values, but
also how users make value judgments, express them, and are
affected by participating in this process. In organizations, this
requires adopting a socio-technical systems perspective that
includes understanding the power relationship between human
agents and how they are mediated through AI. Even when it
is claimed that AI is fully autonomous in any given system,
one or more stakeholders are present.

X. CONCLUSION

The introduction of any AI is supposed to transform an
organization digitally, by means of automating (to varying
degrees), internal and/or externally-facing business processes.
There are however AIs that provide new management and
operational capabilities that were not previously available
using traditional software and hardware. The conception,
invention, and prototyping of these emergent AIs can gather
text, images, and video data that was previously beyond
the reach of traditional data gathering capabilities. AI also
provides a mechanism by which to scrutinize the data seek-
ing patterns and trends. As these novel applications are
being conceived and deployed, the question becomes whether
decision-makers who are budgeting for the development of
such AI-based applications have considered deeply their
responsibility, the stakeholders they are affecting, and the
potential of these applications to exacerbate existing human
resource problems, or other problems.

The practice of critical reflection is invaluable. Hindsight
might lead us to say ‘if only. . . ’, however, some project
objectives might have always retained an element of untrust-
worthiness or an intuitive aversiveness. It might have been
simply that the objective solely considered cost optimization,
rather than the health and wellbeing of users and their
communities. Alternatively, it might have been focused on
how to eliminate underperforming or suspect staff, rather than
asking about the root cause of their failures and whether the
organization can or should make changes to the culture and
climate that the employees are embedded within, i.e., insider
threats [121]. These are the kinds of discussions that need to
be had early.
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If interviews or other outreach activities had been conducted
with staff of the organization that was considering deploying
a performance-related AI, then the staff would have identified
a different kind of AI that was necessary, e.g., how their
employer might be more compliant to laws and regulations,
rather than omnipresent monitoring through surveillance tech-
nologies. As human beings with personal agency, we can
develop and expand our awareness, even if we do not possess
it from the outset, or at the time a decision is required. But
when AI is used in nefarious ways we might begin with the
fundamental question of whether or not the AI itself from
its very conception, could have been misapplied in a way
that might cause harm to individual operators or end-users,
or in some way break the law by its very existence and
application. If the answer to the question: “could the AI being
developed be used for harm?” is “yes”, it means that the
design of the AI was never intended to do good and there
were no embedded guard-rails in place for its diffusion. We
advocate for the development of tools and techniques, such
as socio-technical risk registers that involve multi-stakeholder
consultation at the outset, and would help decision-makers
address complex issues early. Humans possess agency and can
take responsibility in their decision-making and make the right
choice to alter course where required, knowing that is the right
thing to do.
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