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ABSTRACT
Algorithmic recourse, or providing recommendations to individuals
who receive an unfavorable outcome from an algorithmic system on
how they can take action and change that outcome, is an important
tool for giving individuals agency against algorithmic decision
systems. Unfortunately, research on algorithmic recourse faces a
fundamental challenge: there are no publicly available datasets on
algorithmic recourse. In this work, we begin to explore a solution
to this challenge by creating an agent-based simulation called The
Game Of Recourse (an homage to Conway’s Game of Life) to
synthesize realistic algorithmic recourse data. We designed The
Game Of Recourse with a focus on reliability and fairness, two
areas of critical importance in socio-technical systems. You can
access the application at https://game-of-recourse.streamlit.app.
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1 INTRODUCTION
Algorithmic recourse refers to the provision of recommendations
or actions that individuals can take after receiving an unfavorable
outcome from an algorithmic system. This is aimed at empowering
individuals to challenge or change the decision made by the sys-
tem, thereby providing them with a sense of agency in the face of
automated decision-making processes.
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In principle, recourse can be provided for any type of an algorith-
mic system, including predictive algorithms (i.e., machine learning
classifiers) and rankers. For example, if a predictive algorithm is
being used to evaluate whether or not an individual is a good candi-
date for a credit loan, algorithmic recourse would imply providing
recommendations to denied applicants on what actions they can
take to be approved if they apply again at a later date. These re-
course recommendations may take the form of “you need to raise
your credit by𝑌 points,” or “you need to reduce your debt by $𝑋 .” In
settings where rankers are used, low-ranked items may be provided
recourse recommendations on how they can improve their rank, or
become a top-k ranked item.

Unfortunately, research on algorithmic recourse faces a funda-
mental data challenge: the entirety of well-cited work on recourse
relies on popular open and archival datasets that were not created
with algorithmic recourse as their primary purpose (e.g., Adult, Ger-
man Credit, and COMPAS). This limitation has been noted by us and
others [2, 4, 5]. To our knowledge, there are no public real-world
algorithmic recourse datasets. In fact, even for the near-universally
accepted example of “recourse when applying for a bank loan,“
there is no publicly available data. Yet, the lack of real-world data
does not mean that research on algorithmic recourse should be
abandoned. In fact, studying recourse and its related challenges (i.e.,
robustness, fairness) is arguably more important now than ever:
the EU AI Act mandates recourse for many algorithmic systems.1

Rather than continuing to adapt existing datasets to algorithmic
recourse problems, we explore an alternative solution to the data
challenge: creating an agent-based simulation to synthesize realistic
recourse data. We call this simulator The Game Of Recourse, and
discuss its implementation and use-cases in this work.

2 SYSTEM OVERVIEW
The Game Of Recourse was built using Python, with Streamlit
for the front-end interface, and implements an agent-based mod-
eling algorithm created by the authors in previous work [5]. In
Section 2.1, we describe multi-agent recourse model. Then, in Sec-
tions 2.2 and 2.3, we motivate reliability and fairness in recourse—
both quantified over time—and briefly describe how these desiderata
may be achieved, also based on our prior work [3, 5]. Note that
a unique challenge for synthesizing recourse data is the lack of
benchmarks. For example, we know very little about how people
behave in response to recourse recommendations. We designed
The Game Of Recourse to be as flexible as possible, and allow for
many parameter settings to produce a range of different datasets.

1Annex IV, Section 2; https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=
CELEX:52021PC0206
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Figure 1: Reproduced from [5]. The x-axis shows time-steps
𝑡 , and the y-axis shows agent scores 𝑓 (𝑥𝑡 ). There are 𝑘 = 3
positive outcomes available at each time-step. At 𝑡 = 0, green
agents receive a positive outcome (𝑓 (𝑥0) ≥ 𝑠0, where 𝑠0 is
represented by the horizontal line), and blue agents receive a
negative outcome along with a recourse recommendation 𝑥 ′.
At time 𝑡 = 1, new agents 𝑁1, shown in black, enter the envi-
ronment. Grey arrows show action. The agent shown in red
acted on the recourse recommendation, but (disappointingly)
its effort turned out to be insufficient because competition
from other agents “raised the bar.”

2.1 Multi-Agent Recourse
Consider a population of agents 𝑃 . Each 𝑥 ∈ 𝑃 is described by a
set of features 𝑥 ∈ X and is evaluated for a desired outcome (e.g.,
applying for a loan) by a classifier or ranker 𝑓 : X → [0, 1]. Agents
are competing for a limited number of positive outcomes 𝑘 (e.g., the
number of available loans) over a series of timesteps 𝑡 = {0, 1, ...,𝑇 }.
An agent may change its features over time, and we use 𝑥𝑡 to refer
to the state of 𝑥 at time 𝑡 .

Time is intrinsic in algorithmic recourse, as it often involves a
first unsuccessful attempt at a favorable outcome at time 𝑡 , followed
by one or several subsequent attempts at times 𝑡 +𝛿1, 𝑡 +𝛿2, ...𝑡 +𝛿𝑛 .
At each timestep, a score 𝑓 (𝑥𝑡 ) is calculated for each agent. This
score is used to assign outcomes: positive when 𝑓 (𝑥𝑡 ) ≥ 𝑠𝑡 , where 𝑠𝑡
is the score cut-off at time 𝑡 , and negative when 𝑓 (𝑥𝑡 ) < 𝑠𝑡 . Agents
who receive a negative outcome also get a recourse recommendation
𝑥 ′ ∈ X that satisfies two conditions: (i) 𝑓 (𝑥 ′) ≥ 𝑠𝑡 and (ii) 𝑥 ′ is
associated with the lowest cost 𝑐 (𝑥, 𝑥 ′) of making the change:

𝑥 ′ = min
𝑥 ′

𝑐 (𝑥𝑡 , 𝑥 ′) s.t. 𝑓 (𝑥 ′) ≥ 𝑠𝑡 , 𝑥
′ ∈ X

Agents who receive the positive outcome exit the simulation.
A new set of agents 𝑁𝑡 enters the simulation at each time step.
Figure 1 illustrates the dynamics of our simulation.

To model the likelihood that an agent 𝑥𝑡 will act on a recourse
recommendation 𝑥 ′, and the amount by which they change their
features, an action function 𝑎 : X × X → X is used. As part of this
function, we consider three important considerations about agents’
reasonable behavior with respect to recourse:

Effort. This consideration refers to the likelihood of an agent to
take any action. It is determined by several factors, like their implicit
willingness to take on challenges or the amount of effort the action
requires. For example, if an agent is told to increase their credit

score by 20 points to qualify for a loan, they may be more likely to
make the effort as opposed to being told to increase it by 200 points.
When agents have a fixed willingness to act on recourse we call it
constant effort, and when agents base their decision to take action
on the magnitude of required change, we call it flexible effort.

Adaptation. This consideration refers to how faithfully an agent
follows the recourse recommendation. Agents may follow the re-
course recommendation exactly, or they may outperform (or un-
derperform) the recommendation. Returning to the loan example,
if an individual is told to increase their credit score by 50 points,
they may do so exactly, or they may actually increase their score
by 40 point, or by 60 points. We call the behavior where agents
exactly match recourse recommendations binary adaptation, and
otherwise, we call it continuous adaptation.

Global difficulty of recourse. The third consideration refers to the
difficulty of acting on a recourse recommendation. For example, it
may be easier to act on a recommendation when it is related to
appealing a social media ban versus improving one’s credit score.
The parameter𝑔 ∈ [0, 1] is set a priori for the simulation, and values
of 𝑔 closer to 1.0 indicate a setting recourse is easier. Note that we
don’t model an individual level of persistence—i.e., agents choosing
to stop trying for recourse in the middle of the simulation—because
agents that “drop out” do not affect the threshold. However, if
desired, our framework can be adapted to accommodate this.

2.2 Reliability in Recourse
Continuously changing contexts can weaken the reliability of re-
course recommendations over time due to data and model drift [1,
4, 5]. For example, in the lending setting, an individual may be told
that their loan application was denied because their credit score is
50 points lower than necessary. One could imagine that it takes the
individual 6 months to a year to improve their credit score — which
is enough time for the criteria for approving the loan to change.
There are numerous reasons why selection criteria can change over
time, including data drift, model drift, and competition between
agents. An illustration of the competitive effects and their impact
on recourse can be seen in Figure 1.

Metrics. In prior work [5], we defined a recourse reliability mea-
sure that quantifies the proportion of agents who acted on recourse
and received a positive outcome, out of all those agents who acted
on recourse and expected a positive outcome. Intuitively, recourse
reliability measures how well recourse expectations of the agents
are met. We quantify recourse reliability in the The Game Of Re-
course simulation, allowing system designers to explore how real-
world settings impact recourse reliability. They can then control the
levers at their disposal to improve recourse reliability in practice
(e.g., by limiting the number of applications they accept) or to add
confidence intervals to recourse recommendations.

2.3 Fairness in Recourse
There is an emerging body of work demonstrating the importance
of fairness in algorithmic recourse, especially because it can allow
marginalized and vulnerable individuals to counteract adverse algo-
rithmic decisions [6, 7]. Unfortunately, there is a well-documented
disconnect between fairness in classification and fair recourse—even
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under fair decision making, no guarantees can be made about the
fairness of recourse for that classifier. In The Game Of Recourse,
we include two important considerations for fairness in recourse:
(i) whether initial qualification data is biased and (ii) what method
will be used to mitigate unfairness.

The initial data distribution. Fairness in recourse is highly de-
pendent on the initial feature distributions of individuals. If a disad-
vantaged group has substantially lower feature values as compared
to an advantaged group, the acting on recourse recommendations
and achieving the positive outcome will require substantially more
effort. Figure 2 illustrates this, showing this for a classifier that is
“fair” under demographic parity.

In TheGameOf Recourse, support three initial data distribution
settings. The first is when features for all individuals are drawn from
the same distribution (i.e., no bias). The second is when the data is
strongly biased, and there is no parity at all between individuals in
the groups; imagine Figure 2, but if all those individuals to the right
of the vertical dashed line were not present. Third, we allow users
to generate data according to the distribution shown in Figure 2.
For the latter two options, the amount of bias is controlled by
the disparity in qualifications parameter (he number of standard
deviations between the means of the feature distributions of the
advantaged and disadvantaged groups, 𝜇𝑎 and 𝜇𝑑 ), where higher
values imply stronger bias.

Metrics. When disparities in qualifications are present between
groups, unfairness in recourse can arise. We quantify this unfair-
ness using two metrics, proposed in our prior work [3]: (i) effort-
to-recourse disparity ratio, where values over 1.0 mean that the
disadvantaged group is exerting more effort per successful recourse
event than the advantaged group; and (ii) time-to-recourse differ-
ence that captures the expected number of additional timesteps it
takes for a member of the disadvantaged group to achieve recourse.

Bias mitigation strategies. There are three known strategies for
mitigating unfairness in recourse, which are all implemented in
The Game Of Recourse. The first, proposed by us in recent work,
is Circumstance-Normalized Selection (CNS) [3] —a post-processing
intervention based on rank-aware proportional representation by [8].
It involves assigning positive outcomes to the highest-scoring in-
dividuals from each sub-population, proportionally by population
size. The second is a pre-processing intervention known as Coun-
terfactual Data Augmentation (CDA) [4]. It works by augmenting
the initial data with counterfactuals for individuals who received
the negative outcome, and then re-training the classifier (or ranker)
on this new data. The third mitigation strategy is Group Regu-
larized Recourse (GRR) [6], which involves re-positioning the de-
cision boundary of a classifier during training to be equidistant
from negatively-classified individuals from different groups. In The
Game Of Recourse, we also implement a fourth method, which is
a combination of CNS and CDA, proposed by us in recent work [3].

2.4 User Interface
Configuration panel. One advantage of The Game Of Recourse

is its versatility: there are up to 10 parameters that can be tuned
before running a simulation. (We list the parameters in the caption
of Figure 3 for convenience.) The Game Of Recourse features a
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Figure 2: Let individuals to the right of the vertical dashed
line receive a positive outcome; then decision-making is fair
with respect to Demographic Parity between the advantaged
and disadvantaged groups, but recourse is unfair.

sidebar on the left side of the interface. First, the user defines a
“population,” which includes determining aspects like the number
of sensitive groups and how features are distributed. Second, the
user defines the “enviornment” (i.e., how the agents behave) and
specifies whether a fairness intervention should be applied. An
optional random state parameter allows users to replicate past
simulations or create new simulations with the same parameters.
Lastly, there is a button to download to the simulated data.

Main panel. The main panel contains four widgets, arranged
vertically. The Introduction widget provides general information
about The Game Of Recourse. The Visualize initial population
widget provides an overview of the data defined in the “population”
configuration. The initial population data can be visualized in a
scatter plot, or, alternatively, manually inspected.

The Explore environment widget contains the plot seen in Fig-
ure 3(a). The simulation can be visualized in two different interactive
scatter plots: either as a function of ranker score and timestep, or
within the feature space (i.e., see how agent features are chang-
ing). Both visualizations contain a play and stop button to see the
progression of the agents through the simulation.

The fourth widget, Inspect simulation, is split into three tabs. The
“Agent Info” tab contains a table with metadata about every agent
that entered the simulation at some point in time. The “Simulation
Metrics” tab, shown in Figure 3(b), presents two box plots about the
number of timesteps required for agents to achieve the outcome
(i.e., time-to-recourse), the score variation incurred to achieve the
outcome (i.e., total effort), both from [3], and a group-wise recourse
reliability metric from [5]. In biased population settings, the effort-
to-recourse ratio and time-to-recourse difference are displayed,
with the disadvantaged population as the reference group.

3 DEMONSTRATION PLAN
To demonstrate The Game Of Recourse, we will take the audience
through three different scenarios: exploring recourse reliability,
fairness, and bias mitigation strategies. We will also discuss how
the generated data can be used by (i) researchers to study open
questions in algorithmic recourse, and (ii) system owners to design
better recourse in practice. We also hope to spark an interest in our
audience about using agent-based modeling to simulate data.

Scenario 1: The standard algorithmic recourse setting. Our first
scenario illustrates the standard use of The Game Of Recourse. We
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(a) Animation of recourse over time (b) Simulation metrics panel

Figure 3: Screenshots of the fairness metrics and recourse over time widgets. The application has the following parameters;
(1) Initial agents: number of agents at timestep; (2) New agents: the number of new agents entering the environment at each
timestep; (3) Distribution type: the distribution of agents’ features; (4) Qualification (bias factor): the distance between feature
distributions of agents from different groups; (5) Favorable outcomes: the number of positive outcomes available at each
timestep; (6) Global difficulty: how easy (or difficult) it is for agents to act on recourse; (7) Adaptation type: binary or continuous;
(8) Effort type: constant or flexible; (9) Timesteps: the number of timesteps the simulation will run; (10) Bias mitigation strategy:
see Section 2.3; (11) Random state (12) Configure ranker: define 𝛽0, 𝛽1 for a linear scoring function 𝑓 (𝑥𝑡 ) = 𝑥0𝑡 𝛽0 + 𝑥1𝑡 𝛽1

.

will describe a real-world scenario, where individuals are applying
for a bank loan.Wewill begin by demonstrating a highly competitive
scenario—e.g., one with 100 initial agents, 10 favorable outcomes,
and 20 new agents entering the environment at each step—and
show how damaging this amount of competition is to recourse
reliability over time. We will then illustrate how increasing the
number of favorable outcomes, or lowering the global difficulty
of recourse, results in more reliable recourse. Next, we will gather
input from the audience on how they think agents would behave,
and show how those different choices result in different simulation
outcomes and output datasets.

Scenario 2: Exploring fairness in recourse. To demonstrate how
The Game Of Recourse can be used to explore fairness in recourse,
we will consider two bias settings: (i) bias without parity and (ii)
bias with some parity. We will also demonstrate two qualification
settings (i.e., the amount of bias), and will mention how biased
decision-making with some parity is often found in the real world.
Importantly, we will demonstrate that even when the decision-
making system itself is “fair,” it can still result in unfair recourse.
Again, we will take audience input as to how parameters should be
modified. After running several simulations, we will compare how
metrics like the effort-to-recourse ratio and the time-to-recourse
difference change. We will show the audience how this data can be
downloaded and used for their own projects.

Scenario 3: Mitigating unfairness in recourse. Naturally, after ex-
ploring unfairness in recourse, we will demonstrate how different
bias mitigation methods (see Section 2.3) can be used to mitigate
unfairness on simulated data. We will demonstrate the effect of
three state-of-the-art bias mitigation methods, namely. CNS [3],
CDA [4] and GRR [6], and will highlight the strong points and the
weak points of these methods. For example, CNS is highly effective

at mitigating bias on time-to-recourse, while CDA’s strength is
reducing effort-to-recourse disparities. We will demonstrate how,
under some settings, GRR can cause agents to behave irrationally
by attempting to decrease their feature values.
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