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ARTICLE INFO ABSTRACT
Keywords: As transportation systems grow in complexity, analysts need sophisticated tools to understand
Computational graphs (CGs) travelers’ decision-making and effectively quantify the benefits of the proposed strategies. The

Automatic differentiation (AD)
Lagrangian relaxation (LR)
Alternating direction method of multipliers

transportation community has developed integrated demand-supply models to capture the
emerging interactive nature of transportation systems, serve diverse planning needs, and
(ADMM) encompass broader solution possibilities. Recently, utilizing advances in Machine Learning (ML)
And the integration of travel demand and techniques, researchers have also recognized the need for different computational models capable
transportation network of fusing/analyzing different data sources. Inspired by this momentum, this study proposes a new
modeling framework to analytically bridge travel demand components and network assignment
models with machine learning algorithms. Specifically, to establish a consistent representation of
such aspects between separate system models, we introduce several important mathematical
programming reformulation techniques—variable splitting and augmented Lagrangian relaxa-
tion—to construct a computationally tractable nonlinear unconstrained optimization program.
Furthermore, to find equilibrium states, we apply automatic differentiation (AD) to compute the
gradients of decision variables in a layered structure with the proposed model represented based
on computational graphs (CGs) and solve the proposed formulation through the alternating di-
rection method of multipliers (ADMM) as a dual decomposition method. Thus, this reformulated
model offers a theoretically consistent framework to express the gap between the demand and
supply components and lays the computational foundation for utilizing a new generation of
numerically reliable optimization solvers. Using a small example network and the Chicago sketch
transportation network, we examined the convergency/consistency measures of this new differ-
entiable programming-based optimization structure and demonstrated the computational effi-
ciency of the proposed integrated transportation demand and supply models.

1. Introduction

Faced with multiple data sources including travel surveys, mobile phone data records, GPS, or sensor data, and the increased bulk
of the datasets, the transportation community has actively applied advanced numerical and computational techniques to effectively
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analyze the massive data sources and detect unseen trends, helping alleviate traffic issues. Along this line, diverse ML algorithms/
methods and deep learning (DL) architectures have been constructed to understand real-time management information for large fleets
(Safikhani et al., 2017; Lin et al., 2018), find unobserved patterns in data sets (Ashraf et al., 2020), and enhance travel demand models
(Wong and Farooq, 2019; Sifringer et al., 2020; Kim et al., 2020; Wang et al., 2020a, 2020b; Zhao et al., 2020; Yan et al., 2020; Liu
et al.,, 2021). The ML-oriented application in the transportation field has demonstrated excellent computational capabilities in
enhancing predictive power, analyzing unobserved complex patterns, and dealing with large-scale datasets efficiently, thereby
allowing planners and agencies to model patterns of emerging disruptions. More recently, scholars have been actively reviewing both
fields to differentiate the role of each approach (i.e., data-driven approaches and theory-based models) and enhancing domestic
knowledge-based structure through automatic learning (Wang et al., 2021; Van Cranenburgh et al., 2022; Han et al., 2022).

Based on the recent computational advance of ML applications, this paper aims to develop a theoretically sound, and computa-
tionally efficient framework to couple transportation demand and network models to quantify the interaction and impact of a wide
range of congestion mitigation strategies. In particular, this research adopts a new generation of computational methods and opti-
mization paradigms from the machine learning community—computational graphs (CGs) and backpropagation—to uniquely capture
the layered modeling structure in the integrated demand-supply model. Furthermore, this analytically driven formulation and
resulting computational architecture would extend the ability to ensure a high degree of consistency between transportation demand
and supply models, while maintaining sufficient descriptive capability for the interactive transportation system. This paper is also
intended to address pertinent questions asked by transportation decision-makers: how to quantify the nature of complex transportation
system interactions, specifically human mobility pattern changes and their impact on the built infrastructures. With the utilization of
high-performance computing (HPC), we resolve the complex mathematical formulation with optimal solutions. In the subsequent
section, we address prior work on how the community has developed integrated transportation models.

1.1. Integration of transportation demand and network models

With the increasing complexity of planning transportation infrastructure in urban areas, the transportation modeling community
has dedicated significant efforts to develop integrated transportation demand and network models. Demand components are generally
modeled using trip-based or activity-based approaches, and network model structures are represented through static user equilibrium
or dynamic traffic assignment (Boyles et al., 2022). A feedback loop structure is constructed from the lower-level route assignment to
the upper-level trip generation, destination choice, and mode choice layers to reach a consistent representation for travel time
measures across different steps. Recent efforts in the last 20 years have been actively devoted to integrating tour-based modeling
approaches on the demand side and dynamic traffic assignment models on the supply side to capture the full spectrum of traveler
dynamics and resulting time-varying traffic congestion (Esser and Nagel, 2001; Lam and Huang, 2003; Raney et al., 2003).

As many implementations adopt a microsimulation approach to linking transportation demand and network models, various
convergence criteria are defined based on a fixed-point formulation and software-oriented system coupling calls for iterative solution
methods using computed travel time skimmed profiles (Lin et al., 2008; Hao et al., 2010; Pendyala et al., 2012). For instance, Lin et al.
(2008) proposed a fixed-point formulation within a variational inequality framework with a solution based on the method of suc-
cessive averages (MSA). To further integrate travel demand and supply models with long-term land-use evolution, Pendyala et al.
(2012) developed a tightly coupled framework across three open-source packages, with various iterative processes accommodating
different time-updating resolutions, such as En-route real-time decisions, post-trip learning within a day, and year-by-year long-term

Table 1
Recent Studies for Coupling Demand-Supply Models and Corresponding Solution Algorithms.

Publication Systematic flows  Formulations for Gradient Step sizes for finding Solution algorithms for the
interactive systems Computation optimal flow patterns and demand and supply variables
travel costs
Florian et al. (2002) flow — cost Variational inequality No Predetermined decreasing External Block Gauss-Seidel
ortan etat (VD sequence decomposition with MSA
flow — cost Fixed point (FP) No Predetermined decreasing Averaging with fixed weights and
Boyce et al. (2008)
sequence MSA
X flow — cost Variational inequality No Predetermined decreasing External sequential process with
Lin et al. (2008)
(VD) sequence MSA
flow < cost Gap function No Predetermined decreasing Internal circular process with
Zhou et al. (2008)
sequence MSA
and Lu et al.
(2009)
7 ¢ al. (2009) flow — cost Variational inequality No Rule-based algorithm External sequential process with
ouetak VD) the self-adaptive GLP projection
flow < cost Fixed point (FP) No Predetermined decreasing Internal circular process with
Cantarella et al.
sequence MSA
(2015)
flow — cost Mathematical program No Predetermined decreasing External gradient projection (GP)
Ryu et al. (2017)
(MP) sequence
This paper Behavior choice Gap function-based Yes Analytic gradients via Internal circular process with

o flow < cost

reformulation using
ADMM

automatic differentiation
(AD)

gradient-based numerical
optimization (e.g., BFGS)
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decision adjustment. There are a number of integrated model efforts between activity based model and dynamic traffic assignments, to
name a few, Konduri (2012), Flotterod et al. (2012), Kang (2013), Habib et al. (2013), Zhang et al. (2018), Xu et al. (2017), Halat et al.
(2017), Xiong et al. (2018), Zhu et al. (2018), Liu et al. (2018), Cantelmo and Viti (2019), Wang et al. (2020a, 2020b), and Najmi et al.
(2020).

Many other related studies have also implemented a similar system integration structure with a feedback loop system between
underlying subcomponents. These research efforts with different defining systematic structures can be examined according to three
aspects (Boyce et al., 2004): mathematical formulations, solution methods, and convergence criteria (Zhou et al., 2009; Yao et al.,
2014; Verbas et al., 2016; Chu, 2018; Patil et al., 2021). In integration modeling studies specifically developed for combined modal
split and traffic assignment problems (CMSTA), researchers have developed different model formulations and corresponding solution
algorithms to find sets of optimal path flow patterns and generalized travel costs under different criteria (e.g., user equilibrium and
stochastic behavior) to quantify system behavior among system aspects and traveler choice. Recent representative studies linking
travel demand and transportation supply are systematically reviewed and summarized in Table 1.

Table 1 indicates the systematic directions of coupling demand and supply, formulations for interactive modeling systems, presence
of gradient information, step sizes used in updating the defined formulations, and solution algorithms. Most existing studies on in-
tegrated demand-supply models have shown unidirectional or bidirectional systematic flows when finding optimal path flow patterns
and generalized travel costs. In addition, different solution algorithms (e.g., MSA, gradient projection (GP), or self-adaptive gradient
projection) have been proposed with predetermined step sizes or heuristic-based step sizes to find the optimal solutions in interactive
modeling systems built by VI, FP, or MP. In comparison, this study focuses on formulating an analytically defined comprehensive
framework to theoretically map behavior choice, path flow patterns, and travel costs, and solve the optimization problem using an-
alytic gradients obtained by automatic differentiation (AD).

1.2. Contributions: Analytical Gradient-Based optimization and computational algorithm

While the existing literature covers a wide variety of mathematical frameworks and solutions for coupling travel demand and
supply models, two long-standing challenges from a mathematical modeling perspective still remain in terms of efficiently evaluating
and propagating derivatives of variables defined in different components and the recognition of two essential modeling structures: (i)
hierarchical layered processes and (ii) complex feedback loops across different layers. Our recent work used a CG-based approach to
describe various modeling elements; however, there are still two specific methodological issues to be addressed to fully utilize the new
generation of optimization solvers (Wu et al., 2016; Kim et al., 2021).

e First, if a hierarchical system commonly expressed by a fixed-point approach, as shown in Appendix A, is computed by a feed-
forward approach, which calculates the gradients of input variables and sends their information towards outputs, then the
computational performance is significantly dependent on the number of variables to be estimated and optimized, eventually
resulting in exponential computing time (Olah, 2015). From a transportation modeling perspective, a sequential structure layered
by origin, origin-destination, and numerous paths and their link information includes different numbers of n variables in this four-
layered architecture. In this case, the number of possible paths for solving the decision variables is n*. When dealing with a larger
network and a set of variables n, feedforward computation leads to combinatorial explosion (Olah, 2015).

e Second, a theoretical modeling framework for formulating an integrated supply-demand model is needed. In particular, gap
function-based methods to find equivalent states for the two components-transportation demand and network assignment-are
required to tightly link transportation demand and supply and measure the extent of inconsistency (Lu et al., 2009).

Motivated by these two key issues, i.e., feedforward computation and equivalent states, this research focuses on establishing a novel
framework for minimizing the inconsistency gap of the submodels and enhancing convergence for interactively layered structures. In
particular, the concept of backpropagation, a core algorithm for training machine learning models (LeCun et al., 2015), has recently
been applied in optimizing/estimating conventional transportation planning models (Wu et al., 2018; Kim et al., 2021; Lu and Zhou,
2023). According to LeCun et al. (2015) and Olah (2015), the backpropagation algorithm (reverse-mode differentiation) enables a
reduction in the computing time to obtain gradients. For instance, the computational complexity of finding optimality in a four-layered
structure with n variables can be 4n, thereby decreasing the cost of calculation and solving the feedforward computation issue.

To execute this algorithm, the integrated modeling framework is reformulated using a graph-oriented programming language
available to derive the gradients of the decision variables using automatic differentiation (AD), where the gradients of the given
functions are computed based on the chain rule. We provide detailed explanations in Appendix B to describe the inherent connections
between the chain rule and AD systematically. Details of the advantages of this algorithm can be found in studies by Wright and
Nocedal (1999) and Baydin et al. (2017). Furthermore, to achieve a top-down process and discover equivalent states, a new constraint
for tightly bridging demand/supply components is identified using the variable splitting method (Ortuzar and Willumsen, 2001). The
objective function is formulated by augmented Lagrangian relaxation with computational graphs (CGs) to find the optimal values for
the network equilibrium states and linking constraints.

This research highlights the benefits of the automated calculation of gradients in a complex and nonlinear structure with multiple
layers of composite functions, with the iterative computing of step size handled through underlying solvers, namely TensorFlow (Abadi
et al., 2016). Thus, we shift our focus to model reformulation to comprehensively incorporate network flow, utility, and choice
probability at different choice dimensions while still taking advantage of emerging computing architecture. To demonstrate the
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unconstrained nonlinear optimization program, a simple case study and a real network (Chicago Transportation Network) are
examined. In this study, we apply the alternating direction method of multipliers (ADMM) as a dual decomposition-based problem-
—solution paradigm. The survey studied by Boyd et al. (2011) examines the wide use of ADMM in many fields. Several studies in the
field of convex programming (Ruszczynski, 1989; Eckstein and Bertsekas, 1992) have systematically conducted convergence analysis
and developed many related theoretical aspects, such as distributed optimization with multiple agents (Nedic and Ozdaglar, 2009).
Recent ADMM applications in the field of transportation have also been reported. Boland et al. (2018) presented a stochastic form of
augmented Lagrangian based on decomposition, and Yao et al. (2019) solved the vehicle routing problem with time windows using the
algorithm.

The remainder of this paper is organized as follows. Section 2 presents a problem statement. Section 3 describes the formulation of
variational inequality for the DUE and fixed-point equations to sequentially link each interactive variable used in the model. The
subsequent section presents the solution algorithm (variable splitting and ADMM applied in reverse-mode differentiation (AD). In
Section 5, the performance of the integrated transportation model is evaluated using traffic network examples. Finally, Section 6
summarizes our contributions and extends the current version.

2. Problem statement and conceptual reformulation framework
2.1. Integrated Demand-Supply framework

The deep integration of travel demand and network models is of great interest, and interested readers refer to a recent effort along
this line as part of the SHRP II C10 project (Smith et al., 2018). Typically, the demand-side component shares a list of individual trips to
the supply-side model, while the aggregated level of service (LOS), in the form of a travel time matrix (i.e., skim) for all possible trips
across OD pairs, is fed back from the supply side model to the demand side. Through multiple iterations of the flow adjustment, the
ultimate goal is to reduce the inconsistent time-of-day outcomes between the experienced travel time from the demand side and the
expected travel time from the supply side. Theoretically, the linkage between different components should be clearly defined within
the temporal equilibrium on the demand side and behavioral considerations on the supply side. Without loss of generality, this study
aims to find a stable trip demand pattern and equilibrated path flows that minimize system-wide inconsistency measures.

Mathematically, given a transportation network with a set of nodes N, and a set of links A, the problem aims to find a consistent
traveler behavior and network performance solution, subject to several demand and supply constraints. In the demand-side network,
nodes are designated as activity locations of traffic analysis zones for the high-level traveler behavioral model, with the modeling links
indicating the direction of the choice behavior. In the supply side network, the system performance associated with the link traveling
costs and path flows is computed on a given physical road or multimodal network. The generalized/travel costs between OD pairs are
selected as key consistency/convergence criteria in the demand-supply integration under consideration.

The conceptual model structure is shown in Fig. 1, which denotes a layered system with a set of physical nodes (n € N), a set of
physical links I € A, and a set of links related to mode choice behaviors. This sequential modeling data flow starts from origin node o.
Based on the scale of generalized costs (C,qm) and Coqmm))» fodm) denotes the number of trips selected by trip makers with alternative
mode . The distribution of the path volumes can also be quantified in X,y (m) and Xoqp, ), path flows on the freeway corridor f, and
arterial corridor a. Inside the path flows, the link flows are mapped by an incidence matrix, and the Bureau of Public Roads (BPR)
function is applied to compute the link travel times. toqy, and toqy, are the travel time variables corresponding to each path alternative.
The travel cost c,q(m) for a certain OD pair should be computed to satisfy the DUE condition. Finally, to minimize the gap of the shared
variables coq) between the demand and supply sides, the feedback loop system is activated, leading to a tightly coupled model system.
This simplified connectivity aims to demonstrate a parsimonious structure that bridges behavioral elements and network performance
elements. According to Guarda et al., (2024), the probabilistic assignment approach helps increases stability of processing network
flow estimation. On the one hand, this approach was inspired by the simplification of the modeling structure using DUE, which chooses

Feedback Loop for the interactive transportation structure

ChLice OD flow Path flow Inside the Path flow Path travel time
{ J Vo ( Link flow Link travel time (BPR) \
cam D2 | | @
od () i : B
[ iz, = \i "
\ el o\ UE )
\ D —* v, \P\ — Cod(m)
B | FFTT, (1 +a<CAPa> e
Cod(m=m) — i /i R
Xodpq (i) | todp,

xﬂdpf(ﬁl) = Vg, + Va, t Va,; Xodp,(m) = Va, T Vag T Va,

Fig 1. Conceptual Illustration of Integrated Supply-Demand System in a Simple Network.
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the shortest or least costly path to destination. We assumed the simplified computing process could help improve computational ef-
ficiency, especially for large-scale networks.

In the above example, there are two essential decision variables: generalized/travel costs c,qm) and path flow Xodp, () and Xogp, (m)»
depending on the number of available paths and OD pairs. It should be noted that a set of composite functions are available to compute
the travel cost coq(m), jointly determined by the choice and network models. Specifically, toqp, and togp, are determined by the volume
delay, link performance function, and path-link incidence matrix. The generic formulation of the simplified demand-supply inte-
gration program is provided in the following subsection. The indices, variables, and parameters used in the formulation are presented
in Table 2. Before discussing the equations for the demand and supply sides, we would like to first introduce a variable splitting method
to reformulate the feedback loop system.

2.2. Variable splitting method for enabling problem decomposition of feedback loops

In general, successive feedback loops between different elements are used to model mutual causal interactions in transportation
networks and ensure equilibrium states (Lin et al., 2008; Pendyala et al., 2012; Chu, 2018). Specifically, the potential travel demand is
estimated by econometric models and sent to network models to measure network performance, such as level of service (LOS). Then,
the information returns to the demand side to regenerate potential trips and their attributes. This iterative procedure was performed
continuously until the integrated models met the convergence criterion. From the perspective of problem decomposition, we highlight
the need to mathematically “decouple” common variables (i.e., costs) used in both sub-problem models (demand and supply).

A key principle in many large-scale system optimization applications is to first decompose the constraints into “easy” vs. “difficult”
constraints and then dualize the “difficult” constraints to enable the resulting components or subproblems can be efficiently solved
(Fisher et al., 1997). In addition, variable splitting is another important problem decomposition method, which splits the common
variables and creates an additional coupling constraint between “duplicated” variables, and then dualizes the newly introduced
coupling constraint in the objective function to generate two “easy-to-solve” subproblems (Guignard, 2003). In Chapter 7 of this study,
the detailed concept of variable splitting is explained. Mathematically, we consider a general mathematical function to link the two
demand and supply subsystems with essential constraints. The integration optimization problem can be described as rr&in{[ (x)]Ax < b,

Cx < d,x € X}, where I(x) indicates a function for subsystem integration, x is a vector of demand and supply variables that require

finding optimal solutions, and the constraints, Ax < b and Cx < d, are associated with the demand and supply sides, respectively. Based

on the concept of the variable splitting method, we can decompose a part of the common cost variable x used in both subsystems/

constraints as follows: x—x; and x;, which leads to &nixn{l (x)|Axg < b,Cxs < d,x4 € Xand x; € X, x4 = X, }. With the conceptual un-
-d Xs

derstanding, the proposed decomposition-based approach is illustrated in Appendix C.

Table 2
Notation.

Network information G = (N,A) and indices:

T, Total demand on origin node o

TD,q Total demand from origin node o to destination node d

o Subscript for an origin node,0 € N

d Subscript for a destination node,d € N

P Subscript for a path,p € P(0,d)

p Subscript for a path to represent the last path variable of a set of path variables p # p

(m) Alternative modes m (a set of alternative modes); m = m (auto mode) and m # m (transit)

CAP, Link capacity on link a

a Index for a link,a = 1,2, -, |A|

) Superscript for a layer index

Input parameters/values:

[ Dispersion parameter

Ap Lagrange multiplier and penalty term

Bodpa Incidence matrix for the linkage between path layers and link layers

a,p The BPR function parameters (e.g., a = 0.15 and = 4)

FFTT, Free flow travel time on link a

Decision and intermediate variables:

foam) Number of trips from node o to node d by mode m

P(o,d) Set of all feasible paths for a given pair (0,d)

Xodp(m) Number of trips from node o to node d in path p by mode m

Xodp(m) Number of trips from node o to node d in path p by mode m

todp Path travel time cost from node o to node d in path p

Cod(m) Common variable for supply side and demand side in a given od pair with mode m
Cod(m) Least travel cost, mint in a given od pair (supply side) with mode m

Cg i) Generalized cost in selecting alternative modes (demand side) with mode m
Va Link flows on link a

Tq Link travel time on link a
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2.3. Iterative method based on dual Decomposition: Alternating direction method of multipliers (ADMM)

With an understanding of the decomposition and dualization of subsystem integration, we introduce the background of the
alternating direction method of multipliers (ADMM) algorithm to efficiently solve defined nonlinear continuous optimization prob-
lems (Boyd et al., 2011). This approach enables us to decompose an integrated transportation system into travel demand and network
assignment components and dualize the constraints of behavioral representation and network flow conservation. To relax the hard
constraints, the proposed objective function was augmented by quadratic penalty functions. Solving each subproblem (i.e., demand
and supply) iteratively, we update the optimal variables and achieve convergence between the travel demand and network assignment.

In general, ADMM is a combination of the augmented Lagrangian relaxation and block coordinate descent methods, where the
algorithm can relax hard constraints and ensure the decomposition of our subproblem (Yao et al., 2019). For instance, consider the
problem statement illustrated in Fig. 1. There are two vector variables to be optimized (generalized traveling costs, C,q4m), on the
demand side; path flows, Xogym), on the supply side). Using the generalized functional formulations of each subsystem, the objective
function can be expressed as

minZ = D(ng@) + S apim) @
Subject to

A'D(cym) = B? (2a)

C°S(Xogpm)) = D° (2b)

ng(ﬁ) = Coam) (20)

where Eq. (2a), Eq. (2b), and Eq. (2¢) indicate demand, supply, and linkage constraints, respectively. D and S represent generalized
functional expressions for demand and supply, respectively. In addition, A4, B, C*, and D* denote the defined parameters to be
calibrated. The superscripts, d and s classify the parameters as demand-related and supply-related, respectively.

By implementing the ADMM-based dual decomposition method, the given constraints of the subsystem components are dualized
into the objective function with Lagrangian multipliers A and penalty parameters p:

d S 1
. P 2 P P 2
mmL/»:D(CSd(M))+S(3@dp(ﬁ))+ﬂd(AdD*Bd) +5‘|AdD*Bde+/IS(CSS*DS)+§HCSS*DSH§+}LI<C5(1@*Cfad(m)) +§‘|ng(m) *Cfmﬁ)“z
3

According to the iterative update scheme of ADMM, the variables shown on each side can be sequentially solved with fixed var-
iables. It is worth noting that the ADMM algorithm is similar to a fixed-point iteration method. However, the key difference is that this
solving algorithm deals with penalization in the given objective function, leading to a mathematically formulated linkage for the
interactive transportation system and enhancing the convergence of the coupled model structure.

Eq. (4)-(8) illustrate the iterative solving process of the ADMM-based solution framework while updating the multipliers.

ciff';%l) := argminplL, (D (cﬁd@ ) .S (xfgp)@) ) C)]
xf)&;;% := argmingL, (D <cgg(l%>l ) ),S (x‘;dp(ﬁ) ) ) 5)
Ko 1= 24P (ATD(Clg) — BY) ©
Ty =2 (CS (¥ ) — D) )
Ay = A+ Py <ng(ﬁ) — Cog(r) ) ®

The iterations for minimizing and dualizing Eq. (3) is completed when primal feasibility and dual feasibility are achieved. The
optimality conditions are formulated as

Primal feasibility : cg;@ —Cogm =0 ©

Dual feasibility : VD" (cgé(ﬁ) ) +24 =0

VS (X ) +4° =0

To stop the iterative steps, the residuals of each feasibility with step size p were calculated. For instance, the corresponding residual
for the primal feasibility function is expressed as:



T. Kim et al. Transportation Research Part C 164 (2024) 104671

1 _ dntl) (nt+1) _
Primal residualsr™™! = ¢,y - d':m) =0 (10)
where the primal and dual residuals converge to zero, and the defined feasibility conditions are also achieved when n—co (Yao et al.,
2019).

3. Formulation of the integrated Demand-Supply optimization (IDSO) program

This section describes a sequence of reformulation steps for IDSO with the augmented Lagrangian relaxation function as the core
solution algorithm in a stepwise manner.

MO: Original Form with Objective Functions and Constraints.

Without loss of generality, this study uses a logistic regression model to compute the number of destination choices and trips
associated with alternative modes. For instance, the destination choices and number of trips selecting auto mode are expressed as
follows:

el

Dot = To X 5= ¥

an

e—Sco ) +Um)

Yo,d 12
e’()cod(ﬁﬁu(ﬁ) + Zm%ﬁe*&od(mﬁmm}’ ’ ( )

foawm) = TDog X

Eq. (12) represents the product of the total demand for origin o and the choice probability of a destination and derives the total
demand for destination d, TDoq. Uj; is the utility function, which can be defined by the spatial separation between origin o and
destination d and attractions at j (Fotheringham, 1986). In Appendix D, the convexity of the demand model has been described.

Depending on the generalized cost ¢,4s) and dispersion parameter 6, the potential number of trips/riders in selecting auto modes
can be computed based on the generalized cost coqm) and dispersion parameter 6. With the assumption that other behavioral pa-
rameters (i.e., socio-demographic characteristics) are given by choice modeling estimators (e.g., Bierlaire, 2003; Kim et al., 2021), the
systematic utility function Ug), which measures the satisfaction in selecting the alternative mode, is assumed to be constant for
simplicity. Eq. (12) denotes an essential form of the disutility/utility function, leading to the number of trips f,4m), from origin o to
destination d with mode m. To simplify the complexity of the decision-making processes, we first consider the integration of Eq. (11)
using a network model.

To assign trip information in a network, the variational inequality (VI) condition is formulated to determine DUE states (Zhou et al.,
2009; Lu et al., 2009). With path flow x,q,m) and path travel cost t,4m), the optimal solutions that satisfy Wardrop’s principle can be
obtained as

DUE condition:

Xodp () (todp(ﬁ) — Cod(m) = 0, Vo, d,p S P(O7 d) ) (13)
Minimum cost definitional constraint:
todp@m) — Codim) = 0,Y0, p € P(0,d)d, 19
where c¢,4(m) is the minimum travel time cost from o to d with mode m. The practical interpretation of Eq. (13) and (14) is that traffic
path flows are assigned to least-cost paths until equilibrium states are reached across all possible paths (Lo and Chen, 2000). Moreover,

to ensure path flow conservation and non-negativity for path flows, additional constraints are written as follows:
Flow conservation and non-negativity constraints:

Z xodp(m) *fod V07d (15)
peP(o.d)
Xodp () > 0, VO, d,p € P(O, d) (16)

Eq. (15) indicates that the summation of path flows is equal to the number of trips obtained from Eq. (11). To clearly express the
complex composite functions involved with the constraints, a fixed-point-based approach was employed. Next, the path travel time
COStS, togm), are calculated, and an incidence matrix that connects the path layers and link layers is embedded to derive link per-
formances and path travel time costs.

Vo = ZZ Z Xodp() X Sodpa (17a)

o d peP(od)

P
Va
THFFTTG<1+(1(CAP> ),Va 17b)
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todp(m Zé,,dpa X Tq,V0,d,p € P(0,d) (17c¢)
cod(m) - m(lond {todp } (17d)

Eq. (17a)-(17d) illustrate the stepwise computation to obtain the final layer of the supply side variable as the path travel time cost.
The first step computes the link volumes by using the results of Eq. (14), and the path-link incidence matrix §ogy, (if link a is on path p,
then 1; otherwise 0). The subsequent step uses the Bureau of Public Roads (BPR) function to obtain the link travel time 7,, from origin
node o to destination node d along path p. Finally, by multiplying the link-path incidence matrix .4, and z,, we can derive the path
travel time costs. This layered composite function then evaluates the minimum travel time cost c,qm) usmg mln {t(,d‘7 }, which can

be explained as a fixed-point formulation (Appendix A). Furthermore, to convert constrained programs with equahty constraints to an
unconstrained program, a reduced gradient method for a typical path flow-based formulation (Jayakrishnan et al., 1994; Chen et al.,
2002) was used in this study. Instead of expressing the flow conservation in Eq. (13), we consider the non-shortest path set as a non-
basic variable and the shortest path flow as the basic variable to ensure that the number of variables can be reduced through the linear

composition function Xegm) = fodm) —Zpep(o_ d)pip Xodp(m) Thus, the constraints defined in Eq. (12)-(17d) in the original nonlinear

optimization program are now expressed as a set of composite functions that are all embedded in the objective function.
Min: Eq. (13) written as

ZZ Z Xodp(m odp — Cod m)) (183)

o d peP(od)

Subject to: variable-coupling equations Eq. (12)

= foam) (18b)
Eq. (15) written as
Xodp(m) = fodm) Z Xodp(im)» VO, d (18¢c)
peP(o,d)
P#p
Eq. (14).
Eq. (16).

Eq. (17a) — (17d).

In this optimization model, Eq. (18a) is the primary objective function with several variable coupling functions to link the demand
and network models. Eq. (17a)—(17d) show that the link volume v, is defined by the summation of the corresponding path flows x,gp ()
with the path-link incidence matrix 6,4pq. The link travel time 7, is then computed by the BPR function, and the path flow travel time
todp(m) is obtained by the product of 7, and the link-path incidence matrix. Please note that to fulfill the shortest path-based assignment,
we use the minimum function to find the lower cost in t,4,m), finding the lowest travel cost coq) (Jayakrishnan et al., 1994).

It is important to note that the proposed nonlinear model MO can be extended to a rich set of demand and supply forms in different
ways to code complex nonlinear functional forms. First, the relatively simple destination choice model (i.e., the travel demand
component) can be extended to more realistic behavior models. For instance, the choice modeling structure can describe travelers’
decision-making patterns in more detail, based on the activity-based framework studied by Bowman (1998). Using the concepts of
downward (conditionality) and upward (accessibility), the activity-based modeling structure can be designed using a top-down
modeling formulation. Specifically, by synthesizing different utility functions defined in the hierarchically layered system (long-
term decision and daily scheduling decision, including tours and trip/stop), modelers can handle the conditionality of each choice
model. Then, by defining log-sum variables (i.e., the expected maximum utility function), we can also design the accessibility between
each layer. Such a nested system of discrete choice models can theoretically model travelers’ activity sequences, where analytical
behavioral models can be used.

Second, the volume delay function (VDF), expressed as the Bureau of Public Roads (BPR) function, can be formulated as a queue-
evolution-based VDF (Belezamo, 2020) and other types of deterministic fluid-based models using polynomial time-dependent arrival
rates (Newell, 1968; Newell, 1982). According to the proposed functional forms, the closed-form solutions from deterministic fluid-
based queuing models can be systematically defined by computing the average system-wide delay as a function of queued demand
and ultimate capacity, which can help us incorporate more realistic system performance models.

In summary, a detailed examination of such nonlinear functional forms found in travel demand modeling and network modeling
can be applied to our approach and will be conducted.

M1: Variable splitting

In the MO module, the common variable appears in both systems, which means that c,qs) is indicated as the generalized cost in the
choice model and the travel cost in the network model. The variable splitting method was used to handle the common variable
simultaneously: Cod(mr’ng@ and ¢}y -

Min: Eq. (18a) written as
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DD Xoawim (todoi) — Coaemy) (192)
o d peP(od)
subject to: variable-coupling equations Eq. (14) written as

todp(m) — Coagmy = 05 ¥0,d,p € P(0,d) .

Eq. (17d) written as

Coam) = Min{togpm) } (19¢)
d =0: variable splitting constraint
Cod(ﬁ) _ sod(ﬁ)a able spl g constral (19d)
Eq. (18D).
Eq. (180).
Eq. (16).

Eq. (17a) - (17¢).

M2: Dualize the constraints for the unconstrained optimization program

To determine the optimal solutions of the constrained optimization subject to equality and inequality constraints, we reformulate
M1 as an unconstrained optimization problem using the augmented Lagrange relaxation method. The three components are dualized:
the VI condition, fixed-point formulations (demand-supply interaction functions), and variable splitting constraints. Eq. (19d) and Eq.
(16) were dualized using Lagrangian multipliers and quadratic penalty functions. Furthermore, to compute composite variables, such
as cod(m we use the constraints in Eq. (17a)-(17c) and Eq. (19c¢).

L (xodp(ﬁ)7 ng(ﬁ) i, ﬂ)

= ZZ Z Xodp(m) todp Cod(m) +ZZ{ ( Cod(m) — ad(ﬁ)>+%<cgd(ﬁ) _Csod(ﬁ)> ] +ZZ Z [ xodp pz(xﬂdpﬁ))z}

o d peP(od) o d peP(od)
(20)

M3: Computational graph-based framework for the sequential architecture

Eq. (20) presents a variable-splitting-based augmented Lagrange relaxation framework with multipliers. To efficiently find optimal
solutions in this layered structure with a large set of decision variables, we employ the principle of dynamic programming (DP) through
the backpropagation mechanism. Eq. (20) is converted into a computational graph-based framework, translating the optimization
problem into a sequentially layered architecture. The unconstrained program can be written as a system of nested composite functions
(Recht, 2016):

& d
Zcear (Xodp(m) Cod(m)’ A.p)

—ZZ Z Xodp(im) (todp(im) — Cod(i) +ZZ Z [ od(m))ﬂL%(ng(m)*Cfm(m) ]*ZZ Z [ (Xodp(m)) ‘02()(0@)2]

o 4 pePlod) o d peplod) o 4 pePlod)

(21)
subject tofoam = &1 (Cogim> 0 TDo) (22a)
Xodp' () = 82 (foagm) ). P’ € {P.P" # D} (22b)
Xogs(r) = 83 (fod(m)» Xoay ) P € {P:P # '} (220)
Va = 84 (Xoay ) Xodp(ri) » Sodpa) (22d)
Ty = §5(Va, FFTTy, a, 5, CAP,) (22e)
todp() = 86 (Tas Sodpa) (22f)
Coaim) = & (toapm)) (22 g)

where Eq. (22a)-(22g) indicate the variable-linking functions to compute the dualized optimization problem Z¢gar, and these
functions enable the powerful capability of constructing feedforward and backward computations through automatic differentiation
(AD). Using this computational graph architecture, the gradients in Eq. (21), which help discover optimal solutions, can be calculated
in a manner of dynamic programming (DP) and symbolical gradients. In other words, this critically important reformulation technique
uses the backward propagation principle in widely available machine-learning packages, further reducing the effort required to
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compute gradients. The details of the computational graph-based functions expressed in Eq. (22a) — (22 g) are presented below.

gi(®) =Eq. (12)

g2(e) = Fixed and non-shortest path flows, X,gym > 0
g3(e) = Fixed and shortest path flows, Xygm > 0
ga(o) = Eq. (17a)

g5(e) =Eq. (17b)

86 (®) = Eq. (17¢)

g7(e) =Eq. (19¢)

Recent approaches for applying machine learning algorithms to efficiently compute higher-order gradients can be found in previous
studies (Wu et al., 2016; Kim et al., 2021) for different problems, such as OD demand calibration and discrete choice model estimation.

As shown in Fig. 2, the sequential structure used to define the composite terminologies and unconstrained optimization problem,
which presents the augmented Lagrangian expression in Eq. (21), can be described as follows. To simplify the expression for the graph-
oriented structure, we considered one OD pair with two paths. The number of decision variables is one cost variable cg A7) and one path
flow variable x,g4,) when applying the reduced-gradient algorithm, Eq. (18¢). In Fig. 2, the n; node defines the formulation in Eq.
(12), we derived the number of trips for the OD pair. n14 and n;5 nodes represent the path travel time cost t,4y(m) and least travel time

cost ¢} A and are substituted into Fig. 2 (b) as the input variables.
Remark 1. To approximate the perfect traffic assignment solution by modeling the path selection, we used the minimum functional
form in the path travel time cost vectors toq,m), selecting the lowest travel time cost value ¢ dm) = min{todp(ﬁ) } Then, this compu-

tational graph-based augmented Lagrangian relaxation (CGLR) optimization function is expressed as:
JCGAL :NZ +N4 +N6 JrNg +N9
= XoapN1 + Ns +22N5 + Loapm, + 22N @3)

2

d Pv( d
= Xodp(mm) (todp@ — Coum) ) +4 (Cod@ — Coagm) ) + §V( .

2
p
Codm) — Cod(mm) ) + AeXodp(m) + Ex(xodp(ﬁ) )

© o 6

Ng = Xoqp(m)Poap Mo = Ng/CAP, Ny = ng

FFTT, Ny e

ny3 = FFTTony,

Ny = 60(111(1 Nyg

1,5 =min{ny,}

(a) CG-based composite function for t,qp(m) and cgd(m) (b) CG-based augmented Lagrangian structure

N;

Fig 2. Illustration of the Sequential Structure for the Composite Values and the Unconstrained Optimization Problem.
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4. Solution algorithm

After translating the proposed optimization problem into a directed computational graph, the partial derivatives of Eq. (23) were
calculated. Note that the simplified case is still used to intuitively explain the chain rules using gradients. With the assumption
mentioned below, we implement AD based on the chain rule and intermediate nodes defined in the graph structure. As stated by
Bartholomew-Biggs et al. (2000), AD operates the chain rule to generate analytic derivatives with respect to the given function, which
guarantees the accuracy of the computed gradients. In addition, by building intermediate nodes in the original function (e.g., nodes in
Fig. 2, such as N, N4, or Ng linking the input nodes and output nodes), it can decompose functions and improve computing perfor-
mance for gradient-oriented optimization.

More importantly, to efficiently compute the iterative nature of this looping structure, we utilized the alternating direction method
of multipliers (ADMM).

Assumption 1. The function, defined in Eq. (21) is a continuous function at any given point.

Assumption 2. The defined optimization problem has the local minimum.

With Eq. (21), and its computation graph is shown in Fig. 2. The partial derivatives of the augmented LR with respect to X,gpm) can
be expressed as

a;/,/c(;AL o 0N10 6N9 aNlo 0Ng 6N7 i ()Nw 0N2
Bx‘,dp@ (}Ng 6x0dp@ laNg ()N7 6x,,dp@ laNz (3xodp(m>

2
= A + PxXodp(m) + N1 @24

= Ax + PiXodpm) + Lodp(m) — Coim)

Similarly, based on the chain rule method and the graph in Fig. 2, we can compute the gradients with respect to ¢ ) and this
computation is achieved using the backpropagation algorithm (reverse-mode automatic differentiation). Owing to this feedforward
expression and backpropagation computation, the efficiency of computing a larger set of decision variables defined in the proposed
model can be guaranteed (Olah, 2015).

To estimate different econometric choice models defined as non-concave logistic formulations (e.g., nested logit model), a quasi-
Newton method (BFGS) was employed. Once the optimal solutions are found via the numerical optimizer, the primal problem and its
constraints are computed to confirm the consistency/convergence criterion. If the method cannot reach satisfactory conditions, the
Lagrangian multipliers are updated. Furthermore, we opted for a large starting value to avoid local minima or plateaus, thus
initializing the multiplier close to 1. Using the exemplified equation, the updating process can be performed as follows:

Pl max{o, Xip (x’;dpﬁ) } (25)

i max{O, +p, (ng(m = Coarm) ) } N

Eq. (25)-(26) denote the Lagrangian penalties involved with path flow positivity and demand-supply consistency, which can be
renewed by the defined constraints and the quadratic penalty parameters, p, and p,. By updating these variables, the building block
language-based program resolves the optimization problem by finding the minimum gap for the UE condition, demand-supply, and
positivity for path flows. This iterative process is completed when the convergence criterion is reached, and the solving process for
CGAL is illustrated below.

Algorithm: ADMM-based augmented Lagrangian method-based integration of demand and supply
Step 1: Initialization
Load demand and network data
Initialize iteration number k = 0;
sk) &) )

Initialize variables Codgimy: Lod(ry Xodp(

Initialize Lagrangian multipliers A and set up quadratic penalty parameters p

d(k)
) and c, )

_Step 2: Minimize the augmented Lagrangian method over each component
Step 2.1: Call the function .Zcgar, (xodp@,cgd@;/l,p) defined in Eq. (21)

Step 2.2: Compute gradients of Eq. (21) using the AD algorithm
d(k)

Step 2.3: Send the results of Step 2.2 to the BFGS optimizer to solve decision variables,x‘k) od(7)

odp () andc
For each component

)
Xodp(im)

Find the optimal variable c:g&)

Find the optimal variable

Compute the decision variables shown in Eq. (22a)-(22g)
End for
Step 3: Compute the defined constraints

Step 3.1: Compute the primal problem, Eq. (19a) with xs;i)(ﬁ)

(continued on next page)
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(continued)

Algorithm: ADMM-based augmented Lagrangian method-based integration of demand and supply
Step 1: Initialization

Load demand and network data

Initialize iteration number k = 0;

Initialize variables cz(dk()m R tgg@ , xg;;)(ﬁ

Initialize Lagrangian multipliers A and set up quadratic penalty parameters p

d(k)
X and c, ()

Step 3.2: Compute the constraints, Eq. (19d) and Eq. (5) with the optimal variables xg;;(ﬁ) and ng(ilz)ﬁ
d(k)
od(m)

)

Step 3.3: Compute the dualized optimization function, Eq. (10) with th(iia o

) and ¢
Step 4: Evaluate the convergence criterion and constraints

Set up the feasibility tolerance gap &g, for BFGS (i.e., 1e-03)

Jk+1 _ JJ(
Check the relative gap —CGAL_—CGAL  100% with egqp
~ZceaL
Check the satisfaction of the defined conditions
Update the Lagrangian multipliers, Eq. (25) — (26) if constraints are not satisfied*

*Note: If the solution does not satisfy the criterion defined in Step 4, return to Step 2.
Remark 2. To have computational ease for the quadratic penalties, p, we use constant values (small numbers).

Remark 3. We set up the initial values of 1 as zero.

Remark 4. To generate the number of feasible paths and travel time costs on those paths, we executed a traffic assignment package,
DTALite, published by Zhou and Taylor (2014).

5. Numerical experiments

In this section, two sets of numerical experiments are conducted to demonstrate the feasibility of finding optimal solutions using the
proposed computational graph-based optimization program and theoretically linking transportation demand and network models. The
first experiment aimed to prove the accuracy of the solutions obtained using the gradient-based algorithm, while the second exper-
iment evaluated the performance of a real road network (Chicago sketch network). Furthermore, we confirm that the algorithm can
find network equilibrium states while fully linking travel demand and network assignment models. Please note that to create the initial
values of path flows and path travel times, we utilize the column generation-based DTALite package published by Zhou and Taylor
(2014) and assume that the total demand in each origin node is given.

5.1. Small network (Iterative Solution, MSA, and gradient descent Algorithm)

This subsection examines the computational accuracy of gradient-based optimization compared to an iterative method and the
method of successive averages (MSA). Specifically, by comparing the reference values (path flows and travel costs) derived by an
analytical formulation, we first checked the performance accuracy of our approach and the number of iterative steps to find optimal
values. A simple corridor network includes two links (or paths) connecting one OD pair. The network attributes of a given corridor are
shown in Fig. 3 and Eq. (12) is used to determine the travel mode choice behavior.

To compute the true reference values, an analytical formulation for identifying the user equilibrium (UE) conditions between two
paths is derived. To readily derive the analytic expression, the parameter values of a and f in the BPR function were assigned as 1.
Then, Eq. (17b) can be expressed as 7, = FFTT,(1 +(vq/CAP,) ), where v, can be expressed as Xoqy(m), and the other path flow variable
can be written as f,qm) — X,qp(m) using the reducing gradient algorithm. It should be remarked that, the above BPR function is typically
used in static traffic assignment, while Zhou et al., (2022) recently proposed a meso-to-macro cross-resolution performance approach
for connecting polynomial arrival queue model to a BPR-based volume-delay functional form. Their macroscopic analytical formu-
lations can be further incorporated to describe oversaturated system dynamics with consistent mesoscopic queue vehicular fluid
model. By considering the UE condition, 7% =4, decision variables Xodp(m) are calculated, and travel time costs ¢, are also obtained.

Freewa}j: Path 1

_— T Configuration Freeway Arterial
// \“\
i b FFTT, 20 min 30 min
CAP, 4000 veh/h 3000 veh/h
TD, 11692.2 Trips
\ / . .
S o BPR Function (a) 1.0
T il BPR Function () 1.0

Arterial: Path 2
Fig 3. Small Network Illustrating the Configurations of Freeway and Arterial (Li et al., 2017).
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Xodp(i))
FFTTF (1 4 22 ) FFTT: (1 Yodm = Xoapim) 27
p ( A ; + AP 27)
Solving Eq. (27), we can derive path flows xo4,m to find UE, which is 5333.33 vehicles/hour, and travel time cost Coqqm is 46.67 min
computed by the first order BPR function. Using these true reference values, we checked the convergence and performance accuracy of
each benchmark method. To manage the common variable needed for both demand and supply, we split coqpm into ng@ and ¢y

Using the gradient descent method, we compute c?, _ and Coaqm> While the benchmark follows the heuristic algorithm:

od(m)
Iterative method:

o ) (k+1) = cogqm) (k) (28)
MSA method:
k k. k ! s k
iy (k+1) = m%d(m)( ) +m%d(ﬁ>( ) (29)
Analytical gradient descent method:
Coaimy (kK +1) = ng(ﬁ) (k) —aVF (ng@ (k) ) (30)

2
where VF (cd(kl ) is the gradient of the defined constraint function and F(c ( k) ) is defined as l(cggfl) - cf,(d’(()f)> , enhancing the

d(m) d(m)

convexity of the given equation. Based on an arbitrary constant value (i.e., training parameter @) and the gradient:VF ( o d(>m ) =

F A A gt .
(cq—cs(ca)) x (1 —TD, x (;C% + % _ %) x ( - M) ), Eq. (30), was updated. With cg’d(ﬁ) (k) €5 (k), Eq. (12), and

(e™ateer)
Eq. (17b), composite values were computed. In particular, f,q (k + 1) was derived using Eq. (12) with cd A7) (k), Xodp(m) (k 4 1) is given

by Eq. (13) with f,4m, (k + 1), andthe first-order BPR function with x,gym) (k + 1) calculates 75 (k + 1) and 7/ (k + 1) values. Finally, by
computing the average of their path travel times, we can determine the travel cost czd(ﬁ)(k +1).

Fig. 4 shows the convergence test between the three experiments. First, the iterative method shows the fluctuation in finding the
solutions, and after 100 iterations, it derives the converged results, 5267.95 vehicles/hour and 46.34 min. The gradient descent
method displays a shape similar to that of MSA in terms of finding optimal solutions. The computed variables are 5268.75 vehicles/
hour and 46.34 min, almost identical to the results of MSA, demonstrating that the gradient-based methodology can find optimal
solutions in different cases.

It should be noted that owing to the exemplified network and linearly defined UE condition, we can establish analytical formu-
lations that cannot easily show the effectiveness of the gradient-based algorithm. If link performance functions are defined as nonlinear
functions and the available paths increase, the network problem can be extremely complicated (Saitz, 1999). Although this experiment
demonstrates that the major advantage of MSA is that it can avoid zigzagging displacements and does not respond to expensive line
search operations such as those proposed by Zhou et al. (2009) and Ryu et al. (2017), there are critical limitations in finding optimal

7000.00 50
Iterative MSA Gradient descent Derative; st MSA Gradient:descent
48
6500.00 (\
//'\(\/\A\/\/\/\/\ BBl
46 \/\/v\/vv \/\/\/\/vvv
L 6000.00 2 / \
z g
&= =
pe 5 44
& s
5500.00 =
H A /\ A AN A 42
| / \ 1\ 4 A WVAVAV/\VAVAVAVAVAVAVAV AAAAAAAAAAAA 2
\
|VTVVYVS
5000.00
40
4500.00 38
1 357 91113151719212325272931333537394143454749 1 357 91113151719212325272931333537394143454749
Iteration Iteration
(a) Computation of X,qpm) (b) Computation of C:,ld(m)

Fig 4. Convergence Comparison Test (Iterative Method, MSA, and Gradient Descent Algorithm.
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path flow patterns and OD demand at a higher congestion level as well as a larger transportation network. Sbayti et al. (2007) stated
that the MSA method, specifically applied in path-based formulations for medium-sized networks, results in explicit storage of path sets
and path assignments, thereby increasing the number of computing iterations to find converged variables. Furthermore, in a more
heterogeneous mixture of traffic conditions (e.g., time-variant dynamic congestions), MSA might be used as a valid starting point of
deriving feasible equilibrium solution based on mesoscopic simulation or Macroscopic Fundamental Diagram (MFD) (Yildirimoglu and
Geroliminis, 2014). On the other hand, because of the absence of a mathematical formulation for minimizing the relative gap in travel
costs between inferior paths and current optimal (auxiliary) paths, MSA does not offer high-quality convergence under high congestion
conditions.

Coupling MSA with a Block Gauss-Seidel decomposition, Florian et al. (2002) computed the network equilibrium formulation in
one block and evaluated demand elements (trip distribution/mode choice) defined in the other block. This decomposition method can
improve computing efficiency by reducing the number of iterative steps, but ADMM offers a well-defined analytical formulation of
linking and decamping the two model components and holds the potential for solving complex transportation models with multiple
integrated subsystems. It is worth noting that a partial linearization algorithm is another approach used to find optimal solutions for an
integrated modeling system. Through direction-finding and line search, Oppenheim (1995) calculated the stochastic process and
evaluated the objective function and its derivatives. As explained, this approach has shown the critical challenge and importance of
handling the complexity of deriving the derivatives of logit-based functions. In other words, the CG-based algorithm can improve the
efficiency of evaluating complex gradients analytically.

5.2. Comparing solutions based on mathematical programming solver and Graph-Based ADMM method

With the demonstration of the gradient-based approach, this experiment aims to assess the accuracy of solving the highly complex
optimization problem, compared to standard optimization solvers using a mathematical programming language (AMPL) developed by
Fourer et al. (1987). Programming the mathematical expression defined in Eq. (21) into AMPL and the graph-oriented ADMM
approach, the objective function of finding the optimal path flows and travel costs is solved. In order to solve the nonconvex problem,
AMPL uses the BARON global optimization solver, the graph-based ADMM method executes the iterative BFGS optimization. More
detailed description of the global optimization solver BARON can be found in Sahinidis (1996). For this accuracy test, we sampled a set
of the origin—destination pairs available in Chicago Sketch Transportation Network. Table 3 represents the optimization results of
AMPL/BARON and the graph-based ADMM algorithm. In this example, we consider one origin node and multiple destination nodes;
the number of the available origin—destination paths is nines. As shown in Table 3, both solvers find the optimal solutions of the path
flows and travel costs while satisfying the user equilibrium condition.

We have recognized that there are decimal differences between the two programming tools, but in general, the optimal solutions
from our approach are close to the global optimization results. This is important to note that the BARON solver enables us to efficiently
solve this nonconvex problem, but the standard solver has encountered a difficulty in solving a large number of variables (i.e., path
flows and travel costs) and obtaining the global solutions; the maximum number of the variables that can be solved by BARON for this
complex integrated demand-supply structure was thirty-two variables. Through this experiment, we demonstrate the graph-oriented
programming framework holds the potential to efficiently find optimal solutions for a reasonably large set of the demand/supply
variables with complex nonlinear interactions.

In this experiment, the solution of BARON was regarded as the global solutions and was used for the accuracy test of CG-ADMM
with the Pearson correlation tests. As shown in Fig. 5, the path flows and costs from CG-ADMM were strongly correlated with the
AMPL/BARON results, which were 0.7458 and 0.9700. More interestingly, the total CPU time of BARON used was 363.4 s on average,
while CG-ADMM took only 41.66 s with a speed-up ratio of about 8 times.

5.3. Real-World case study (Chicago sketch transportation Network)
This subsection addresses the applicability of the computational graph-based optimization program in the Chicago transportation

network, which is one of the highest transit ridership areas in the U.S. (Hughes-Cromwick and Dickens, 2018). Recognizing the
importance of analyzing the impact of mode choice behaviors between personal vehicles and transit on the built network, we examine

Table 3
Optimization Results Comparison between AMPL/BARON and Graph-Oriented ADMM Approach.
Origin ID: 1 AMPL/ BARON Graph-Oriented ADMM Difference (%)
Destination Path Path Flows,x Costs,c Path Flows,x Costs,c Total Path Flows Total Costs
1 D1 181.61 3.06319 181.601 3.063023 0.097 % —0.5375 %
2 D2 207.82 4.10758 207.853 4.107368
3 P3 110.815 5.68181 110.828 5.681702
P4 1.9167e-14 5.79119 —0.0002105 5.681725
4 Ds 204.768 7.21798 204.806 7.218197
5 De 108.274 5.49861 108.285 5.498685
6 D7 67.499 7.528 67.498 7.527913
DPs 6.2522e-14 7.63738 4.65769e-05 7.527915
Do 3.1847e-14 7.70981 —9.3587e-06 7.637479
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Fig. 5. Optimal Path Flows/Costs Comparison between CG-ADMM and AMPL/BARON.

the capability of linking the behavior patterns and network models for the temporal equilibrium while finding the optimal solutions for
the flow equilibrium. According to Fig. 6, the number of nodes is 933, and the number of links is 2,950. In addition, under a congested
traffic state, the number of generated paths is 285,959, and the number of origin—destination pairs is 142,890. Therefore, the total
number of path flow variables x,g,) and travel costs ng(m) to link the demand and network models is 428,849, and the size of the path-

link incidence matrix is 285,959 x 2,950. In this study, to evaluate the feasibility of the proposed mathematical optimization program
and avoid the computational burden of finding a large set of decision variables, we selected a few pairs of origin—destination matrices
pairs. Consequently, the number of x,4m) to be computed is 3,835, and the number of cg ) is 1,012, as shown in Fig. 6, where the
colored blue lines indicate path flow sequences. The dataset of this network can be downloaded from the following website: https://
github.com/asu-trans-ai-lab/Path4GMNS/tree/master/dataset.

In this study, five different origin nodes are selected. We sequentially find optimal solutions for each origin—destination pair using
the CG-ADMM method. To validate this optimization algorithm, we tested the convergence of the objective function through Eq. (21)
while achieving the satisfaction of the constraints. In other words, the three components of minimizing the optimization problem are
tested: the “bridge gap”, which assures the linkage constraint of demand-supply units in Eq. (19d), the user equilibrium gap, which
presents network equilibrium states; and the path flow positivity in Eq. (16).

Fig 6. Chicago Sketch Transportation Network.
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In Fig. 7, each subplot indicates the results of the defined constraints and the convergence of the objective function. We first
illustrate the result from origin id 1 with multiple destination ids; the number of od pairs is 229 and the paths are 639. Fig. 7(a) shows
the relative gap between demand and supply. If the optimized variables (i.e., ng(ﬁ) and ¢} d@) are not close to each other, the variance

of the two variables is largely distributed. In this case, except for a few pairs, the proposed model was able to find consistent solutions.
Fig. 7(b) represents the user equilibrium condition, where most of the measured data points are found near zero, displaying the
equilibrium state. The average UE gap in this scenario was 0.058. Furthermore, Fig. 7(c) shows the positivity of the path flows X,gpm).
The convergence of the objective function is shown in Fig. 7(d). The number of iterations of the BFGS algorithm was 500, and we set
the tolerance value to 0.001. This condition indicates that if the relative gap between the previous step and the current step is smaller
than the tolerance, then the numerical optimizer is stopped. Checking for the satisfaction of the restraints, we decide whether to update
the Lagrangian multipliers.

Assuming the mutual exclusivity of each origin-destination pair, we execute numerical experiments on different OD pairs. The
configuration setting for the BFGS algorithm followed the aforementioned values, and the average computing time for solving the
objective function and obtaining optimal solutions was approximately 80 s. The average values of each constraint, namely, the UE gap,
“cost-bridge” gap, and path flow positivity, are listed in Table 4.

5.4. Real-World case study (Chicago sketch transportation Network) with Beckmann'’s formulation

The last subsection of the chapter introduces how a large set of unknown variables can be solved through a newly suggested
formulation. From the adopted objective function (gap-based formulation), we have recognized the limitation of finding optimal path
flow variables. For instance, the Chicago sketch network has 285,959 path flows between origin-to-destination pairs, which could be a
hard optimization problem such as calculation of the inversed hessian matrix with the large set of the variables while satisfying the
dualized constraints in Eq. (20). To handle the difficulty, Beckmann’s formulation has been adopted in this numerical experiment,
which can guarantee the convexity of the link performance function and enable us to reduce the number of the constraints defined in
the objective function (Beckmann et al., 1956). Instead of solving the previously defined objective function (Eq. (20)), the user
equilibrium solution for the path flow-based objective function can be expressed as: Table 5.

& Xoapi
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Eq. (31) presents the reformulated Beckmann’s formulation with the path flow positivity constraint, finding the optimal path flow

variables through the link performance expression defined as the BPR function. 5‘" is the incidence matrix to convert path flows into
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Table 4
Optimization Results: Five Different Origin Nodes.
IDs OD Pairs Time User Equilibrium Gap Path Flow Positivity Demand-Supply Consistence gap
(Paths)
Min Max Avg Min Max Avg Min Max Avg
1 229 (639) 75s —0.04 11.02 0.06 —0.02 392.71 7.53 -2.79 32.49 —0.00
2 236 (763) 8ls -0.12 48.48 0.17 —0.03 731.93 8.66 —4.20 10.18 0.00
3 247 (730) 80s —0.94 8.30 0.04 —0.16 1422.13 13.07 -3.71 55.18 0.00
4 250 (902) 83s —1.03 9.68 0.06 -0.17 990.58 9.94 -10.9 61.75 0.00
5 279 (801) 77 s —0.48 22.98 0.08 —0.08 3033.68 20.44 -13.6 36.0 —0.00
Table 5
Formulation for Interactive Variables (i.e., Costs on Demand Side and Supply Side).
Solution algorithm Formulation Step size Publication
Method of i k-1 1 Iterative st 1/k
ethod of successive average Ay =k + erative steps (1/k) Florian et al. (2002), Lin et al. (2008), Zhou (2008)
C tant ight d - d Fixed
onstant welg Chpr = (1= w)e +weg ixed W) Boyce et al. (2008)
. - 1 S .
Gradient projection o = () + Eln(xk) Self-adaptive Zhou et al. (2009)
"
Descent direction Cﬁ =t (X(fk( . ))5) Line search Ryu et al. (2017)
Analytical gradients using AD o =c Lagrangian penalty This paper

link flows. It should be noted that there are two critical challenges, multiplication of the large set of the unknown variables and
computation of the inversed matrix. As presented, the number of unknown variables is close to 300,000 variables which cause the out
of memory issue (e.g., memory usage can be 300,000 x 300,000 x 32bits = 2.88 x10'2 bits or 360 gigabytes) and increase the
complexity of computing matrices. In light of this, we have re-structured the incidence matrix as an array-based form (e.g., 300,000 x
1) to minimize the memory usage and reshaped the matrix as a spare-dense matrix that can significantly reduce the memory and
complexity of the problem. In addition, the limited-memory BFGS has been used to avoid saving a dense inversed Hessian matrix (n x
n).

Refactoring the formulations and implementing the new optimization algorithm, we have found the optimal path flows that can
more minimize the relative gap compared to DTALite with a highly efficient computing time. Fig. 8 presents the improved results of the
relative gap function, which can potentially help us find more accurate optimal solutions when compared to the DTALite solutions. As
shown, the initial relative gap was the same as the DTALite result, but ADMM-based Beckman objective function with the analytically
computed gradients (automatic differentiation) enables us to find the smaller relative gap within 10 iterations. That is, the graph-
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Fig 8. Relative Gap Comparison between CG-Based Optimization and DTALite.
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oriented reformulation for objective functions can be extended to link different modeling components and possibly solve more complex
structural problems (e.g., analytical solutions to find and integrate demand-supply equilibrium). In addition, by initializing different
ADMM multipliers, we evaluated the robustness of the proposed formulation. As shown in Fig. 8, each multiplier followed similar
convergence patterns, and the multiplier A with a value of 1.0 showed the lowest relative gap results compared to the other multipliers.

6. Summary and conclusions

In this study, by developing analytical/gradient tractable structures with computational graphs, we propose an augmented
Lagrangian relaxation framework (CG-ADMM) to find primal and dual solutions for a consistent integration of demand-supply models.
First, we construct a variational inequality formulation and constraints to follow Wardrop’s principle. In this mathematically-oriented
reformulation framework, by splitting the common variable used in both the demand and supply sides, we created linking constraints
that can minimize the gap between demand and supply components. To compute the gradients of the decision variables (i.e., optimal
path flows and traveling costs) of the objective function, automatic differentiation (AD), specifically the reverse-mode AD algorithm,
was conducted. Transmitting the gradients into the numerical optimizer (BFGS), we found the optimal decision variables, with the
program constantly updating the Lagrangian multipliers to minimize the UE gap and bridge gap (demand-supply consistency gap)
while maintaining path flow positivity. To demonstrate the effectiveness of the proposed approach, numerical experiments were
conducted, including a small network and the Chicago sketch transportation network. The computational graph-based augmented
Lagrangian relaxation (CG-ADMM) method can provide effective computational methods for solving this class of highly nonlinear
problems involving complex demand-supply interactions.

Compared to prior studies in Table 4, our proposed method, including the consistent coupling constraint, would be a promising
model reformulation framework that providing sufficient descriptive ability for interactive transportation systems.

The coupling formulations presented in previous literature in Table 1 are not modeled explicitly as constraints (e.g., gradient
projection or descent direction). Instead, they are indirectly enforced through optimality conditions in the final stage, resulting in the
insufficient establishment of highly interactive transportation systems. In comparison, our proposed mathematical programming
model specifically includes and further dualizes the coupling condition to better measure demand and supply interactions during the
solution-finding process.

Overall, although transportation modelers have developed comprehensive modeling structures with heuristic algorithms and
follow iterative sequential processes to solve mathematical objective functions, find optimal path flows, and travel costs to satisfy
equilibrium states, our proposed methodology aims to advance the kernel of coupling/developing interactive transportation systems
by providing (1) a consistent mechanism to mathematically integrate the accessibility cost on the demand side and the travel cost
computed by traffic assignment; (2) gradient-oriented approximation to solve complex objective functions composed of the costs, path
flows, OD flow patterns, and choice probabilities, and (3) the computational power of calibrating a large set of decision variables in a
real transportation network. In other words, determining step sizes based on the analytical gradients could offer a numerically stable
solution-finding approach compared to simple “averaging” manner. Furthermore, the included analytically derived dynamic supply-
side functions could better mitigate the inconsistency between the demand and supply variables in terms of flow, cost, and choice
probability. Finally, solution algorithms designed to directly minimize and reduce the model gap measure iteratively could be
extended to solve more complex integrated travel demand and network modeling architectures.

With this graphically oriented mathematical modeling framework and its solution algorithm using automatic differentiation (AD),
our research further focuses on two aspects:

e Extension of the modal split-traffic assignment modeling structure to consider more realistic scenarios (behavioral richness and
spatio-temporal dimension): As stated in studies by Zhou et al. (2009) and Ryu et al. (2017), to have more behavioral richness in a
top-down sequential system, a hierarchical choice structure will be defined by satisfaction functions or log-sum terms and con-
structed using computational graphs to calculate the analytical gradients with respect to decision variables. By doing so, we can
generate more realistic behavioral coupling constraints in the model while ensuring computational efficiency in dealing with highly
complex composite terminologies. Furthermore, for consistency in the representation of behavioral units, spatial relationships, and
temporal scales (Pendyala et al., 2012), spatial-temporal constraints must be dualized in a potential modeling framework (Liao
et al., 2013; Chow, 2018; Mahmoudi et al., 2021, Xiong et al., 2021).

Problem decomposition for a larger-scale network experiment: With high-performance computing techniques used for the cali-
bration of a large set of decision variables, we will evaluate the applicability of a programming architecture at the national level,
capturing a wide range of emerging patterns in the transportation ecosystem (Auld et al., 2016). We would study different types of
quasi-Newton methods, such as limited-BFGS or a first-order method and the ADAM optimization algorithm (Kingma and Ba,
2014), to improve the computing efficiency of finding optimal flow patterns, costs, and decision makers’ choice probability while
satisfying consistency in the representation listed above. Consequently, we can further address a broader set of transportation
system modeling challenges, land use-transport interaction (Acheampong and Silva, 2015), congestion, emergency response
planning, and toll/incentive issues in built network environments.

7. Model implementation

This proposed framework has been implemented based on the Python code, which can be downloaded at https://github.com/
Taehooie/CGEquilibrium. In this folder, users can find the transportation network datasets as well.
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Appendix A. . Fixed-Point formulation of the interaction between transportation demand and supply

x = feasible path flows obtained traffic assignment package (Zhou and Taylor, 2014) (A1)
7(x, a, §) = link traveling cost (A.2)
t(z(x, a, ) ) = path traveling cost (A.3)
MNL(t(z(x,a, f) ); 0, U) = choice behavior resulting from (A.3) (A4
f(MNL(t(z(x,a, ) );0,U),0D ) = path flows based on OD demand and (A.4) (A.5)
S(f(MNL(t(z(x,a, ) );60,U),OD ) ) = path cost mapped by the incidence matrix (A.6)
t(z(x,a,p)) = S(fF(MNL(t(z(x,a,p) );0, U ), 0D ) )the fixed — point formulation (x > O and x € D) (A7)

Appendix B. . Difference between automatic differentiation and the chain rule in computing gradients of a composite
function

The fundamental process of decomposing differentials is similar to the chain rule approach; however, there are two different
features that distinguish AD from the chain rule. As stated in Bartholomew et al. (2000), AD carries floating-point numerical values
instead of differentiating the symbolic expressions decomposed and reduces the complexity of computing the complex composite
function. Furthermore, by using intermediate variables as checkpoints, the AD algorithm can save memory. For instance, we provide a
simple example, h(x) = f(g(k(x) ) ) and show how intermediate variables are defined. By defining intermediate variables w; in each
decomposed element, we can store the computed gradients and carry numerical values. However, as the pure chain rule approach
needs to compute the symbolic expressions without the stored variables (i.e., intermediate variables), the computational cost is much
higher than that of AD.

Automatic Differentiation (AD) Chain Rule

oh(x)  of(wa) dwa owy oh(x) _

o = w ow e o = J(8k(x)) )gk(x) Jk(x)
where,wy = x

w1 = k(Wo)

wy = g(w1

)
w3 =f(wz) =h(x)
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Appendix C. . Illustration: Fixed point approach and variable splitting (Decomposition)

Subproblem I: Demand Subproblem II: Supply
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Fig. C1. Optimization Algorithms: Fixed Point and Variable Splitting

Appendix D. . Convexity of demand model

e—ﬂcod(ﬁ) + U["—ﬂ

Vo, d (C1)

foam) = TDog X . Zmﬁe*g%d("‘) o
The convexity of the demand model can be proven by showing the positivity of the second derivative of Eq (12), the logistic probability
formulation. For the simplification of the differentiation of the equation, assuming #—1 and omitting the utility expression of U, the
given equation was reformulated as:

e~ Codim)

Poam) = e g ewm €2
Differentiating the function with respect to cyq(m), we can compute the first order derivative of C.2; in this logistic, we consider the two-
mode choice behavior (auto versus non-auto)

apod(ﬁ) _ ( eCod(m) Cod(m) )

- Coay € R : ecod(m]‘f’cod(ﬁ] 0 ,
OCod(m) (eodm) — gFodtm )27{ od(m) # 0} .

Because of the continuity and adaptation of automatic differentiation, the second derivative of C.3 can be derived by the multiplication
of the above expression:

d (ot *Coaim )
Woam  \ (€St + efoam )2
(ecod<m)+fod(m] ) (eCodim) — gCoutm) )

(C.49)

(ecud(m) + gCod(m) )3

The positivity of the second order derivative can be true if coqm) exists in the positive domain.
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