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Abstract

Artificial social intelligence (ASI) agents have great potential to aid the success of individuals,
human-human teams, and human-—artificial intelligence teams. To develop helpful ASI agents, we cre-
ated an urban search and rescue task environment in Minecraft to evaluate ASI agents’ ability to infer
participants’ knowledge training conditions and predict participants’ next victim type to be rescued. We
evaluated ASI agents’ capabilities in three ways: (a) comparison to ground truth—the actual knowledge
training condition and participant actions; (b) comparison among different ASI agents; and (c) compar-
ison to a human observer criterion, whose accuracy served as a reference point. The human observers
and the ASI agents used video data and timestamped event messages from the testbed, respectively,
to make inferences about the same participants and topic (knowledge training condition) and the
same instances of participant actions (rescue of victims). Overall, ASI agents performed better than
human observers in inferring knowledge training conditions and predicting actions. Refining the human
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criterion can guide the design and evaluation of ASI agents for complex task environments and team
composition.

Keywords: Artificial social intelligence; Theory of mind; Evaluation; Human observer criterion; Base-
line; Minecraft; Search and rescue

1. Introduction

In the two tragic airline accidents involving the Boeing 737 Max 8, it seems likely that
advanced automation or artificial intelligence (Al) system failed human teammates. News
reports stated that automation on each aircraft (Maneuvering Characteristics Augmentation
System or MCAS) incorrectly predicted an engine stall, took control of flight surfaces, and
pitched the aircraft into the earth; 346 people died (Hamblen, 2020). Imagine if a more
advanced Al system could infer the pilots’ beliefs about the system status and its cause,
predict what pilots would do to restore stable flight, and give pilots instructions on how to
diagnose and solve the problems. Flight operations would be much safer, and some disasters
would likely be avoided.

The ability to infer a human’s states (e.g., beliefs, emotions, knowledge) relates to the level
two cognitive process in Endsley’s (1995) situation awareness framework—comprehension,
and the ability to predict their future state associates with the level three cognitive process—
prediction; both influence individual performance. Related laboratory research found precur-
sors to disasters in the brittle interactions between a synthetic pilot and the crew of a simulated
uninhabited aerial vehicle (UAV; McNeese et al., 2018). In the McNeese et al. (2018) study,
a communicative synthetic pilot failed to anticipate and adapt to the information needs of
human teammates, and team performance suffered. In these real-world and laboratory cases,
intelligent systems lacked the social intelligence to recognize the beliefs of the operators
and failed to assist the human team members in achieving joint goals. For Al agents to assist
humans in succeeding in critical missions, they should first be able to infer the state of humans
and predict their actions.

There is limited literature on ASI agents’ dynamic inferences and predictions. This study
aims to understand humans and ASI agents’ strengths and weaknesses through different ways
of accuracy evaluations in a search and rescue task environment. As the first attempt to
develop and evaluate ASI agents’ capabilities in complex task environments, this research
provides empirical data to the literature on ASI agent development and evaluation withone
human player in a dynamic task environment.

The following sections include a brief review of the theoretical background of artifi-
cial social intelligence (ASI), a description of the experiment, the process of establish-
ing the human observer criterion of inferring players’ states and predicting their next
actions, and the evaluation of ASI agents and human observers’ accuracy in inferences and
predictions.
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1.1. Social intelligence and Artificial Social Intelligence

Thorndike (1920, p. 228) originally defined humansocial intelligence as “... the ability to
understand and manage men and women, boys and girls—to act wisely in human relations.”
This definition includes the cognitive understanding of other individuals and behaviorally
interacting with them appropriately—at the right time in the right way for a good outcome.
Likewise, many researchers defined social intelligence in terms of behavioral effectiveness in
social situations (Ford & Tisak, 1983; Walker & Foley, 1973). Barnes & Sternberg (1989, p.
263) defined social intelligence partly as inferring human relationships through “the ability to
accurately decode social information.” The goal of accurately decoding social information is
to behave effectively in social situations, so both understanding and actingare important.

Appropriate social tasks are required to develop effective ASI agents to test their capa-
bilities. Thus, we reviewed tasks that exercise varying aspects of human social intelligence.
The first aspect is the ability to infer a person’s habitual dispositions based on the facts of
a certain group of people to whom the person belongs (Frith and Frith, 2006). People may
judge on the impression of warmth, competence, and morality (Fiske et al., 2007, Wojciszke,
1994). One study used telephone surveys, describing a typical group of people and asking for
participants’ responses (Cuddy et al., 2007). Another study used pictures to ask participants
to judge (a) whether a couple in a picture was in a real relationship or just two strangers and
(b) which of the two people in a picture was the supervisor (Barnes & Sternberg, 1989). The
relationship judgment study carefully examined the accuracy of participants’ inferences and
rationales. However, describing the impression of an individual based on a written description
of a group or judging relationships in pictures cannot capture changes over a series of tasks.

The second aspect of social intelligence is the ability to recognize others’ emotions and
share their feelings, or empathy, via facial expressions or bodily behaviors (Frith and Frith,
2006). The Reading-the-Mind-in-the-Eyes test (RMIE; Baron-Cohen et al., 2001) has been
widely used to test adults’ ability to recognize complex emotions (e.g., shame, curiosity)
through viewing 36 images of eyes. This task is context-free and was found to be a good
predictor of humans’ theory of mind (ToM; Leslie, 1987) under constrained communication
(Engel et al., 2014). However, the test differs from people’s tasks in real social interactions.

The third aspect of social intelligence is the ability to infer others’ beliefs and knowledge—
understanding another entity’s point of view (Frith and Frith, 2006). This concept is the same
as developing a ToM, which can be achieved through (a) spatial perspective taking (Creem-
Regehr et al., 2013) or (b) mental perspective taking or mentalizing (Frith and Frith, 2006). In
a study exploring spatial perspective taking, participants were asked to report what someone
else would see from a different position (Vogeley et al., 2004). Spatial perspective-taking
tasks have been used to study the development of ToM in children (Viana et al., 2016). In
mental perspective-taking research, participants were given verbal or pictorial instructions
to interpret a character’s thinking and predict their behaviors (Wolpert et al., 2003). In these
cases, participants normally execute these tasks offline (i.e., looking at static pictures without
direct interactions), and the findings bear the same inability to reflect changes over time.
Rabinowitz et al. (2018) proposed the novel concept of Machine Theory of Mind (MToM),
which uses meta-learning to build models of other agents’ mental states, including inferring
false beliefs. The concept of MToM has not been empirically tested.
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Fig. 1. ASIST model (adopted from OUTREACH@DARPA.MIL, 2019).

The fourth aspect of social intelligence is the ability to predict a person’s next possible
actions, intentions, and bodily and mental states on a movement-to-movement basis (Frith
and Frith, 2006). This process considers the possible dynamics of individual actions. For
example, a robotic agent can observe humans’ actions, infer latent human mental states, and
adjust its goals (Hoffman and Breazeal, 2004). It is worth noting that an observer’s domain
expertise influences the ability to predict another person’s course of action. For example, a
high-performing basketball player can outperform a novice basketball player in predicting
another basketball player’s actions (Frith and Frith, 2006).

Social intelligence literature inspires us to define ASI as the software agents’ capabili-
ties to infer humans’ mental states, predict their next actions, and act appropriately. Testing
these capabilities through descriptive survey questions (e.g., Cuddy et al., 2007) and isolated
images (e.g., Barnes & Sternberg, 1989, Baron-Cohen et al., 2001, Viana et al., 2016) is
insufficient for continuous real-world tasks, especially due to the emerging need for real-time
detections (DeCostanza et al., 2018). When Al and robotic agents work together with humans
toward a joint goal, the ability to infer individuals’ and teams’ mental states (e.g., knowledge,
beliefs) in realtime and predict their next actions in an interactive and ongoing task scenario
is critical for Al to provide helpful and timely interventions. Fig. 1 illustrates the general pro-
cesses of human—Al interaction and the goal of generating effective human—AlI collaborations
(OUTREACH@DARPA .MIL, 2019). ASI agents would proactively engage people in a social
manner to achieve a goal. These intelligent agents will play an increasingly important role in
advising and executing tasks previously handled solely by humans.

1.2. Evaluating ASI agents and establishing human observer criterion

Evaluating ASI agents’ capabilities is an important step in guiding the direction of devel-
opment, identifying weak points for improvement, and providing evidence for deployment
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decisions. Evaluating the underlying ASI agents’ capabilities is crucial throughout the life
cycle of developing and deploying such ASI systems.

Using ground truth (i.e., participants’ actual knowledge and actions) to evaluate the
ASI agents’ accuracy in inferences of human states (e.g., emotions, knowledge, and goals)
and predictions about human actions is the most objective approach when ground truth is
available. We could also compare the performance of multiple agents and human capability
on the same inference and prediction tasks, then use human performance as a criterion (or
reference point) for comparing ASI agent capabilities. Human observers could provide their
rationales concerning their inferences on prediction tasks. This is to set up what is reasonable
to expect from ASI agents. Some rationales and insights may help ASI agent developers
improve ASI agents’ ability to understand human players, though not all developers care
about human rationales, and humans’ rationales are not always reliable. The capabilities
of ASI agents depend on designers’ understanding of social intelligence, as well as the
programming skills of their developers. This comparison approach could help determine
whether ASI agents are significantly better (or worse) than humans at assisting other humans
or executing specific human tasks. That is, it enables us to identify areas in which ASI
or humans excel, based on differing strengths of humans and ASI agents. Fitts (1951)
listed humans’ strengths in detection, perception, judgment, induction, improvisation, and
long-term memory, as well as machines’ strength in speed, power, computation, replication,
simultaneous operations, and short-term memory. Recent Al transformer models, such as
Chat Generative Pre-trained Transformer (ChatGPT), suggest that AI may be proficient at
generating coherent descriptions and explanations that are nonetheless factually inaccurate
(Open Al, 2022). There have been very effective human—Al teams that take advantage of the
strengths and weaknesses of each entity and that work together in a complementary approach
(Muller, 2022). This study focuses on ASI agents and humans’ certain inference and predic-
tion capabilities through different ways of accuracy evaluations in a search and rescue task
environment.

2. Methods

Researchers from six research institutions in the United States developed six ASI agents
(#3, #4, #5, #6, #7, and #8) to run in a customized urban search and rescue task environment in
Minecraft. The agents were allowed to infer some aspects of human mental states and predict
certain actions of the researchers’ choices. Only three agents (#3, #6, and #7) demonstrated
capabilities of inferring specifically knowledge training conditions and predicting the next
victim type to be saved, which were comparable to human observers’ tasks. The following
sections describe the relevant components of the experiment, the process of establishing the
human observer performance criterion, and the relative inferential and predictive accuracy of
these three ASI agents and human observers. The details of this experiment (a.k.a., ASIST
Study 1) and survey items are accessible on the Open Science Framework website (see Huang
et al., 2020).
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Fig. 2. The Bird’s-eye view of the Minecraft building structure (black blocks in the hallways are blockages).

2.1. Experiment environment

Minecraft has many benefits as a research platform (Bartlett and Cooke, 2015, Corral et al.,
2021), so we developed a search and rescue task environment in Minecraft (see Figs. 2 and 3).
The mission goal was to maximize points by rescuing critical and noncritical victims, repre-
sented by yellow and green Minecraft blocks with a face on the surface. Each participant
completed three 10-min missions at varying complexity levels (i.e., easy, medium, and diffi-
cult) in a counterbalanced order. Three mission maps had the same number of victims (with
a different distribution based on the distance from the start point) and varying blockages. The
participant’s computer interface (see Fig. 3) showed a Minecraft environment, a 2D static
mission map, a notepad, the number of points accumulated, and the mission countdown timer
throughout the mission.

2.2. Experimental design

To evalua the accuracy of human and agents’ inference and prediction, we manipulated two
types of knowledge trainin addition to the basic training. The first type was the knowledge of a
victim detection device to detect victim types at the door without entering a room, regardless
of whether the room was blocked by rubble or not. The text “beep” appeared in the chat
window to indicate only low-risk victims (LRVs) in a room (see Fig. 3), and “beep beep”
indicated at least one high-risk victim (HRV) in a room, regardless of whether there are LRVs

A ‘0 “S9L8ISLT

“sdy woxy pa

QSULOIT suowwo)) aANea1) afqesrjdde oy Aq pauIaA0S are sa[ONIE YO 2N JO SA[NI 10§ KIeIqIT AUIUQ AJ[IAY UO (SUONIPUOD-PUL-SULID)/ WO KI[IM" AIRIqI[auI[uo//:sdNy) SUONIpUO)) pue SWId T, oY) 39S "[+707/90/71] uo Kreiqr autuQ L1 ‘85971 sdoy/1 11 1°01/10p/wod Kofim*K1eiq



L. Huang et al./Topics in Cognitive Science 00 (2023) 7

Device: Beep
Device: Beep

Fig. 3. Participant interface. Note: Left % window = Minecraft with a first-person view rescuing a low-risk victim

in green; bottom left text = beep signal for low-risk victims; bottom center in the Minecraft window = points
accumulated; top-right black square = participant face video (covered to protect identifiable info); mid-right =
screenshots of their planned route on the building map;bottom right = notepad for o.

also present. The victim detection device did not differentiate the number of victims of each
type in a room and did not beep for any other reason than victim presence.

The second type of knowledge training concerned the trade-off between the different point
values for the two types of victims and the time required to rescue each victim. Two types of
victims awaited rescue: 24 low-risk victims (LRVs; colored green, each was worth 10 points
and took 7.5 s to rescue) and 10 high-risk victims (HRVs; colored yellow, each was worth
30 points and took 15 s to rescue). LRVs were always rescuable during the entire mission,
whereas HRVs would die within 5 min after the mission started, making them no longer
rescuable.

The knowledge manipulation created three between-subject conditions: 1 (training for both
knowledge: victim detection device signals + victim trade-off), 2 (trade-off training), and 3
(neither training). We did not includthe trainiconditdetection devicealonbecause justdetecting
the types of victims would not lead to rescue prioritization behaviors witho. Both the victim
detection device signals and victim value trade-off were functional in all three conditions,
with the only difference being participants in Conditions 1 and 2 were explicitly trained on
both or one type of knowledge. Participants in Condition 3 (neither training) would not know
the meaning of the device signals (i.e., the “beep” and “beep beep” messages) nor the higher
number of points assigned to the HRVs. Participants in all three conditions receive common
training on basic game rules except for these two types of knowledge.

Participants completed a training knowledge test via Qualtrics to ensure they understood
the training knowledge in their conditions (Appendix B). If one question was answered
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incorrectly, participants would review the training slide, repeating it four times until their
answer was correct. Most people could answer all questions correctly within two tries. How-
ever, one participant tried four times and partially failed one question: he picked only one
of the two correct options from a multiple-choice question: “The device beeps twice when
(Mark all that apply).” The correct answers should be “There are only yellow victims in the
room” and “There are both yellow and green victims in the room.” We did not exclude this
participant because (a) his error was discovered after the experiment was completed, (b) in
his first two tries, he did select the two correct answers separately, and (c) he answered all
other questions correctly.

2.3. Participants

An a priori power analysis was conducted using G*Power3 (Faul et al., 2007) to test the
difference between the means of three knowledge training conditions by three counterbal-
anced missions using an F-test with an effect size (f = 0.25), an alpha of 0.05, and a power of
0.95. We selected the F-tests family with the option of “ANOVA: Repeated measures, within-
between interaction” which resulted in the requirement of 54 participants. To prevent data loss
due to technical issues, we ran 57 participants in total, with 19 participants in each condition.

Participants were recruited through the online forums of a large southwest university and
Minecraft player communities. Participants were required to be fluent in English, have normal
color vision, have experience playing Minecraft with a computer mouse and keyboard, and be
at least 18 years old. The 57 participants were 18-39 years old (mean = 21.19, SD = 3.80),
with 42 males, 14 females, and one who preferred not to report gender. The participants in the
three conditions had similar gender distribution. All participants had at least some college-
level education; 47 of them were currently enrolled college students. A total of 27 participants
identified as White, 16 as Asian, five as Hispanic or Latino, one as Native American, two as
Middle Eastern, and six as mixed other.

We asked 12 gaming proficiency questions (see Appendix A). An ANOVA analysis showed
that the gaming proficiency score ranged from 7 to 24.20, but there was no significant differ-
ence between participants in the three conditions (meany,;, = 18.62, SD = 2.69; mean;qje-of
= 19.85, SD = 2.20; mean,eisper = 17.95, SD = 3.62, F (2,54) = 2.11, p = 1.31). Combining
all conditions, the two-tail Pearson correlation between gaming proficiency and an average
score of three trials was low and not significant (r = .19, p = .15, n = 57, two missing
data). In our customized Minecraft Competency Test that had 14 action-based subtasks, an
ANOVA analysis also showed a lack of significant differences among participants in the three
conditions (F (2,54) = .26, p = .77).

The three human observers were graduate students in Human System Engineering (two
females and one male; ages ranged from 23 to 30). They had been experimenters in the
research program for over six months. They watched more than 20 videos of the pilot testing
of the experiment, knew the experimental design of the three conditions, and played the game
themselves. However, they were blind to the knowledge training condition of each partici-
pant’s video before viewing it.
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2.4. Dataset

This experiment produced a rich dataset, including surveys (pre-trial & post-trial), video
recordings of screen activities per mission, and timestamped event messages (e.g., location,
actions) on the testbed per trial (see Huang et al., 2020 for all measures).! ASI agents’
developers had access to these data to design and train the ASI agents. ASI agents conducted
inference and prediction tasks using survey data plus participants’ action timestamps and
events. The human observers generated their criterion inferences and predictions over the
same events (i.e., rescue victims), but those events were represented to the human observers
in video recordings of screen activities from each trial. Human observers were not able to
process all other data (e.g., timestamped event messages generated by the Minecraft testbed
and Qualtrics surveys) within a short time. Here, we present only the measures that are
relevant to the analysis of this paper.

Participants were asked to answer five questions (victim priority, self-location, self-efficacy,
anxiety, and effort) orally during three pauses in the game (at countdown minute 9, minute
6.5, and minute 4). The question related to victim priority was, “Which type of victim will you
save next— Yellow, green, or whoever comes first?”” Human observers could hear participants’
answers in the video recordings.

2.5. Experimental procedure

Participants joined the experiment remotely via Zoom. After consenting to participate,
participants reviewed a voice-over PowerPoint presentation of instructions concerning basic
Minecraft operations. They then went through hands-on practice of a short version of the
game in Minecraft. Next, participants took a Minecraft competency test. Participants were
then randomly assigned to one of three knowledge training conditions and went through
corresponding game rule training slides with or without the explicit information of the
victim detection device signals and victim trade-off. Afterward, participants completed a
training knowledge test. Then, participants completed another customized hands-on practice
in Minecraft with more details of the game. Before each mission began, participants spent
additional 3 min planning their search and rescue strategy on the 2D static building map,
using Zoom annotation to draw the paths. The game was paused three times during a mission
for the participants to respond verbally to the incident commander. After the third mission,
participants answered additional survey questions and were briefed to leave.

2.6. Inference and prediction tasks

In evaluating ASI agents’ capabilities, we set two testing tasks: inference and prediction.
The first task was inferring which knowledge training condition each participant was in. The
inference was to be made four times: at the start of every pause (i.e., at 9, 6.5, and 4 min
remaining in the mission) and at the end of every mission. Human observers did the same.
The second task was predicting whether a victim in the field of view (FOV) would be rescued
next. We chose this task because this task was related to our manipulation of knowledge
training conditions. This created the same prediction instances for both ASI agents and
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human observers. Thus, the accuracy rates of human observers and ASI agents were directly
comparable.

2.7. Human observer annotation procedure

When establishing the human observer criterion, human observers watched only video
recordings of participants’ screen activities because human observers were not able to process
other types of given data (e.g., surveys hosted on Qualtrics, JSON format testbed messages)
rapidly to make their inferences and predictions. Thus, a total of 57 participants completing
three missions each were subject to human observer annotation for a total of 57*3 = 171
video clips. We had three observers available, so we divided the workload of coding among
the three. On the assumption that humans have varying levels of social intelligence and that
this variance was inherently important, we chose not to train the human observers to an
agreed-upon standard but let them learn by themselves to apply their unique social intelli-
gence and develop by themselves a suitable level of the social model for the participant and
task at hand. Each observer had some practice with the pilot study data and then observed the
first seven participants’ videos (a total of 21 video clips) to serve as training data. Afterward,
each participant’s videos were assigned to two observers, and their inter-rater reliability of
inference and prediction was calculated. So, each human observer annotated a total of 19
participants’ videos (57 video clips).

Human observers could see the condition of the participant only after finishing annotating
the participant’s video. Their task was to predict, when encountering every victim (either an
LRV or rescue an HRV) in the FOV, the participants’ next action (which victim type would
be rescued next, in other words, whether to rescue or skip that victim) and infer, at four
timepoints, the training condition (both detection device and victim trade-off training, trade-
off training, and neither training). Observers did this while watching the video clips in the
sequence of a participant’s three missions. Human observers did the annotation in real time,
occasionally paused to edit an entry, but were not allowed to replay the video. The observers
also provided corresponding rationales.

Categorical predictions were annotated using BORIS (Friard and Gamba, 2016), open-
source software designed primarily to record human subject behavior observations in prere-
corded experimental video footage (see Fig. 4). For this task, human observers took note of
(a) their inference of a player’s experimental condition and (b) their prediction of the victim
type to be rescued next, operationalized as whether a victim in the player’s line of sight would
be saved next. These were precisely the same tasks ASI performed, and the instances of res-
cue predictions were the same between ASI and human observers. Table 1 lists the ethogram
codes.

A codebook of topics and phrases for Zoom annotations is in Table 2. These phrases were
designed to facilitate extracting word tags from Zoom annotations using text analysis but were
sufficiently conducive for human observers to speak in natural language when they annotated
the contents. In addition, observers provided qualitative descriptions of behaviors that they
perceived as meaningful.

QSULOIT suowro)) 2ANea1) afqesrjdde oy £q pauIoA0S ore sa[ONIE YO 9N JO SA[NI 10§ AIeIqI AUIUQ AJ[TAY UO (SUONIPUOD-PUL-SULID)/WO0d KA[IM" AIeIqI[aur[uoy//:sdny) Suonipuo)) pue Swa [, 941 39S “[+707/90/71] uo Areiqr autuQ L1p ‘84971 sdoy/1 1 11°01/10p/wod Kopim* Kreiqrpaurjuoy/:sdny woiy papeoumo( ‘0 ‘S9L89SL 1



L. Huang et al./Topics in Cognitive Science 00 (2023) 11

E P H 4«» Q0 QMM BE « » X 0l=Q

® Player #1

Ethogram (filtered 9/12) Video p|ayer Events for “T000180,01.14112020" observation
Video-Trial-180.mp4: 00:07:56.260 / 00:15:21.792 (paused)
Koy Code Type Deseription time subject code type
No focal subject 2
11 conditon1  Paintevent  Predicting
6 00:03:03909 PO00071 victim yellow
22 conditon2  Paintevent  Predicting
7 00:0358159 PO00071 victim yellow
33 condition3  Pointevent  Predicting
8 00:04:37.908 PO00071 victim yellow
ay victimyallow ~ Paintevent  Predicting ©
9 00:05:21.407 POD0071 pause START
Subjocts List of pOSSIblC 0 00:05:21.906 PO00071 condition 2
observations 1 00:06:51410  POD0071 pause STOP
Key Nome Description | Current state(s)
‘o f % 00:07:08912 PO00071 victim yellow
1 Nofocal .. > >
5 e o 13 00:08:00.410  POD0071 victim yellow
Observation list x1.000

Fig. 4. BORIS annotation interface. Note: The layout of the BORIS interface is adjustable. On this layout, top half
= video of screen recording, bottom left up= ethogram codes, bottom left down= subjects with participant ID,
bottom middle = progress barbottom right = annotation events.

Table 1

BORIS ethogram (categorical inference and prediction codes)

Code Key Description Status
victim green g Predicting next victim to save is green point
victim yellow y Predicting next victim to save is yellow point
condition 1 1 Inferring training condition 1 point
condition 2 2 Inferring training condition 2 point
condition 3 3 Inferring training condition 3 point
minute 0 0 Mission start point
minute 5 5 Approaching minute 5 point
pause p Video paused to ask incident commander inquiries state

Note: yellow = high-risk victims (HRVs); green = low-risk victims (LRVs); status = nature of the prediction
(point = one-time event; state = a lasting event with a start point and an endpoint).

Accompanying the BORIS categorical predictions were observer prediction rationales
recorded through semi-formatted thought vocalizations extracted from automated transcrip-
tions by Zoom. In addition to the two precoded prediction categories to be noted in BORIS, a
third category, whether a participant has gained the knowledge of important features (e.g., the
meaning of the victim detection device signals “beep” and “beep beep,” the different values
and rescue times of victim types) was also recorded.
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Table 2

Zoom rationale annotation codes

Zoom code BORIS code(s) Description
Minute zero NA Record the start

Predict <color> (optional: victim first, victim green,  Prediction and explanation of next victim type
because <reason>) victim yellow

Condition condition 1, condition 2,  Running inference of condition followed by
<number> 1 <reason> condition 3 explanation

Participant <has/has not> NA Observation of participant behavior acquisition and
learned <behavior> explanation for noting such. <behavior> can refer
because <reason> to listening for beeps, prioritizing victim colors, and

other strategies

Predictions about the type of next-to-be-saved victim were made by each observer as soon
as a victim appeared in the player’s line of sight. Human observers made a training condition
inference at the start of every pause (i.e., at 9, 6.5, and 4 min remaining in the mission) and at
the end of every mission. ASI agents did precisely the same tasks at the same time points for
comparison with the human observers. Training conditions of teams were revealed to human
observers after they finished annotating a participant’s three missions to provide feedback
and aid observer learning. To facilitate comparisons between observer predictions done in
BORIS and their annotations of the reasons for that prediction in Zoom, we combined each
observer’s data from both sources for each trial using the zoom2boris package developed in R
4.0.3 (R: The R Project for Statistical Computing, 2021) using the tidyverse suite of packages
(Wickham et al., 2019).

Cohen’s kappa was used to make pairwise comparisons between human observers to eval-
uate the extent to which raters were making similar judgments for the same participants and
trials. The agreement was fair to good between pairs of observers (observers 1 and 2, Cohen’s
kappa = 0.52, z-score = 5.53; observers 1 and 3, Cohen’s kappa = 0.53, z-score = 6.02;
observers 2 and 3, Cohen’s kappa = 0.62, z-score = 5.52, all p-values < .01), suggesting
they were using similar indicators from player behaviors in the videos to identify the condi-
tion to which they were trained.

3. Results
3.1. Did the three training conditions contribute to different performance scores?

A UNJANOVA analysis of the three trials” average score showed that the knowledge train-
ing condition was a significant factor for performance score (F (2, 54) =5.37,p < .01, ®* =
.16). Post hoc analysis showed that the average trial score in Condition 1 (both training: vic-
tim detection device and trade-off; mean = 398.42, SD = 34.41) was significantly higher than
Condition 3 (neither training; mean = 342.37, SD = 67.47); but Condition 3 (neither training)
significantly lower than Condition 2 (trade-off training), mean = 366.49, SD = 45.06).
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Table 3
Percent correct inferences of the condition by human observers
Observer ID Correct inferences Total inferences Percent correct
1 79 120 65.8%
63 107 58.9%
3 71 118 60.2%
100%
2 75%
s
j=3
3
£ 50%
5
25%
0%
Human observers #3 #6 #7
Agent
B Inference B Prediction

Fig. 5. Accuracy comparison for inferring knowledge condition and predicting next victim type.

3.2. Human observers inferring knowledge training conditions

Regarding the human observers’ ability to correctly infer training conditions, results
showed that observers were able to correctly infer the participant training condition in an
average percentage of 61.7% of trials (see Table 3 and Fig. 5).

Cohen’s kappa was calculated to assess the accuracy of participant conditions while con-
trolling for correctness expected by chance (~33%) under conditions of random guessing,
given the equal likelihood of the three experimental condition classes in the data. These statis-
tics were calculated using the irr package for R (Gamer et al., 2019). Cohen’s kappa values
were calculated by comparing observer assessments of condition to ground truth: observer 1
= 0.48 (z-score = 7.66); observer 2 = 0.39 (z-score = 6.13); observer 3 = 0.40 (z-score =
6.22); all p-values < .01. The agreement between each observer and ground truth was rated
fair (Fleiss et al., 2013, Landis and Koch, 1977).

3.3. Human observers predicting the next victim type to be rescued
To assess the accuracy of the observers’ ability to predict the next type of victim to be

rescued, we aligned observer data in time with actual rescue events in each mission. For each
victim rescued by a participant, the observer prediction reported before the victim rescue was
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Table 4

Human observer prediction correctness by condition

Condition Count of victims Count of correct prediction Correctness percent
1 3700 2542 69%

2 3436 2554 74%

3 3393 2197 65%

Grand total 10,529 7293 69%

used to assess accuracy. If the human observer missed one victim, that was counted as an
incorrect prediction. Three observers were able to predict the next type of victim that would
be rescued with an average of 67.3% accuracy (ranging from 66% to 69%).

Then, we broke down the correctness by conditions and found that Condition 2 (trade-off)
resulted in the highest correctness percentage (see Table 4). It seems that Conditions with
some training (detection device and trade-off, or just trade-off) resulted in higher prediction
accuracy than Condition 3 (neither training). It is possible that participants in Condition 3
(neither training) did not show any priority in entering certain rooms and rescuing certain
victims.

3.4. Human observers’ rationales for their inferences and predictions

When human observers made predictions via BORIS, they also used Zoom to narrate their
reasons for each prediction and later cleaned the Zoom auto-transcript. Table 5 shows a list
of reasons human observers used to support their inferences and predictions.

Developing the list of rationales was a learning process for human observers. Each human
observer contributed a subset of all final rationales and used some rationales more often than
others. Humans continued to learn in the process of doing inference and prediction tasks.
Some of the rationales did not emerge until after watching many participants’ videos and
were modified in the process. Human observers also reported that they inferred more accu-
rately and felt more confident at the end of a trial because more information had been gathered
while watching for a few minutes or sometimes after a whole mission. For example, a par-
ticipant in Condition 1 (both training) was inferred as Condition 3 (neither training) because
the participant was saving whatever victims came first during the first mission, though the
participant started displaying knowledge of the “beep” signals and prioritizing yellow victims
during the second mission through the third mission. In other words, human observers learned
between trials and between participants. In contrast, ASI agents were restricted from learning
from a participant’s three missions but not between participants. These ensured that the same
agent completed the task (rather than an agent in successive states of learning).

Using one single rationale did not guarantee correctness; sometimes, multicriteria had to be
considered. For example, a human observer made an incorrect inference about a participant in
Condition 2 (trade-off training) as Condition 3 (neither training) because the participant was
saving whatever victim they saw first without any prioritization. In another case, for example,
a participant in Condition 3 (neither training) was incorrectly inferred as Condition 2 (trade-
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Table 5

Reasons for predicting next victim type and inference of conditions

Prediction Reasons

Predicting HRV 1. The participant saw an HRV in the room.2. The participant saw

“Beep Beep” and then entered the room to rescue HRVs.3.
Prioritizing yellow victim before the 5-min marker.4. More likely
to predict HRV for participants in Condition 1 (both).

Predicting LRV 1. The participant saw an LRV in the room.2. The participant saw a
“Beep,” and then entered the room to rescue LRVs.3. The
participant is approaching the 5-min mark.4. It is past the 5-min
mark.5. The participant has not found any HRVs for a while and
has started approaching an LRV skipped previously.

Inferring Condition 1 1. The participant seemed aware of signals for victims when the

with both knowledge participant stopped in front of the door after “Beep” or “Beep
Beep” appeared, then the participant entered the room to rescue
the victim associated with “Beep.”2. The participant would
prioritize HRVs before the 5-min mark.

Inferring Condition 2 1. The participant has learned the different values of the victims

with trade-off only because the participant did not focus on saving the HRV in the first
5 min.2. The participant did not use the device to detect the room,
and the participant had just ignored the LRV before the 5 min

mark.

Inferring Condition 3 1. The participant has saved an LRV which means the participant has
with neither not learned the meaning of the victims.2. The participant easily
knowledge alternates between saving LRVs and HRVs, even while prioritizing

HRVs, suggesting that they only know that HRVs die at the 5-min
mark.

off training) because the participant was saving exclusively yellow victims before the 5-min
mark throughout all missions, to the point that they did not save any green victims in the
first mission (so they possibly knew the different values of victim types, or maybe they just
focused on the fact that the yellow victim would expire soon). The participant never displayed
knowledge about the meaning of the “beep” signals (so they are certainly not Condition 1).

3.5. ASI agents inferring knowledge training conditions

Three research institutes completed the inference tasks. The accuracy of the ASI agents
inferring training conditions ranged from 64% to 80% (see Fig. 5). These inferences were
made using varied methods: ASI agent #3 used a Modular ToM Architecture-Neural Network
and reported 74.7% accuracy (Sycara et al., 2021); ASI agent #6 reported an accuracy of
64% in an internal report without specifying the name of the method; ASI agent #7 used a
Dynamic Bayes Network and reported 80% accuracy (Pyarelal, 2022). The detailed methods
they used to build the ASI agents will be introduced in other publications.’
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3.6. ASI agents predicting the next victim type to be rescued

Three research teams reported their ASI agents’ prediction accuracy on whether the victim
in FOV would be saved next. ASI agent #3 used long short-term memory neural networks
(70.44% accuracy; Guo et al., 2021), ASI agent #6 used sequential machine learning (76%
accuracy), and ASI agent #7 performed 10-fold cross-validation (94% accuracy for LRV and
98% accuracy for HRV; overall average 96%). The rationales and analyses of the researcher
teams’ agents were conducted separately from this paper and will be shared in future publi-
cations.

4. Discussion
4.1. Comparison of human observers versus ASI agent prediction capabilities

As the first empirical study that examines ASI inference and prediction capabilities for par-
ticipants in a continuous and dynamic task scenario, the results showed that human observers
did not do as well as most ASI agents in inferring training conditions and predicting partic-
ipants’ next actions. A possible reason for the performance difference in inferring training
conditions might be that the training conditions of knowledge about the trade-off and knowl-
edge about the victim detection device can be demonstrated in multiple undefined ways in
the Minecraft task scenario. Humans may not be able to consistently track all the behavioral
features. As Frith and Frith (2006) mentioned, many studies about social intelligence used
offline tasks with static pictures (e.g., Barnes & Sternberg, 1989) without interacting with
individuals. There is limited literature on dynamic inference studies to compare this work
with.

ASI agents may have predicted actions better than the human observers because ASI
agents’ computational power to estimate action probability was better than human heuristics
(see Table 5) in this fast-paced task environment. More specifically, human observers may
have relied on participants’ oral statements about their intent about which type of victims to
rescue next, whereas ASI mainly considered participant behaviors. Two examples illustrate
situations in which the human observer and ASI might make different predictions. In the
first example, the game was paused, and the experimenter asked, “Which type of victim will
you save next—Yellow, green, or whoever comes first?” The participant answered “yellow”
(HRV) and stated the reason as yellow HRV's will expire within 5 min. The participant then
saw and saved a green LRV. At the experiment debrief after completing the experiment tasks,
some participants explained that if they passed this victim, it would be hard to find this one
later, especially at locations with long detours due to hallway blockages. In a second exam-
ple, a participant stated that they would save an HRV next, but after checking several empty
rooms in a row, they rescued the next LRV they saw. The human observers could have, but
may not have, considered that when the ideal option is not present, the alternative becomes
satisfactory. The ASI agents may have followed one single rule or adapted to this flexible
principle. In sum, participants’ vocalized intent was not always matching their actions, which
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might be misleading for human observers. ASI agents’ calculation of probabilities based on
participants’ action patterns may have been more robust than human observer heuristics.

The human observers’ limited attention span could also be a cause of prediction inac-
curacy. The fast-paced game required human observers to be sensitive to subtle strategies,
remember the participants’ previous actions, and process new information rapidly to predict
the next actions. Predicting the next action involves tracking and remembering a lot of infor-
mation, as well as learning and detecting patterns for players, a computational process that
humans would struggle with compared to computers. This intensive task took hours during
the data processing window and may have caused fatigue, so the observers may have missed
little clues in the video and made random guesses. ASI agents would not tire of their high-
speed processing. The distinct capabilities of humans and Al could be exploited for collective
human-machine intelligence. ASI agents could possibly process the data and make recom-
mendations to help humans with decision-making.

4.2. The human observer criterion method

Human observers inferred the training conditions and predicted whether a victim in FOV
would be rescued or skipped, and then used the participants’ actual rescue action to verify or
adjust their inferences.

Human observers used only video recordings as the data source. They could not make use
of other available information because they did not have time to do so or were incapable of
reading the testbed messages easily. ASI agents used some surveys and timestamped event
messages on the testbed to infer participants’ mental states and predict their actions. We
presented human observers with only video screen recordings because this representation was
accessible, rich, and relatively easier to process than other types of data that require processing
voluminous text data. Other research task scenarios may lead to different judgments about
what data human observers should use and analyze in prediction tasks to establish human
observer criteria.

Regarding the criteria for selecting (or testing) human observers, the human observers were
experimenters who worked on the project over a period of months. We could use the codebook
to train coders that do not have background knowledge about the experiment to compare
their results with experimenter observers. Other researchers recruited observers from Amazon
Mechanical Turk to do similar tasks (Li et al., 2021).

4.3. Limitations

Zoom transcription has a low quality of accuracy in transcribing human observers’ nar-
ration of rationales. So, it took observers a very long time to double-check the accuracy of
the transcription. Also, using unrestricted natural language made it difficult to calculate the
frequency of the reasons for each prediction; it required an additional layer of coding and
matching with the prediction in the BORIS system. Using BORIS alone is more efficient for
making both the inference/prediction and rationales and thus is highly recommended.
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Human observer criteria have great value but are also costly to establish, so we only chose
one inference task and one action prediction task, not all other inference and prediction tasks
the ASI agents did.

4.4. Future directions

This paper evaluated the accuracy of three ASI agents on inference and prediction tasks in
the context of continuous action data and compared the accuracy to that of human observers
(our criterion as a reference point), with all accuracy based on ground truth. This new research
topic leads to several research directions.

First, the mental state inference and prediction rationales of human observers are poten-
tially useful to ASI agent developers, even though human observers did not infer players’
states and predict their actions as accurately as ASI agents did. Human observers can dis-
cern emergent tactics that ASI designers may have failed to represent in their models because
they did not discover the tactics in analyses of training data, which used a limited number of
participants and confederates. ASI agents could build a computational model to infer partici-
pants’ training conditions based on rationales in Table 5. Human observers’ rationales may be
complementary to ASI agent developers’ rules and help the developers improve the accuracy
of inferences and predictions by the next generation of ASI agents.

Second, rather than processing the continuous events in the 10-min task scenario, further
research could explore humans’ and ASI agents’ capabilities in treating discrete events (e.g.,
presenting each rescue event in a mini clip as a separate event). This will provide better
control of prediction time. It may be less ecologically valid because it eliminates the context
before each event, but it could be effective for training purposes for beginning observers.
Other researchers (Li et al., 2021) selected 10 out of 300 decision points and made mini clips
for novice observers to annotate and found the task was still challenging for humans. Both
continuous action annotation and discrete event annotation methods can be used to establish
a human observer criterion.

Third, it is also worth exploring the choices of how to establish a human criterion: (a)
train the human observers to their highest accuracy at inference and prediction using the
same heuristics across observers, or (b) allow each participant to learn at their own pace, to
represent the variety of human capability levels. For a given research study or application,
we may not want variance between observers but the best human practices, which requires
training. On the other hand, individual differences among human observers do exist, even at
the expert level.

Fourth, Fitts” (1951) list of MABA-HABA (machines are better at vs. humans are better
at) stated that humans and machines have different strengths in conducting different types
of tasks. Fitts’s list needs to be operationalized in the development of ASI. For example,
perhaps humans are good at abstract information perception and inferring mental states at
slower speeds or longer time horizons but bad at highly frequent predictions of actions. Fur-
ther research needs to be conducted to identify the boundaries of human and ASI agents’
performance on such tasks, or maybe humans are bad at all rapid information processing
tasks compared to machines.
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Fifth, ASI agents could potentially use the rich data (i.e., all the surveys, testbed messages,
and videos) to generate participant profiles to help infer their mental states and actions. The
participant profiles may correlate with participants’ performance. If displayed appropriately,
the participant profiles may inform the human observers to predict participants’ actions better.
Other advanced modeling approaches (e.g., DiDonato et al., 2013) could be used to explore
the dynamical patterns of participant actions that provide more holistic or abstract cues to
inform human observers and agents’ inference of participant states or prediction of actions.

Sixth, because we, by design, allowed human observers to learn by themselves and use
different heuristics, the three human observers performed at varying levels. To ease the calcu-
lation of inter-rater reliability, we recommend training the observers with a set of agreed-upon
criteria and having two observers code all data. If three observers observed the same partici-
pants’ data, the Hallgren (2012) method is recommended to calculate inter-rater reliability.

5. Conclusion

Studying ASI requires interdisciplinary effort to program the agents, propose underlying
social theories and hypotheses, design human subject experiments to collect data, evalu-
ate agent performance, and test hypotheses. This pioneering study examined ASI inference
and prediction capabilities for participants in a continuous and dynamic task scenario. The
presented method of establishing a human observer criterion is valuable in evaluating any
human—AlI team. The collective human—machine intelligence of a human—Al dyad paves the
road for the later phase of teamwork involving multiple human team members (Freeman et
al., 2023; Huang et al., 2021; Huang, Freeman, Cooke, Colonna-Romano, et al., 2022; Huang,
Freeman, Cooke, Dubrow et al., 2022).

The distinctions between the human observer and ASI agent data sources offer an oppor-
tunity to investigate ways of diversifying the data sources that humans use within the limits
of comprehension, given the scarcity of cognitive resources. It also suggests opportunities to
investigate what specific inference and prediction tasks human observers perform better than
ASI, which tasks ASI perform better than humans, and how to manage human—ASI collabo-
ration over those tasks.
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Appendix A: Gaming Proficiency Scale with scoring key (adopted from Robert
Hoffman)

Question Response options Points
1. Please rate your comfort level Not comfortable 1
with playing computer games. Somewhat comfortable 2
Comfortable 3
Very comfortable 4
. If you play computer games, Never played first-person action 0

when did you first start playing

game

First-Person Action or Real-time Less than 5 years ago 1
Strategy games (e.g., Minecraft)? About 5 years ago 2
More than 5 years ago 3

. In a typical month, how often do Rarely 1
you play First-Person Action or A few times a month 2
Real-time Strategy games? Once a week 3
A few times a week 4

Daily 5

(Continued)
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4. How long do you play
First-Person Action or Real-time
Strategy games each time when
you play?

5. Of all the computer games you
have played, please check all that
apply. (sports, action/adventure,
third-person shooter, educational,
survival horror, puzzle,
role-playing, real-time strategy,
beat em ups, and other type)
(please specity).

6. Of all the games you have
played, which ones are you
particularly good at?

7. What game are you currently
playing the most?

8. Think for a moment about the
people with whom you have
played video games the most.

Please check off one of these.

9. Referring to those people who
are very good or good please
check off which of these applies.

10. Have you ever participated in
tournaments or competitions in
11. First-Person Action and
Real-time Strategy games?

11. In those competitions, how
many have you ever “won” or
scored the top 10 logged point
value?

1-2 h per session
3—4 h per session
5-6 h per session

Free form response

Free form response

Free form response

Some of them are very good
Some of them are good

None of them would say that I am
better

Some of them would say that I am
better

All of them would say that I am
better

If you have, please list them

Free form response

1 point for every five
games played

1 point for every game
listed

1 point if it is one of: First
Person Shooter, First
Person Action,
Real-time Strategy
Not scored

1 point for every
tournament

I point for every
tournament

The data collected from participants will present a range of scores: participants with con-
siderable game experience and those with little or no game experience. A participant who
does not play video games at all would receive a score of zero. The table that follows presents
the scoring for a hypothetical highly proficient gamer.

0 ‘0 “S9L8ISLT

0//:sdny woy

QSULOIT suowWo)) dANea1) dfqesrjdde oy Aq pauIaA0S are sa[ONIE Y 2N JO SA[NI 10§ KIeIqIT AUIUQ AJ[IAN UO (SUONIPUOD-PUE-SULID) W0 KI[IM" AIRIqI[ouI[uo//:sdNy) SUONIpuoO) pue SWIa [, oY) 39S [+207/90/71] uo Kreiqr auruQ LA ‘8597 1°5doy/1 [ 11°01/10p/wod Ka[im’,



24 L. Huang et al./Topics in Cognitive Science 00 (2023)

Measurement Points
Has played for over 5 years 3
Plays daily, for 4-6 h 6
Has played 10 different games 10
Is self-rated as good at all 10 10
Currently plays an Action or Strategy game the most 1
Has team played in Action and Strategy games 2
Plays those games often 1
All peers would say the player is better than they 3
Has played in five tournaments 5
Won in three of them 3
Total 44

Appendix B: Preknowledge Survey

This survey assesses whether the participants understand the training they received. It is
intended in part as a manipulation check.
Common knowledge section:
The Common Knowledge section is presented to all participants in all training condi-

tions.

1.

What is your primary goal for the mission?

e Find as many victims as I can

e Locate the fire extinguisher

e Finish the tasks as soon as I can

e Maximize my points through rescuing victims

What are the two types of victims you need to rescue?

e Green and Yellow

e Green and Red

®  Yellow and Red

e Red and Safe block

How long will the GREEN victims survive in each mission?
® 5 min

e 7 min

e (Green victims do not die in the mission

e Not sure

How long will the YELLOW victims survive until they die?
® 5 min

e 7 min

e Yellow victims do not die in the mission

e Not sure

Which of the following statements is FALSE?

e  When yellow victims die, they turn red.

e  When green victims are rescued, they show a safe sign.
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e  When yellow victims are rescued, they show a safe sign.
e  When red victims die, they show a safe sign.
How much time do you have for each mission?

e 10 min

e 15 min

e 20 min

e 30 min

How many victims in total are in the building?
e 8

e 10

e 24

o 34

Condition training section:
Only participants in training conditions 1 (both training) and 2 (trade-off training) will be
asked the following questions:

1.

How many YELLOW victims are in the building?

e 8

e 10

o 24

e 34

How many points are the GREEN victims worth?
e 10

e 25

e 30

e Unsure

How many points are the YELLOW victims worth?
e 10

e 25

e 30

e Unsure

Only participants in training condition 1 (both training) will be asked the following ques-

tions:

1.

The device beeps once when:

e There are only yellow victims in the room.

e There are only green victims in the room.

e There are both yellow and green victims in the room.
e There are no victims in the room.

The device beeps twice when (Mark all that apply):

e There are only yellow victims in the room.

e There are only green victims in the room.

e There are both yellow and green victims in the room.
e There are no victims in the room.
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