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A recent report of ete™ — DD events by the BESIII collaboration suggests the presence of a structure R
at 3900 MeV. We argue that this structure, called G(3900) in the past, is not in fact due to a new cc
resonance but rather naturally emerges due to a combination of interference between nearby resonances
and the opening of the D*D channel. We further find that the appearance of this structure does not
require suppression because of a radial node in the y(4040) wave function, although a node improves fit
quality. The measured e™e™ coupling of w(4040) is found to be substantially smaller than previously
estimated. In addition, we report new corrections to the measured cross section ¢(eTe™ — DD) at energies

near y(3770).
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I. INTRODUCTION

The BESIII collaboration recently presented results from
a high-precision measurement of the exclusive process
ete™ — DD [1]. Their report included a fit to the data with
a coherent sum of eight Breit-Wigner amplitudes, one of
which is a possible new resonance labeled as R(3900).
Although the authors point out that the parameters of this
purported resonance depend upon the chosen fit model,
they nevertheless extract the values m = 3872 £ 14 +
3 MeV and I' = 180 &+ 14 £+ 7 MeV. This ostensible state
has already been interpreted as a possible DD* P-wave
molecular resonance [2].

The measured e*e~ — DD cross section is compatible
with earlier results from BABAR [3,4] and Belle [5].
Although these experiments see a clear peaking structure
near /s = 3900 MeV, sometimes denoted G(3900), the
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collaborations do not claim the presence of a new reso-
nance, chiefly because this behavior was predicted more
than 40 years ago in a classic model calculation by the
Cornell group [6]. The model computes charmonium
masses with nonrelativistic kinematics and an assumed
“Coulomb-plus-linear” c¢ potential. The authors then
extend the model by coupling pure quarkonium states to
continuum channels (in practice, D)D) and Dﬁ*)Dﬁ*’),
thereby permitting the computation of e*e~ — hadrons in
the charm region [7]. Their result in the DD channel shows
a clear enhancement near 3900 GeV, which the authors
attribute to the opening of the DD* + D* D channel, as well
as to the presence of a node in the y(3S) wave function.

Here we examine this mechanism in a general framework
to test its viability for explaining the recent BESIII data.
We find that a K-matrix fit can explain the enhancement,
and that its primary cause is a combination of interference
and the opening of the D*D channel. We also find that
momentum dependence of the y(4040) resonance coupling
to the D*D channel over hadronic scales is sufficient to
drive the reaction rate down, thereby creating the enhance-
ment that was fit as a Breit-Wigner resonance by the BESIII
collaboration. Our result implies that the appearance of a
radial node in the y(4040) wave function is not required to
explain the steep dip observed in the cross section just
above 4 GeV. Nevertheless, we find that fits with a modeled
node do improve fit quality and conclude that, although not
required to explain the data, there is weak evidence for the
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presence of a node in the decays of y(4040). Extracted pole
positions are similar to those reported by the Particle Data
Group (PDG) [8], but the width we obtain for y(4040) is
' = 130 £ 30 4 125 MeV (the second uncertainty reflect-
ing variation over models), somewhat larger than the
80 + 10 MeV reported by the PDG. We have also deter-
mined the e*e™ coupling of y(4040) to be 180 + 100 £
170 eV, to be compared with the value 860 + 170 eV
reported by the PDG.

Previous work related to the questions addressed here
includes a perturbative treatment of w(2S) —w(3770)
mixing in an effective Lagrangian approach [9], wherein
the authors treat G(3900) as a resonance but find that it can
also be explained by the D*D threshold. Du et al. [10]
examine charm production in a similar mass range in a
Lippmann-Schwinger approach, using contact interactions
that are constrained by heavy-quark symmetry, and find a
pole near 3900 MeV. Uglov et al. [11] perform a K-matrix
analysis of Belle data in the energy range 3.4—4.7 GeV. This
model describes the channels DD, D*D, D*D*, and DDx
using 40 parameters, but no bare pole near 3900 MeV is
found to be required.

Cao and Lenske [12] examine the line shape of y(3770)
in a coupled-channel T-matrix approach, finding good
agreement with the data, although with a small pole mass
of 3716(30) MeV. They also conclude that the G(3900)
enhancement is due to a distortion of the y(3770) tail by
the DD* threshold.

The K-matrix formalism has recently been applied to
the w(3770) line shape [13]. This work concludes that
BES(LILIII) data are consistent with y(3770) being due to
a single pole, and that its non-D D branching fraction is less
than 6%, [the first version of this paper reported a larger
branching fraction because the authors used an uncorrected
o(ete™ — DD) cross section].

Nakamura et al. have performed a partially unitary
coupled-channel analysis of charm production over the
energy range 3.75-4.7 GeV, finding evidence for two Z,
poles [14].

Finally, von Detten et al. [15] examine charmonium
production near 4.2 GeV with a combination of perturba-
tive and Dyson-equation methods, obtaining evidence for
a resonance with a pole at 4227 — 25i MeV, which they
interpret as a D; D molecule (although with a dataset that is
not as complete as the one used here).

In Sec. II we describe the K-matrix fit model (introduced
in Ref. [16]) used here, and we present the results of the fits
to e*e~ — DD data in Sec. III. Section IV summarizes our
findings and concludes. Corrections to the measured cross
sections for 6(e* e~ — DD) are presented in the Appendix.

II. K-MATRIX MODEL

It is generally recognized that fitting complex data
with an amplitude model that is a sum of Breit-Wigner

resonances is inadequate in the case of overlapping
resonances. Indeed, an amplitude that is a naive sum
of Breit-Wigner profiles does not respect unitarity. This
type of model is also inadequate when nonresonant
behavior is important, such as when nearby thresholds
can cause dramatic changes in event rates. In view of
charmed thresholds at DD* (3871.7 MeV for D°D*0 and
3880.0 MeV for D~D*") and Dy D5 (3936.7 MeV), it is
prudent to construct an amplitude model that incorporates
coupled channels and enforces unitarity. We choose to
employ the K-matrix model as implemented in Ref. [16] for
this purpose, presenting only the most crucial details here.

The K-matrix model couples resonances R to two-body
continuum channels u via couplings gg.,, and permits
scattering between continuum channels via a contact-like
term f,.,, as follows:

gR:ng:u
Kﬂ,v:Z m2 — +fu.u' (1)
R R

Guided by constituent quark models and phenomenology,
the resonance couplings are written as

Gaeu(5) = By (",f)) exp (—k’%ﬁ(f)). )

Here, f is a typical universal hadronic scale that is either
fit to the data or fixed in different K-matrix models. The
relative momentum in the channel u (with component
masses mj ,) is

bo(s) = 3z ls = (e ls = (m = m?l. (3

and 7, is the dominant orbital angular momentum in the
channel p.

In view of the claims of the Cornell group, we have also
fit the data with a coupling model that permits a radial node
in the simplest possible way:

ki (s)
9y5040) s = T(4040):41(8) - (1 -5 ) (4)
0

where the node location k is an additional fit parameter.
In a similar fashion, the nonresonant couplings f are
parametrized by

i (50 (52

exp [ 2RO

(5)

This form was chosen in Ref. [16] for simplicity, consis-
tency with the coupling model, and because the inclusion of
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high-energy damping was found to be advantageous for
fit robustness in the case of BE:; BE;) and Y production. The
model was not applied to the e*e™ channel, where a
hadronic form factor is unnecessary.

In general, one expects the couplings gg., to be isopin
independent, since the resonances themselves are isoscalar.
However, the continuum couplings f, , for different charge
states can vary substantially since they receive contribu-
tions from both the / =0 and 7 = 1 components of the
photon, which can induce substantial isospin asymmetry
through mixing with the threshold strong-interaction proc-
esses. We will examine the effect of varying isospin
constraints in the following discussion.

These model choices are inserted into the model-
independent K-matrix formalism. The scattering amplitude
is written as

M = (1+KC)"'K, (6)

where C is the Chew-Mandelstam function that introduces
the imaginary part of the scattering amplitude required
for unitarity. The specific form chosen for the Chew-
Mandlestam function in this case [17-19] is designed to
improve the analytic properties of the amplitude in the
vicinity of thresholds. The imaginary part of C is given by

3(C) = —», (7)

where p is a diagonal phase-space matrix in channel space,
with elements given by

ky(s)
=5 .
Prow = Onw 87/

Finally, Aitchison’s P-vector formalism [20] is used to
implement production via the e*e™ channel:

(8)

Myee =Y (1+KC);LP,. ©)

where P, =K, ., while K and C are defined in the
restricted channel space that excludes the initial channel.
Our fit models incorporate between 24 and 30 parameters,
as reported in Table 1.

III. FIT PROCEDURE AND RESULTS

Our choice for datasets to be fit, the specific implemen-
tation of the K-matrix model, and the fit procedure
employed are described in the following subsections.

A. Data selection

We choose to model the region /s = 3.7-4.2 GeV with
two bare charmonium resonances, corresponding to
w(3770) and w(4040) [nominally the w(1D) and w(3S)

TABLE I. Model definitions. Couplings g and f are defined in
Eq. (1), and the label “dummy” is defined in Sec. Il A. #p
indicates the number of parameters in each model.

Model Channels Constraints #p

1 DD, DD*, D*D*, 9IR:D+*D- = YR: DD 29
[‘]_/W_(ﬂﬂ)]dumnly

2 DD, DD*, D*D*, 9R:D* D~ = R: DD 24
[J/W(ﬂ”)]dummy Sforp-: u = fDODO:/A
o B Sprp-: prp- = fpopo:poipe

3 DD, DD*, D*D*, 9r:D*D~ = 9R:D°D° 29
LD ;—_D s ] dummy

4 DD, DD*, D*D*, 9YR:D*D~ = YR:D'DO 24
[D;—D;]dummy fD*D': u = fD“D”:;t

Sp+p-: DD~ = S pop0: popo
5 Model 1 plus node [Eq. (4)] 30

states of the Cornell model, respectively]. No additional or
novel charmonia are assumed to contribute. We truncate the
data at 4200 MeV to avoid complications from known
exotic states like y(4230) and from the effects of pairs of
orbitally excited D mesons such as D;(2420). We have
found it necessary to separate the D°D° and D* D~ data,
presumably because the thresholds at 3730 and 3739 MeV,
respectively, are sufficiently different to drive the
differences visible in the cross section data between the
two channels, as discussed further below.

We also employ (and report in the Appendix) precise
unpublished BESIII data for DD cross sections in the
vicinity of y(3770) [21]. It is useful to remove initial-state
radiation and vacuum polarization (VP) effects from the
data when fitting with the K-matrix model because the
model is designed to extract hadronic information from
the specific final state. To this end, the observed cross

TABLE II. Extracted resonance parameters for models 1-5
(defined in Table I) and reported values by the PDG [8].
Model Mass (MeV) I' MeV) r,, V) % /ndf
1 3778.7(7) 34(4) 205(25) 2.20
2 3784.2(7) 49(4) 3000(1500)  2.48
3 3778.9(6) 33(4) 210(20) 2.39
4 3783.7(6) 49(4) 270(25) 2.45
5 3778.3(6) 38(5) 200(400) 1.88
Fit summary 3778.7(7)(50)  34(4)(15) 205(25)(70)

PDG 3773.7(4) 27.2(1) 261(21)

1 4044.0(15) 130(30) 180(100)

2 4036.0(10) 135(35) 15000(8000)

3 4040.0(10) 95(30) 80(80)

4 4046.0(10) 120(20) 10(50)

5 4008.0(10) 220(80)  50000(40000)

Fit summary 4044(15)(36) 130(30)(125) 180(100)(170)
PDG 4039(1) 80(10) 856(162)
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section 6°* of ete™ — DD has been related to the dressed
cross section ¢ by

obs
(o2
adre _

146

(10)

where the initial-state radiation correction factor 1 + & is
obtained via an iterative procedure, following Ref. [22].
The Born cross section ¢, which is the one used in our fits,
is then calculated from the expression

dre
B___ 9 1
1/|1-1p’ (1)

o

where the VP factor 1/|1 —II|? is taken from Ref. [23].

Figure 1 displays the observed, dressed, and Born cross
sections for the neutral and charged channels, respectively;
uncertainties are statistical only. A common systematic
uncertainty of 3.22% (3.17%) is assigned to e*e~ — D°D°
(ete™ — D'TD™) [21]. The cross sections are compiled in
Tables III and IV in the Appendix.

In view of its claimed importance, the DD* + D*D
channel is also included in our model fit. BESIII data [24]
have been supplemented with data from Belle [25] and
CLEO-c [26,27], because BESIII measurements in this
channel are sparsely spaced in energy.

Finally, if DD <> DD* 4 D*D rescattering does in fact
turn out to be important, it is prudent to also consider the
nearby D*D* channel in the coupled-channel fit model. The
data employed here are readily available from BESIII [24],
Belle [25], and CLEO-c [26,27].

Previous work on bottom production has shown that
incorporating the inclusive reaction e*e~ — bb into the fit
model is beneficial both because of the high quality of the
data and the additional constraints it imposes upon the
fit [16]. We have therefore incorporated an inclusive
ete™ — c¢ channel in this work. The cross section was
obtained by subtracting light-quark contributions to R in
the relevant mass region using Egs. (9.7)-(9.9) of the PDG
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5} —— Observed {
s i ]
E 4 i —— Dressed —
A i ,
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3 3 i —— Born .
s Proat ]
2 F gt i ]
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Observed, dressed, and Born e*e™ — DD cross sections in the vicinity of y(3770). Uncertainties are statistical only.

review on quantum chromodynamics [8], with a(s)
calculated using RunDec [28], and multiplying by
o(eTe™ - pu~). While useful, a complication introduced
by this method is that the sum of exclusive channels
typically does not saturate the inclusive cross section.
This deficit is accounted for by introducing a “dummy”
channel—meant to represent all the neglected channels—
that absorbs the difference in the rates, as discussed further
in the next section.

We note that the DF D7 channel opens at 3937 MeV,
which provides a another potential source for a significant
threshold effect. However, we have chosen not to include
this channel in the fit because of the paucity of available
data. A very recent BESIII measurement of the D D} cross
section [29] shows a clear w(4040) peak and will be
considered in future analyses.

B. Fit procedure

With these choices, the task is to fit a two-resonance,
five-channel model to D°D°, D*D~, DD* + DD*, D*D*
(the latter two isospin-averaged), and the total cross section
data, along with the dummy channel. In general, this task is
a difficult one, and we have found it useful to implement
the fit by progressively increasing the number of included
channels. Fits thus start with data exclusively from the DD
channels, which forms the starting point for a three-channel
fit to DD and DD* + D*D data, and proceeds to the full
five-channel model.

The need for a dummy channel to account for missing c¢
production has been discussed. We have chosen to model
this channel in two ways that appear most relevant: as a
three-body channel J/yzz treated as a two-body channel
J/w(rx) in a relative S wave, or a Dy Dy channel in a
relative P wave.

The stability of the fit was tested by generating
200 pseudo data sets, fitting to these, and then using the
resulting minimum of each fit as a new starting point for fits
to the measured data.
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FIG. 2. Fit result for model 1. Left: e~ — D°DP. Right: e*e~ — D*D~. Open data points are the Born cross section values based
on observed cross sections, as reported in Ref. [21]; closed data points are from Ref. [1].
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Fit result for model 1. Left: ete™ — D*D. Right: e*e~ — D*D*. The red region indicates the 68% confidence level,

while green is the 90% confidence level. Black data points are from BESIII [24], red data is from CLEO-c [26,27], blue data

are from Belle [25].

In general, all model parameters are unconstrained;
however, we have chosen to impose the resonance isospin
constraint gg. p+p- = I D0 which is expected to hold to
good accuracy. A similar constraint might be expected to
hold for the cross-channel nonresonant couplings fp+p-. ,,
and f D0 38 well as for the elastic couplings
fpep-: prp- and f 75, 075 In view of these possibilities,
we have tested model sensitivity by fitting five models,
varying the constraints and dummy channels as shown in
Table L.

Finally, the hadronic scale is set to f = 1 GeV, which
was found to be optimal in terms of fit quality and stability
in the case of bottom production [16].

C. Fit results

All fit models reproduce the data fairly well in all
channels, with the pull distributions indicating that the
fairly large values of y?/ndf are to a certain degree driven
by mild inconsistencies between the experimental datasets

(see, e.g., Fig. 4, left). In the two DD channels, where data
solely from the BESIII experiment is used, the fit quality is
excellent. Also note that we neglect mass differences
between neutral and charged D) in D*D + DD* and
D*D*, which can affect the fit quality for near-threshold
data points.

Results for all the models are very similar, with the
exception that the fits for the D*D channel (Fig. 3, left)
that include a dummy DY D; channel (models 3 and 4)
exhibit a stronger rise near 3.95 GeV that better accom-
modates the high data points in this region. As it gives the
smallest overall y> for those models not containing a
node, the fit results for model 1 are shown in Figs. 2—4.
The red area in Figs. 3—4 represents 68% confidence
levels, while green indicates 90% confidence levels. We
also note that, while the data in the range up to 4.2 GeV is
described very well, the predictive power of the K-matrix
model is very limited. Extending the model to higher c.m.
energies will certainly require additional channels and
bare resonances.

114010-5



NILS HUSKEN et al.

PHYS. REV. D 109, 114010 (2024)

35

30
g 25 ; 5 +
® 0 { { }

Ry i

ST
ﬁ 12 ; 1 1 1 1 Il
) ggéem%ﬁ%%wﬁg%—
g 755_ é ;;ﬁ biss
= 37 3.8 3.9 4 4.1 42
Vs (GeV)

-0.02
-0.04
-0.06
-0.08

-0.1
-0.12
-0.14
-0.16
-0.18

P

¢

Im({s) (GeV)

M T IO T[T T[T T[T T[T TIT[TT

e by by by by by
3.8 3.85 3.9 3.95 4 4.05
Re(Vs) (GeV)

FIG. 4. Left: ete™ — hadrons as fit using model 1. Data is from Refs. [30] (BES, black closed), [31] (BESII, black open), [32]
(SPEAR, orange), [33] (SPEAR, green), and [34] (SPEAR, light blue). Right: pole locations for model 1 (red), model 2 (blue), model 3
(green), model 4 (yellow), as well as model 1 including a node (model 5, pink). Each point corresponds to a pole location in a fit to one

of 200 sets of pseudodata.

We have extracted resonance parameters by analytically
continuing the fit model and numerically searching for
poles on the closest physical sheets [defined by negative
imaginary part of the relative momentum k,,(z) for channels
below the real part of the pole mass, and positive for
channels above]. Partial widths are obtained by determin-
ing the residue at the pole in the relevant channel with the
aid of Cauchy’s theorem. Our results are presented in
Table I and Fig. 4 (right). The latter shows 200 pole
locations for each of the five models, as determined by
repeating the fits over 200 sets of pseudodata.

We have remarked that the Cornell group has suggested
that the enhancement at 3.9 GeV is due to a combination of
the D*D threshold and a node in the decay amplitudes of
the w(4040) [7]. We have tested this by setting D*D
couplings to zero (without refitting) and find surprisingly
little effect on the fit, thus disfavoring the Cornell explan-
ation. Alternatively, Nakamura et al. [14] observe that the
enhancement occurs due to a combination of interferences
between the w(3770) and the D*D threshold and the
w(4040) and nonresonant effects. In view of this, we have
probed the mechanism further by setting the y/(4040)
continuum couplings to zero, and find that the enhancement
remains. Thus, it appears that the K-matrix method is
general enough to create enhancements via multiple mech-
anisms. In fact, we find that interference between reso-
nances and the background or between different continuum
channels can also lead to a similar effect. We therefore
conclude that establishing the specific cause of the
enhancement is likely to depend on the details of the fit
model, although we can confidently conclude that a
G(3900) resonance is not required.

We have also examined the claim that a node in the decay
amplitudes of y(4040) can affect open-charm production
in the mass range considered here. The good fit quality
of models 14 indicates that such a node is not required.

We nevertheless consider a fifth model that replicates
model 1 with modified resonance couplings, as shown in
Eq. (4). We find that the resulting fit quality is somewhat
improved, with 2 /ndf decreasing from 2.20 to 1.88. Thus,
we find weak evidence in favor of a node in the decay
amplitudes of y(4040)." We find it significant that our best-
fit node parameter is k; = 620 MeV, remarkably close to
the value of 750 MeV anticipated by the Cornell group [7].

IV. DISCUSSION AND CONCLUSIONS

We have performed a coupled-channel K-matrix fit to the
D°DY D*D~, D*D+ c.c., D*D*, and inclusive hidden-
charm cross sections from e e~ for 3.7-4.2 GeV, and find a
good fit in all channels for a variety of models. The fit
only assumes two bare poles, corresponding to w(3770)
and y(4040). The excellent quality of all the model fits
is a strong indication that an additional bare pole near
3900 MeV is not needed to explain the data, in keeping
with an old prediction from the Cornell group [7]. This
observation highlights the need for coupled-channel analy-
ses when interpreting and fitting data in regions where
thresholds are expected.

Although a node in the decay amplitude for y(4040) —
DD is expected on general grounds, we have found that it is
not required to explain the enhancement at 3900 MeV
likely because the D*D threshold enhancement in combi-
nation with hadronic couplings that decrease over typical
hadronic scales is sufficient to create the observed line
shape. Nevertheless, a model with w(4040) couplings
including a node does produce a fit with a somewhat
better ¥ /ndf, providing weak evidence for this mechanism
and its effects on hadronic observables.

'A node in the amplitude for y(4040) — DD implies similar
nodes in y(4040) — D) D) under very general assumptions [35].
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Resonance parameters are reported in Table II for the
different models. The rows labeled “fit summary” are
provided for convenience, as a summary of this work. It
would be inappropriate to perform a statistical model
averaging of our results, so we simply report our preferred
result (model 1) with an additional “systematic uncertainty.”
We find that the hadronic and electronic widths of y(3770)
are in most cases very close to those reported by the PDG. It
is interesting, however, that our preferred mass is 5 MeV
above the PDG value—a significant difference, in view of
the small uncertainties quoted. Indeed, we have found that
forcing the nonresonant couplings to be equal (models 2
and 4) raises the w(3770) pole location substantially.

Similarly, the preferred (4040) mass and hadronic
widths lie close to PDG values; however, the extracted
electronic partial width (for models 1, 3, and 4) is substan-
tially smaller. This discrepancy is not due to a statistical
fluctuation; rather, the PDG value is obtained from analyses
that assume all of the structure in the total hadronic cross
section to arise from resonances (e.g., from a model
consisting of a sum of Breit-Wigner amplitudes). Such a
choice, which ignores nonresonant contributions and rescat-
tering, necessarily overestimates the electronic width. In our
model, substantial structure is generated by nonperturbative
effects and by nonresonant scattering, naturally leading to a
smaller residue and partial width. Thus, we recommend that
I'..[w(4040)] be updated to a smaller value, as obtained
here. We remark that similar problems affect bottomonium
vectors, as reported in Ref. [16].

We note that models 2 and 5 yield electronic widths that
greatly deviate from the other models. This discrepancy
appears to be related to bootstrap fits in which the two
bare pole positions that ultimately produce y(3770) and
w(4040) unexpectedly move close to each other, or in
which the scattering couplings become anomalously large
(perhaps indicating that the models are sufficiently complex
as to overfit the data).

In summary, a unitary coupled-channel analysis of charm
production near 4.0 GeV finds strong evidence for the well-
established y(3770) and y(4040) resonances, with no need
for additional poles. The extracted resonance parameters
are in broad agreement with PDG values; however, we find
a slightly higher y(3770) pole mass at 3778.7(7)(50) MeV,
and a lower electronic width for the y(4040) of 180(100)
(170) eV. Our results are in agreement with the predictions
of the Cornell group, and affirm the importance of perform-
ing coupled-channel analyses when fitting data with over-
lapping resonances or nearby thresholds.
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APPENDIX: DD CROSS SECTIONS

Details and numerical results for the new BESIII
measurement of the observed, dressed, and Born cross
sections for ee™ — DD are presented here.

We remark that statistical uncertainties in the dressed and
Born cross sections are not independent. To account for this
issue, 10,000 pseudo cross sections were generated at each
energy point. An iterative method (Ref. [27]) was then

TABLEIIL. Numerical results for 6(e*e™ — D°D?) (in nb) as a
function of c.m. energy E, including only statistical uncertainties.
The column entries are defined in Sec. IIT A.

E (GeV) Observed Dressed Born VP
3.7342 0.169 +£0.046 0.274+0.08 0.26 +0.08 1.07
3.7368 0.218 £0.068 0.33+0.12 0.314+0.11 1.06
3.7447 0.765 +£0.070 1.15+0.11 1.09+0.11 1.06
3.7483 0.838 £0.064 1.21 £0.11 1.144+0.11 1.06
3.7501 0.968 +£0.053 1.41+0.10 1.334+0.09 1.06
3.7517 1.237£0.052 1.85+0.10 1.744+0.09 1.06
3.7534 1.377 £0.051 2.02+0.10 1.914+0.09 1.06
3.7556 1.566 £0.055 2.274+0.10 2.154+0.10 1.06
3.7562 1.629 £0.051 2.374+0.10 2.244+0.10 1.06
3.7592 1.948 £0.052 2.82+0.09 2.67+0.09 1.06
3.7624 2.385+0.058 3.42+0.10 3.244+0.10 1.06
3.7650 2715+0.071 3.87+0.13 3.66+0.12 1.06
3.7676 3.102+0.087 4.41+0.15 4.17+£0.15 1.06
3.7713 3406 +£0.101 4.73+£0.17 4474+0.17 1.06
3.7742 3714 +£0.111 5.144+0.19 4.85+0.18 1.06
3.7775 3692 +0.111 496+0.19 4.69+0.18 1.06
3.7802 3444 +£0.104 449+0.18 4234+0.17 1.06
3.7829 2791 £0.090 3.37+0.16 3.17+0.15 1.06
3.7869 1.995+0.072 2.17+0.12 2.04+0.12 1.06
3.7891 1.361 £0.058 1.194+0.11 1.124+0.10 1.06
3.7926 0.920 £0.045 0.65+0.08 0.61 =0.08 1.06
3.7970 0.562 £0.037 0.23+0.07 0224+0.06 1.06
3.8003 0.424 +0.035 0.11+0.06 0.104+0.06 1.06
3.8024 0.3254+0.038 0.05+0.06 0.05+0.06 1.06
3.8070 0.3524+0.050 0.13+0.08 0.124+0.07 1.06
3.8093 0.233 +0.050 0.02+0.04 0.024+0.04 1.06
3.8135 0.060 £0.049 0.00 £0.01 0.00+0.01 1.06
3.8153 0.056 +=0.051 0.00£0.01 0.00+0.01 1.06
3.8229 0.140 £0.083 0.034+0.06 0.03+0.06 1.05
3.8320 0.069 +£0.086 0.024+0.04 0.02+0.04 1.05
3.8390 0.237 +0.105 0.17+0.14 0.16 +0.13 1.05
3.8494 0.186 £0.104 0.12+0.12 0.11+0.11 1.05
3.8555 0.337 £0.111 0334+0.17 0.32+0.17 1.05
3.8632 0.340 £0.127 0.33+0.19 0.314+0.18 1.05
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TABLE IV. Numerical results for 6(¢*e™ — DT D™) (in nb) as
a function of c.m. energy E, including only statistical uncertain-

TABLE IV. (Continued)

ties. The column entries are defined in Sec. IIT A. E (GeV) Observed Dressed Born VP
E (GeV) Observed Dressed Born VP 3.7829 2206 +0.088 2.724+0.16 2.56+0.15 1.06

3.7869 1.627 £0.073 1.824+0.13 1.724+0.12 1.06
3.7447 0.150 £0.038 0.24 +0.07 023+0.06 1.06 3.7891 1.178 £0.062 1.13+0.11 1.07+0.11 1.06
3.7483 0.360 £0.048 0.57+0.08 0.54+0.08 1.06 3.7926 0.680 +£0.045 044+0.08 042+0.08 1.06
3.7501 0.439 +£0.040 0.67 £0.08 0.64 =0.07 1.06 3.7970 04144+ 0.039 0.164+0.07 0.154+0.06 1.06
3.7517 0.574 £0.040 0.89+0.08 0.84+0.07 1.06 3.8003 0.241 +£0.037 0.01 £0.03 0.01 £0.02 1.06
3.7534 0.748 £0.042 1.15+0.08 1.09+0.07 1.06 3.8024 0.236 £0.043 0.03+0.04 0.03+£0.04 1.06
3.7556 0.797 £0.045 1.17+0.08 1.114+0.08 1.06 3.8070 0.289 +=0.051 0.14 +0.08 0.14 +0.07 1.06
3.7562 0914 +£0.042 139+0.09 1.32+0.08 1.06 3.8093 0.132+£0.055 0.01+£0.03 0.01 £0.03 1.06
3.7592 1.192 +£0.045 1.77+0.08 1.68 £0.08 1.06 3.8135 0.153 £0.066 0.04 £0.06 0.04+0.05 1.06
3.7624 1.534 £0.051 2.254+0.09 2.134+0.09 1.06 3.8153 0.089 +£0.063 0.01 £0.03 0.01 £0.03 1.06
3.7650 1.882 £0.066 2.75+0.12 2.61+0.11 1.06 3.8229 0.197 £0.107 0.13+0.13 0.12+0.12 1.05
3.7676 2.200£0.081 3.194+0.14 3.01 £0.14 1.06 3.8320 0.046 £0.099 0.03+0.06 0.03+£0.06 1.05
3.7713 2.634+0.098 376 £0.17 3.554+0.16 1.06 3.8390 0.254 +£0.124 024 +0.17 0234+0.17 1.05
3.7742 3.067+£0.111 436+£0.19 4.124+0.18 1.06 3.8494 0.186 +0.118 0.16 =0.14 0.154+0.14 1.05
3.7775 3.078 £ 0.111 4.224+0.19 3.99+0.18 1.06 3.8555 0273 +£0.104 0.27+0.16 026+0.15 1.05
3.7802 2599 +£0.100 3.35+0.18 3.16+0.17 1.06 3.8632 0.099 +£0.091 0.06+0.09 0.06+0.08 1.05

(Table continued)

employed to extract the dressed and Born cross sections for
each of the pseudodata sets.

The resulting average cross section and the root of the
diagonal elements of the covariance matrix are reported in

the tables as the central value and the uncertainty for each
entry. In practice, we found it unnecessary to include the
full covariance matrix in the fits, since off-diagonal
correlations are negligible.
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