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deaths, many of which are in the 
western United States. Arizona, 
Colorado, and Washington State 
had mortality nearly twice the 
national average or higher in 
2020–2022. An assessment of 
hotspot counties — defined as 
those that had at least 20 over-
dose deaths and mortality higher 
than the national average during 
this period — revealed 19 coun-
ties of high concern. Maricopa 
County, Arizona, and Los Ange-

les County, Califor-
nia, had the highest 
number of fatal over-

doses, with 117 and 111 deaths, 
respectively. School-based inter-
ventions could be prioritized in 
these counties.

The U.S. overdose crisis is af-

fecting Americans at younger 
ages — even as adolescent sub-
stance use is decreasing. In re-
sponse, parents, physicians, and 
educators must equip adolescents 
with the knowledge and tools 
they need to keep themselves 
safe, and adolescents must be 
supported with stronger mental 
health and addiction services.
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When I was 19 years old, I 
learned that my mother 

carried a BRCA1 mutation, which 
confers a high risk of breast and 
ovarian cancer. I’ve spent much 
of my life since then thinking 
about risk. As I waited to find 
out whether I had inherited the 
mutation, I tried to come to 
terms with what it meant to have 
an exactly 50% risk of having it. 
“Sometimes I feel that I know I 
don’t have it,” I wrote in my dia-
ry. But a second later, I dismissed 
that idea as irrational. When I 
learned that I carried the muta-
tion, I began, at age 25, the an-
nual MRIs recommended for high-
risk women. I began thinking 
about false-positive and false-
negative risks from screening — 
the imperfections of mammogra-
phy that necessitate MRIs for 
young women with my mutation, 
the unreliable results of ovarian 

cancer screening tests that ren-
der them mostly useless. Now, as 
a 32-year-old trying to plan with 
my girlfriend when we will have 
children, I wish desperately that 
doctors could tell me precisely 
how my risk of ovarian cancer 
will climb year by year: How long 
can we safely wait?

Health risk estimates have 
shaped my most important life 
decisions. This has convinced me 
that we have a profound obliga-
tion to patients to predict their 
risks as accurately as possible. As 
a professor of computer science 
and population health, I build 
algorithms that predict health 
risks, with a particular focus on 
ensuring that they perform equi-
tably across groups.

Over the past few years, I’ve 
seen a welcome and overdue surge 
of interest in algorithmic equity. 
But I’ve also watched, disquieted, 

as my field has sometimes — 
with the laudable intention of 
ensuring equity — deviated from 
our basic mandate to predict pa-
tients’ risk as accurately as pos-
sible. Equity and accuracy need 
not conflict — improving the ac-
curacy of risk prediction can often 
improve equity as well — but we 
have made choices that reduce 
accuracy in the name of equity, 
ultimately achieving neither.

One key example is the explo-
sion of “debiasing” methods — 
turnkey technical solutions that 
can be run on any clinical algo-
rithm, even in settings in which 
they make little sense, as recent 
reviews have documented.1 Fre-
quently, these methods seek to 
achieve equity by equalizing some 
measure across two groups. For 
example, they might try to equal-
ize the fraction of people in each 
group — men and women, or 
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Black patients and White patients 
— identified as high-risk. But of-
ten this goal makes no sense. If 
you are trying to predict the risk 
of breast cancer, you do not want 
to equalize the fraction of men 
and women who are predicted to 
have high risk — their true risks 
differ. Although that’s a fairly 
obvious point, many analogous 
debiasing methods try to equal-
ize other measures of perfor-
mance, such as false-positive or 
false-negative rates, across groups. 
This approach seems intuitively 
more reasonable than equalizing 
the fraction of each group pre-
dicted to be high-risk, but it turns 
out to present similar issues. A 
systematic study of such approach-
es found that they caused a 
“nearly-universal degradation of 
multiple performance metrics.”1

I believe we should also be 
cautious about issuing categori-
cal calls to remove race as an 
input in every health risk predic-
tion. Certainly there are some-
times excellent reasons to remove 
race from prediction algorithms: 
past uses have relied on nonrig-
orous data, stemmed from racist 
beliefs, increased health dispari-
ties, or all of the above.2,3 But in 
other cases, removing race can 
harm the accuracy of risk pre-
diction for the very groups we 
seek to help. Algorithms that do 
not incorporate race informa-
tion have been shown to under-
predict diabetes risk for Asian 
patients and colorectal cancer 
risk for Black patients. I would 
argue that we do these patients 
no favors — and, indeed, risk 
compounding health inequities 
— if we knowingly understate 
their health risks in the name of 
equity.

Advocates of removing race 
from algorithms often argue that 
it is only an imperfect proxy for 
variables more directly related to 

risk — for example, genetic an-
cestry and social determinants of 
health — and so we must collect 
better data. I agree entirely. If we 
want to predict whether a patient 
has an elevated risk of carrying a 
sickle-cell mutation, for example, 
genetic ancestry is more directly 
relevant than socially construct-
ed race. My work has therefore 
quantified the limitations of ex-
isting race data4 and called for 
better data collection.5

At the same time, having ap-
pealed directly to hospital sys-
tems, health insurers, and clini-
cal researchers for such data, I 
know that obtaining them will 
be a difficult and slow process. I 
believe the pragmatic approach is 
to fight a two-front battle: while 
we maintain our advocacy and 
pressure to collect better data 
and wait for health care systems 
to do so, we should also do the 
best we can for patients who 
need to make life-or-death deci-
sions today. That means making 
the most accurate predictions we 
can from the data we have, not 
the data we wish we had.

Making less-accurate risk pre-
dictions by excluding factors that 
have proven to be predictive al-
beit highly imperfect — features 
that are, at best, proxies for the 
true characteristics of interest — 
can sometimes carry great hu-
man costs. When my mother was 
diagnosed with breast cancer, 
her doctors tested her for cancer-
causing mutations because they 
predicted she was at high risk for 
them. This risk prediction was 
influenced by the fact that she 
was Ashkenazi Jewish. The pre-
dictive power of this feature is 
well documented, since Ashke-
nazi Jews are a small and unusu-
ally well-studied group. But use 
of this feature in predictions is 
also fraught: its predictive power 
derives in part from centuries of 

anti-Semitic murders and expul-
sions, and it is only an imperfect 
proxy for the information we 
would ideally have — my moth-
er’s genetic ancestry. But I still 
believe the doctors made the right 
call. My mother was 10 times as 
likely as women who aren’t Ash-
kenazi Jewish to carry these mu-
tations, which increased her risk 
of ovarian cancer by a factor of 
30; ovarian cancer has a 10-year 
survival of 36%. Had the doctors 
not tested her, she might not 
have lived to see us grow up.

Predicting risk as accurately 
as possible for all patients does 
not mean ignoring equity. On the 
contrary, it requires engaging with 
equity more deeply, rejecting quick 
technical fixes and overbroad so-
lutions, and working with domain 
experts to understand the con-
text-specific factors producing 
inequity. In assessing the equity 
of a cancer risk prediction algo-
rithm, there are many questions 
you should ask. Are you training 
the algorithm to predict the ap-
propriate target, or might your 
measure of cancer be skewed by 
underdiagnosis or other biases? 
Does the patient population you 
trained your algorithm on reflect 
the diversity of the patients it 
will serve, or are biases in care 
access affecting your data set? 
There are many other important 
questions, but all of them require 
engaging with the factors con-
tributing to inequity in a specific 
setting. Applying quick technical 
fixes that weren’t developed for 
that setting, without understand-
ing what they do or whether it’s 
relevant, is often worse than do-
ing nothing at all. Many generic 
debiasing methods, for example, 
were motivated by and developed 
using data from criminal risk pre-
dictions — a wildly different set-
ting from cancer risk prediction.

A few weeks ago, I went to see 
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my oncologist. She is the sort of 
clinician I’m happy to trust with 
my life, and she answered my 
questions about ovarian cancer 
risk with compassion and preci-
sion. By the time I’m 40, she ex-
plained, my cumulative risk of 
ovarian cancer will have risen to 
3%. That number sounds so tiny, 
and yet it’s the basis on which 
doctors warn me to have my ova-
ries removed by the time I’m 40. 
I would be furious if, in the name 
of treating me “equitably,” my 
doctors told me that my risk was 
3% when it was really 6%, or 1%, 
because my most critical life de-

cisions hinge on those numbers. 
So I want for other patients what 
I want for myself: give us your 
best estimate of our risk, engag-
ing deeply with the context-spe-
cific inequities that distort risk 
predictions, so we can decide 
what to do.
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The recent U.S. Supreme Court 
decision striking down the 

use of affirmative action in uni-
versity admissions threatens dec-
ades of progress in the areas of 
diversity, equity, and inclusion in 
academic medicine. Although 
women accounted for the major-
ity of medical school enrollees in 
2022, they represented only 28% 
of full professors, 23% of depart-
ment chairs, and 27% of deans 
that same year,1 and gender-
based disparities in compensa-
tion persist at the highest levels 
of academic medicine.2 Similarly, 
11% of full professors and 13% 
of department chairs and deans 
in 2022 were members of racial 
or ethnic groups that are under-
represented in medicine.1 Only 
about 3% of full professors and 
department chairs were women 
from underrepresented groups, 
including Black, Latina, and In-
digenous women.1

Beyond the Supreme Court de-
cision, leaders in academic medi-
cine have long recognized the 

importance of diversity, but they 
have had difficulty with focus. 
This lack of focus has led to dif-
fusion of efforts and to “conden-
sation,” the process by which any 
number of loosely related ele-
ments are consolidated under a 
single concept.3 Broad definitions 
of “diversity” can result in aca-
demic institutions making little 
progress on racial equity specifi-
cally.3 Existing inequities made 
more evident by the Covid-19 pan-
demic and the murder of George 
Floyd led to a renewed focus on 
recruitment of Black faculty mem-
bers, cohort hires, and tempo-
rary policy reforms to support 
caregivers, many of whom are 
women. Although recent efforts 
represent progress, they continue 
to be piecemeal and have failed 
to support retention of faculty 
members from groups that are 
underrepresented in medicine by 
creating a truly inclusive and equi-
table climate in which all faculty 
members can thrive.

We propose centering efforts on 

retaining and advancing women 
of color (and, in particular, Black 
women) at multiple levels (in-
cluding among students, trainees, 
staff, faculty, and institutional 
leaders) in academic medicine. 
By “centering” women of color, 
we mean that leaders should fo-
cus attention, decision making, 
and policy interventions specifi-
cally on dismantling the struc-
tural racism and sexism that exist 
in academic medical institutions. 
Using an intersectional lens to 
examine how racism and sexism 
interact makes it clear that, 
throughout many industries, the 
experience of women of color 
diverges the most from that of 
White men. Women of color face 
multiple forms of discrimination 
and have less access to career-
enhancing work than do mem-
bers of other groups. Women of 
color also tend to face more exter-
nal pressures, including respon-
sibility for domestic work and 
caregiving — not just for chil-
dren, but for parents and extend-
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