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ABSTRACT

Estimation of a speaker’s direction and head orientation with
binaural recordings can be a critical piece of information in
many real-world applications with emerging ‘earable’ de-
vices, including smart headphones and AR/VR headsets.
However, it requires predicting the mutual head orientations
of both the speaker and the listener, which is challenging in
practice. This paper presents a system for jointly predict-
ing speaker-listener head orientations by leveraging inherent
human voice directivity and listener’s head-related transfer
function (HRTF) as perceived by the ear-mounted micro-
phones on the listener. We propose a convolution neural
network model that, given binaural speech recording, can
predict the orientation of both speaker and listener with re-
spect to the line joining the two. The system builds on the
core observation that the recordings from the left and right
ears are differentially affected by the voice directivity as well
as the HRTF. We also incorporate the fact that voice is more
directional at higher frequencies compared to lower frequen-
cies. Our proposed system achieves 2.5� 90th percentile error
in the listener’s head orientation and 12.5� 90th percentile
error for that of the speaker.

Index Terms— Voice directivity, HRTF, head orientation,
voiced sounds, auditory perception

1. INTRODUCTION
It is long known that human voice and hearing are direc-
tional in nature [1, 2]. Thus, when humans speak or hear,
the sounds contain cues specific to the orientation of the hu-
man head. This enables our brains the natural ability to lo-
calize sound sources and sense when they are being talked to.
Thus, this paper aims to explore whether binaurally recorded
human speech contains these cues necessary to estimate the
head orientation of not just the listener but also the speaker.
The intuition behind the idea is that the sound travels through
different channels before reaching each ear. So each of the
recorded signals should encode some information regarding
both the listener’s and the speaker’s head orientations.

Our proposed system leverages the directivity of human
voice and hearing at different frequencies. We show that these
effects are enhanced in the near-field. The differences in in-
teraural recordings are used to infer the orientations. As the
human voice directivity pattern (VDP) is dynamic [3], we first
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Fig. 1. Near field speaker-listener model overview.

identify the segments that have higher directivity based on the
harmonic structure [4] present in these regions and mask rest
of the signal to suppress noise. We then extract the crucial
features like interaural level difference (ILD), interaural time
difference (ITD), and differences in the energy of frequency
bins[5] and use them to train a deep neural network.

We evaluate our system by creating a dataset that com-
bines a real-world VDP dataset, a real-world HRTF dataset,
and a real-world speech dataset. The evaluations show that
the system has 2.5� 90th percentile error in detecting listener
head orientations and 12.5� 90th percentile error in detecting
speaker head orientations. Knowing these head orientations
opens up context-aware applications in smart-home environ-
ments [6, 7], AR/VR [8], and Human-robot interaction [9].

2. PROBLEM FORMULATION AND INTUITIONS
We aim to find the direction of a speaker as well as her head
orientation on the horizontal plane in an egocentric reference
frame centered on the listener. The horizontal axis of this ref-
erence frame is along the line passing through the listener’s
ears and the perpendicular axis is along the listener’s facing
direction, as shown in Figure 1. We now consider a line join-
ing the centers of the listener and the speaker’s heads. The
angle this line makes with the vertical axis is defined as the
speaker’s direction ✓dir. For the speaker’s head orientation,
we consider the angle ✓ori between the speaker’s facing di-
rection and the line joining the listener’s center of the head
and the speaker’s mouth. Note that ✓dir and ✓ori can vary in-



dependently of each other. The goal is to estimate ✓dir and
✓ori simultaneously using only the binaural recording of nat-
ural speech from a pair of ear-mounted synchronized micro-
phones on the listener.

Intuition: Humans have an excellent capability to percep-
tually find sounds’ direction of arrival which is largely at-
tributed to unique directional filtering by the listener’s head,
outer ears, and torso leading to differential binaural reception
in the left and right ears. This effect is known as Head-Related
Transfer Function (HRTF) which leads to spatial hearing
cues. A large body of works leveraged HRTF to computa-
tionally estimate the sound’s direction [10, 11]. However, as
a function of a person’s individual physiological factors, the
HRTFs do not generalize across users and it limits the achiev-
able accuracy in direction estimation. Binaural localization
methods with body-worn microphones often assume prior
knowledge of the listener’s personal HRTF data to improve
estimation accuracy [12]. Moreover, existing work assumes
HRTF is the only factor that alters the received sound ignor-
ing the impacts from the orientation of the speaker’s head.
Existing measurements show that a human speaker does not
radiate voice sounds uniformly in all directions, rather the
sound shows a frequency-dependent radiation pattern due to
the diffraction with the head. This leads to the VDP that
shows higher frequencies are attenuated more than lower fre-
quency sounds toward the back of the head, which adds a
cue for speaker’s head orientation with respect to the listener.
Therefore, the binaural recording in the listener’s ear-worn
microphones manifests a combined effect of the speaker’s
VDP and listener’s HRTF leading to a unique opportunity
to estimate both the direction and orientation of the speaker
(✓dir and ✓ori).

Several recent works leveraged VDP to estimate the
speaker’s head orientation using standalone microphone
arrays[13]. However, due to the lateral symmetry, the VDP-
based head orientation estimation performs poorly with sev-
eral tens of degrees of error [14, 15]. In this paper, we
hypothesize that (a) it is possible to jointly estimate speakers’
direction (✓dir) and orientation (✓ori) from a single binaural
recording and (b) this joint parameter estimation can enhance
the accuracy of both of these angles. When we verify the di-
versity of HRTF and VDP across different angles separately
using the correlation matrix shown in Figure 2(a) and 2(b),
the VDP shows significant confusion. However, a correla-
tion matrix with combined features, as shown in Figure 2(c),
improves overall diversity indicating a possibility of joint
estimation.
Challenges: We consider social conversational distance to be
the physical scale where the speaker-listener orientation es-
timation can be applied. Therefore we consider a near field
region of sound for our model, which is between 0.5 to 1.5
meters in range. However, a majority of the available HRTF
datasets are collected at far-field. Such datasets do not cap-
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Fig. 2. Correlation matrix of (a) HRTF, (b) VDP, and (c) com-
bined HRTF and VDP.

ture the substantial difference of interaural distances from the
source in the near-field and also the diffraction and shadowing
effects on nearby sound sources. Moreover, the distance and
angle between the centers of the speaker/listener heads differ
significantly from those of ears in near-field. This requires us
to transform existing HRTF datasets for our near-field scenar-
ios using a model elaborated next.

2.1. Near-field speaker-listener model:
When the speech signal originates from the mouth of the
speaker to the left and right ears of the listener, the signal
undergoes changes owing to the combination of head-related
transfer function (HRTF) of the listener, H(✓dir), and voice
directivity pattern (VDP) of the speaker, V (✓ori). The left
and right ears are separated by a distance of h which is the
width of the head. We define r as the distance between the
speaker and the listener. Thus, for the left and right ears, there
is an additional offset in angle defined by ↵ and � respec-
tively. When the right ear of the listener is ipsilateral to the
speaker, these angles can be derived in terms of h, r, and ✓dir

as follows.
↵ = arcsin(

h
2

r
), � = arctan(

h⇤cos✓dir
2

r � h⇤sin✓dir
2

) (1)

The resultant signal at the left and right ear in the fre-
quency domain, Yl(f) and Yr(f) can thus be defined as fol-
lows.

Yl(f) = X(f)HlnV (✓ori � ↵)
Yr(f) = X(f)HrnV (✓ori + �)

(2)

where X(f) is the source speech signal in frequency do-
main and Hln and Hrn are left and right HRTFs compensated
for near field.

3. SYSTEM DESIGN
In this section, we elaborate on the inner workings of the sys-
tem. The system can majorly be divided into 4 sections - 1)
The dataset generation pipeline 2) the pre-processing pipeline
3) the Feature extraction pipeline and 4) the 1-D CNN-based
regression model as shown in Figure 3.

3.1. Binaural feature extraction:
We extract the interaural level difference (ILD) and interaural
time difference (ITD) to be used as core features. We define
ILD and ITD as follows.

ILD(✓dir, ✓ori, f, t) = 20 log10(
|Yl(f,t)|
|Yr(f,t)| )

ITD(✓dir, ✓ori, f, t) =
1

2⇡f
6 ( Yl(f,t)

Yr(f,t)
)

(3)
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Fig. 3. System overview

3.2. Pre-processing for speech signal:
Voiced vs Unvoiced speech: Voiced speech has a higher
directivity index. Thus, during preprocessing, we extract seg-
ments that contain voiced speech and mask the rest of the
segments as shown in Fig 4. We use the VOICEBOX tool-
box on Matlab for this purpose. The toolbox uses PEFAC
[16] to first estimate the fundamental pitch and use it to find
the probability of the segment being voiced. 1) We identify
that the voiced section is sufficient to identify orientation as it
has higher directivity. Thus we remove unvoiced sections that
could otherwise introduce unnecessary noise. This is done by
identifying the harmonic structure of the human speech.

Missing frequencies in Human speech: As seen in Fig 4,
human speech has a harmonic structure. Thus, to reduce the
noise in preprocessing, we zero force all the values below a
threshold. The threshold is decided for each frequency bin
based on the mean energy per bin.

3.3. Near-field correction
Most of the large real-world HRTF datasets are collected in
the far field (e.g. RIEC dataset is collected at a distance of
1.5m). When trying to convert the far-field HRTF data, there
are various near-field effects that need to be taken into ac-
count. As the source is nearby, the sound reaches the listener
as a spherical wave instead of a planar wave and makes dif-
ferent angles with the ears. Also, the human head acts as a
low-pass filter for the contralateral ear. To model these be-
haviors, [14] apply distance variation functions in the spheri-
cal harmonics domain. We follow the same method from the
SUpDEq library. We also consider the parallax effect due to
the directional nature of the speaker. We consider a simple
spherical head model and speaker as a point source to calcu-
late and adjust the VDP.
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Fig. 4. Signal before and after voiced-unvoiced filtering

3.4. Separating facing configurations in ILD-ITD plane
To infer ✓dir, we mainly rely on the ITD values. When the
inter-time-difference value is less, it indicates that the listener
is facing (towards or away from) the sound source. Having
said that, the ITD values at higher frequencies undergo alias-
ing. The aliasing frequency depends on the size of listener’s
head h. if we consider h = 18cm, the aliasing frequency
would be 952 Hz based on the spatial aliasing limit. Thus
we divide ITD values into two halves ITDlow and ITDhigh

before sending it to the machine learning model. To infer
✓ori, we rely on the ILD values. As VDP has more directivity
at higher frequencies, the ILD values at higher frequencies,
ILDhigh, are affected more by the speaker-facing direction
than the ILD values at lower frequencies ILDlow.

As ILDlow, ILDhigh, ITDlow, and ITDhigh have their
unique characteristics, they are fed to the CNN as separate
channels so that they can be treated as independent features.

3.5. Enhancing VDF features with inverse convolution
As discussed earlier, voice radiation has different patterns for
higher and lower frequencies. The higher frequencies have
greater variation with direction [1]. On the other hand, lower
frequencies are more omnidirectional. To emphasize this fact,
we define a new feature - the ratio of energies of high and low
frequencies - that can be useful to determine ✓ori. We con-
volve ILDhigh with 1/ILDlow and use the resultant values
as the fifth channel of input.

3.6. DNN model design
Architecture: We use a 1-D convolution neural network(CNN)
with 8 convolution layers and 3 fully connected layers. We
use dropout layer after the convolution layers for regulariza-
tion. Each layer uses ReLU activation. The input contains 5
channels. We perform FFT on the 1-second recording of the
dataset we created earlier and then pass it through the pre-
processing pipeline. We use dropout regularization before
the fully connected layers. The model is trained on NVIDIA
Ampere A100 GPUs using ADAM optimizer with batch size
50 and learning rate 5⇥ 10�4.

4. EVALUATION
For generating data to determine listener and speaker head
orientations, we use the following three datasets. (a) HRTF



dataset: We use the RIEC database[17]. The RIEC database
contains HRTFs from 105 subjects (210 different ears). The
database is measured in 5-degree intervals in azimuth and 10�

interval in elevation. For our study, we are only consider-
ing the azimuthal plane. (b) VDP dataset: We use the data
from [18] [19] and [20] for the VDP. The database contains
288 VDP data. We only use the reference measurements of
vowel utterances and ignore the measurements for other sce-
narios such as the subject holding a hand in front of the mouth
or cupping the hands around the mouth. (c) Spoken words
dataset: We use the Speech Commands database[21] for the
spoken words. The database contains 105,829 utterances of
35 words from 2,618 subjects. We generate the audio for our
study we randomly pick an HRTF, a VDP, and a spoken word
along with a random ✓dir value and ✓ori value. This gives us
a diverse set of listeners, speakers, listener-facing direction,
speaker-facing direction, and spoken words. Overall, we gen-
erated 560,000 recordings.

4.1. Orientation Estimation
In this section, we discuss the accuracy of the model in pre-
dicting ✓dir and ✓ori. We convert the ground-truth ✓dir and
✓ori into sin(✓dir), sin(✓ori), cos(✓dir) and cos(✓ori) and
use mean-square error loss for training this model. In Fig 5
(a) the blue curve shows the cumulative distribution function
(CDF) plot for the error in predicted listener head orientation.
We reach the 90th percentile for around 2.5� error. In Fig 5
(b) the blue curve shows the CDF plot for error in predicted
speaker head orientation with 90th percentile error 12.5�.

Fig. 5. CDF of error in (a) ✓dir and (b) ✓ori for near-/far-field.

To verify which azimuthal sector incurs a higher loss, we
plot the error for each angular sector. Fig 6 (a) shows the error
in ✓dir for every <10�. The mean error in each sector is less
than <1� for all sectors except one. Fig 6 (b) shows the error
in ✓ori for every <10�. The mean error in each sector is less
than <8� for the majority of the sectors. Note that the training
stage assumes the VDP is recorded without unnatural scatter-
ers, such as a hand or facemask covering the mouth. Such
scenarios will require the consideration of additional datasets
outside the scope of this work.

Impact of near-field correction: In this section, we evalu-
ate how near-field aids in the estimation of ✓dir and ✓ori. Fig
5 compares the CDF plot for error in ✓dir and ✓ori. In both
cases the error significantly reduces. If we compare the 80th
percentile error, ✓dir improves from 8� to 1.3� and phi im-

Fig. 6. Polar error plot of (a) ✓dir and (b) ✓ori

proves from 25� to 2�. The reason behind this improvement
is the more pronounced diversity in the acoustic channels be-
tween the ears and the mouth even for a smaller change in
✓dir and ✓ori

Performance with personalized training: In this section,
we compare the results between two cases - 1) when the user’s
HRTF is known and 2) when it is not known. When the HRTF
is known, we re-train our model on that particular HRTF for
multiple speakers. Fig 7 (a) and 7 (b) shows the comparison
between CDF plots for both cases for ✓dir and ✓ori respec-
tively. For both ✓dir and ✓ori the results improve significantly.

Fig. 7. Error in (a) ✓dir and (b) ✓ori for know/unknown HRTF.

4.2. Classification performance
We first evaluate our model for accuracy in an application sce-
nario requiring classification of states to find if the speaker
and listener are facing each other. One person is facing if the
other is within 25� sector in the front. We considered four
classes: (a) “facing & facing”, (b) “facing & non-facing”, (c)
“non-facing & facing”, and (d) “non-facing & non-facing”.
The classifier shows accuracy of > 90% for all configura-
tions except for the “non-facing & non-facing” configuration
where the accuracy drops to 89%.

5. CONCLUSION
We presented a system for estimating speaker’s direction and
head orientation using binaural recording on the listener’s ear-
mounted microphones in the near-field. The system leverages
the speaker’s VDP and listener’s HRTF jointly to achieve 90th
percentile errors of 2.5� and 12.5� in direction and orientation
respectively.
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