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Abstract—Federated Learning (FL) is a collaborative learning framework that enables edge devices to collaboratively learn a global
model while keeping raw data locally. Although FL avoids leaking direct information from local datasets, sensitive information can still
be inferred from the shared models. To address the privacy issue in FL, differential privacy (DP) mechanisms are leveraged to provide
formal privacy guarantee. However, when deploying FL at the wireless edge with over-the-air computation, ensuring client-level DP
faces significant challenges. In this paper, we propose a novel wireless FL scheme called private federated edge learning with
sparsification (PFELS) to provide client-level DP guarantee with intrinsic channel noise while reducing communication and energy
overhead and improving model accuracy. The key idea of PFELS is for each device to first compress its model update and then
adaptively design the transmit power of the compressed model update according to the wireless channel status without any artificial
noise addition. We provide a privacy analysis for PFELS and prove the convergence of PFELS under general non-convex and non-IID
settings. Experimental results show that compared with prior work, PFELS can improve the accuracy with the same DP guarantee and

save communication and energy costs simultaneously.

Index Terms—Federated learning, over-the-air computation, wireless edge, differential privacy, sparsification.

1 INTRODUCTION

EDERATED Learning (FL) is a distributed machine learn-
Fing (ML) paradigm in which edge devices collabora-
tively learn a shared model under the orchestration of a
central server while keeping data locally [1]. It has gained
significant attention because of its inherent privacy preser-
vation and higher efficiency in comparison with conven-
tional centralized ML, which relies heavily on a trustworthy
and powerful central server for model training. Specifically,
in each communication round, FL consists of four basic
stages: (i) the central server sends the current global model
to the selected edge devices; (ii) edge devices update their
models using the local training data; (iii) edge devices
transmit their model updates back to the central server;
and (iv) the central server aggregates devices’ updates into
a new global model. This process is repeated for multiple
communication rounds until the global model converges
with a satisfactory accuracy. Although FL only requires
the transmission of model updates between edge devices
and the server instead of raw data, such model transfer
can become a communication bottleneck, especially when
dealing with modern deep neural networks (DNNs) that has
a huge number of parameters (e.g., on the order of hundreds
MB, or even GB) [2], [3]. Additionally, the transmit power
of edge devices is often limited in FL. Thus, it is crucial to
design transmission protocols that are both communication
and energy-efficient in FL.

When deploying FL over wireless edge, wireless FL
[4] where edge devices under the coverage of a nearby
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access point are coordinated by its co-located edge server
to perform FL has been proposed. In wireless FL, the
uplink transmissions for model uploading are particularly
challenging due to the shared nature of wireless medium
among all participating devices. Orthogonal multiple access
techniques such as time-division multiple access (TDMA),
code-division multiple access (CDMA), and orthogonal
frequency-division multiple access (OFDMA) are often used
to share the wireless spectrum among the devices. However,
as the number of edge devices in wireless FL increases,
the spectrum resource that can be allocated to each device
decreases proportionally, leading to high latency and low
quality of model update transmissions from edge devices
to the server. Therefore, enabling scalable FL over wireless
edge with a large number of edge devices and limited
spectrum resource is very challenging.

Besides the challenge associated with communication,
privacy is another core challenge in wireless FL. Although
edge devices in wireless FL keep their data locally and only
exchange ephemeral model updates that contain less infor-
mation than raw data, this is not sufficient to guarantee data
privacy. For example, by observing the model updates from
an edge device, it is possible for the adversary to recover the
private dataset in that device using reconstruction attack [5]
or infer whether a sample is in the dataset of that device
using membership inference attack [6]. Specifically, if the
server is not fully trusted, it can easily infer the private in-
formation of edge devices from the received model updates
during the training by employing existing attack methods.
Therefore, how to defend against those advanced privacy
attacks and provide rigorous privacy guarantee for each
device in wireless FL without a fully trusted edge server is
challenging and needs to be addressed. As the state-of-the-
art privacy notion, differential privacy (DP) [7] can ensure



formal and rigorous privacy protection in FL by adding
random noise to the shared model updates. However, the
existing DP mechanisms could severely degrade the model
accuracy in FL [8]. How to achieve a strong DP guarantee
while maintaining high model accuracy is still challenging
in wireless FL.

Over-the-air computation (AirComp) provides a promis-
ing solution to addressing both of the aforementioned spec-
trum and privacy challenges in an integrated manner by
achieving scalable and bandwidth-efficient model update
aggregation in wireless FL [9]. The basic idea of AirComp
is to create and leverage the inter-user interference in the
multiple access channel (MAC) to boost throughput. In
applying AirComp to wireless FL, devices send their model
updates in an uncoded manner by directly mapping each
model update parameter to a channel symbol: each device
first precodes the transmitted symbols by the inverse of
the uplink channel gain and then transmits the precoded
symbols to the edge server in an analog manner. All the
participating devices transmit simultaneously on the same
channel so that their signals are aligned and decoded to
obtain desired arithmetic computation results at the edge
server. In comparison with the traditional orthogonal mul-
tiple access techniques where computing and communi-
cations are separately done, AirComp is a joint compute-
and-communicate scheme by exploiting the fact that MAC
inherently yields an additive superposed signal. Note that
by using AirComp in wireless FL, the uplink transmission
rate of each device does not degrade as the number of
devices increases, making it more scalable. Furthermore,
the superposition property of wireless channels in AirComp
provides an additional benefit to privacy protection. Specif-
ically, by using AirComp in wireless FL, the edge server
will only receive from all participating devices the super-
position of transmitted signals computed from their private
datasets. From the privacy perspective, this makes it harder
for the edge server to infer each device’s private dataset
since the edge server does not know the transmitted signal
from each individual device. Moreover, the channel noise
naturally perturbs the received signal at the edge server and
contributes to privacy protection.

In this paper, we consider the problem of FL with Air-
Comp subject to client-level DP guarantee and aim to design
a differentially private wireless FL scheme with high model
accuracy and low communication and energy overhead. The
first key challenge is the large noise magnitude required
for protecting the privacy of each individual model update
against attackers, which is proportional to the model dimen-
sion and results in a significantly degraded model accuracy.
To address it, we propose to first compress the model
update for reducing its model dimension and then use the
compressed model update to design the transmit signal.
As shown later, both model compression and the signal-
superposition nature of wireless channel can reduce the
noise magnitude required to provide a certain DP guarantee
and achieve higher model accuracy. The second challenge
is that when adding artificial noise to the local model
updates for privacy protection, devices need to consume
more energy for transmitting the noisy model updates to
the server via AirComp as shown in [10]. If a strong DP
guarantee is required, the additional energy consumption
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imposes a significant overhead on the energy-constrained
edge device. Rather than adding artificial noise to the model
updates when designing the transmit signal, we propose
to adapt the transmit power and harness the channel noise
in AirComp to naturally perturb the received signal at the
server and provide intrinsic privacy.

In summary, the contributions of this paper are as fol-
lows.

o We propose a new wireless FL scheme to achieve DP
with high model accuracy and low communication
and energy overhead by harnessing the intrinsic
channel noise, signal-superposition nature of wire-
less channel, and update compression in AirComp.

e We analyze the convergence and privacy properties
of the proposed scheme and show that the integrated
design of model compression, signal superposition,
and channel noise leads to strong DP protection
while maintaining high model accuracy.

o We conduct an extensive evaluation of the proposed
scheme on benchmark FL datasets by comparing it
with several baselines. The empirical results show
that the proposed scheme can largely outperform
the baselines in terms of model accuracy and energy
efficiency given the same level of DP guarantee.

2 RELATED WORK

To improve the communication efficiency over wireless
multiple-access channels in FL, AirComp-based FL has been
proposed as a promising strategy by simultaneously trans-
mitting model updates from all devices to the server [9],
[11], [12], [13], [14]. Specifically, Zhu et al. [11] considered
an analog transmission strategy in FL, where each device is
scheduled for transmission depending on the channel con-
dition to improve the learning performance in the presence
of fading channels. Yang et al. [9] proposed a joint device
selection and beamforming design while guaranteeing the
mean squared error (MSE) to improve the learning task per-
formance. Amiri et al. [12] proposed an algorithm in which
devices pre-process the analog model updates through
sparsification and quantization before transmissions. They
further modify the analog communication scheme in [13],
where the devices first sparsify their gradient estimates, and
project the resultant error into a low-dimensional vector and
transmit only the important gradient entries while accumu-
lating the error from previous iterations. By taking gradient
statistics into account, a gradient aware power control al-
gorithm is developed in [14] to minimize the aggregation
error. However, all of the aforementioned works did not
consider the privacy issue when the central edge server is
not trustworthy in AirComp-based FL.

To mitigate the privacy risks for the model updates
shared by the devices in AirComp-based FL, some recent
studies [10], [15], [16], [17], [18] adopted AirComp-based
FL with DP to prevent the privacy leakage by injecting
random noise into the released model updates. In particular,
the previous works [10], [16] utilized artificial noise to
provide privacy guarantee when the inherent channel noise
is not sufficient to satisfy the DP requirement. Accordingly,
these strategies may lead to more energy consumption by



TABLE 1
Summary of main notations.

Notation Definition
i, 7 Index for device
s Index for local iteration
t Index for global iteration
N Total number of devices
[NV] {1,2,...,N}
St Set of selected devices in iteration ¢
6L° Local model of device i
D; Local dataset of device 7
fi(H) Local objective function of device %
Al Model updates of device 4
gf’s Stochastic gradient of device ¢
n Local learning rate
T Aggregation period
C Clipping threshold
ht Channel gain between device ¢ and server
x! Transmit signal of device ¢
2t Random Gaussian noise
vt Received signal by server
P; Transmission power limit of device ¢
Bt Alignment coefficient
Cq Bounded gradient coefficient
¢ 22 Bounded variance coefficient
72, K2 Bounded dissimilarity coefficients
€0 differential privacy parameters

transmitting artificial Gaussian noise. In [17], an energy-
efficient approach is proposed to scale down the transmit
power instead of injecting artificial noise. Inspired by that,
an adaptive power allocation scheme was proposed in [18]
to achieve DP by utilizing intrinsic channel noise in both
orthogonal multiple access (OMA) and nonorthogonal mul-
tiple access (NOMA) channels. Nevertheless, both works
considered the full gradients transmission. Therefore, the
communication cost is high due to the high dimension of
DNNSs. Meanwhile, to provide an unbiased estimation of
model updates in AirComp-based FL, the updates need
to be aligned by a coefficient related to the channel and
power conditions before transmission [10], [17], [18]. Since
both works [17] and [18] considered the full device partic-
ipation, their power alignment coefficients are limited by
the device with the worst channel and power condition.
Furthermore, aforementioned works [10], [15], [16], [18]
consider record-level DP, which protects the presence of a
single data sample. As elaborated in [8], [19], it makes more
sense to consider the notion of client-level DP in FL, which
protects the presence of a device’s entire dataset and is more
challenging to achieve. Our work aims to achieve client-
level DP while ensuring a high level of model accuracy
in DNNs by jointly exploiting the opportunities of model
compression and adaptive power control.

3 PRELIMINARIES
3.1

As shown in Fig. 1, a typical FL system enables N edge
devices and a server to collaboratively solve an optimization
problem of the form:
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where f;(0) := (1/|Di])| X ¢ p, li(6; &) is the local objective
function of device i, and D; is the local dataset of device 1.
Here [; is the (possibly non-convex) loss function defined by
the learning task, and & represents a data sample from D;.
The main notations used in the paper are summarized in
Table 1.

As a classic approach in FL optimization, Federated
Averaging (FedAvg) [1] was proposed to solve (1) by per-
forming multiple steps of stochastic gradient descent (SGD)
on each edge device and averaging the model updates
periodically on the edge server. FedAvg can save communi-
cation rounds compared with distributed SGD and has been
found to be simple and effective in many convex and non-
convex settings empirically. More specifically, in the ¢-th FL
round, FedAvg first sends the global model 6 to a subset
of edge devices S with » = |S*|. Then each edge device
i € 8" computes a local model based on its local dataset by
performing 7 steps of SGD:

0:,0 — 6t )
0?,3 _ 0;5,5—1 _ ts—1 Vs = 1,...,7 3)

7 9
where gt 5~1 js the stochastic gradient computed on a mini-
batch z; randomly sampled from the local dataset D;, and
0t is the local model of device ¢ at the s-th local iteration
of round t. Next, devices upload their models 8" or model
updates Al = Bt T — @' to the server, Wthh will then
aggregate them to obtain a new global model:

o' 4~ Z Al 4)

ZES’

0t+l

3.2 Differential Privacy

DP provides a rigorous privacy concept to prevent the
privacy leakage and has become the de-facto standard for
measuring privacy risk [7]. Informally, DP mandates that
the output distribution of an algorithm remains roughly the
same when an individual’s data is added or removed from
the dataset. This ensures that an adversary with access to
the statistics of the dataset cannot distinguish whether the
target individual is present in the dataset or not. The formal
(e, 9)-DP is defined as follows.

Definition 1 ((¢, §)-DP [7]). Given privacy parameters € > 0
and 0 < § < 1, a random mechanism M satisfies (€, 6)-DP if



for all neighboring datasets D ~ D' and any subset of outputs
O C range(M), we have

Pr[M(D) € O] < ePr[M(D’) € O] + 6. 5)
When § = 0, we have e-DP, or Pure DP.

The parameter € is known as the privacy budget that
controls the trade-off between privacy and utility of the
mechanism M. A smaller € provides a stronger privacy
guarantee but typically results in a lower utility. The pa-
rameter § is usually set to a small value to account for
a probability that the upper bound ¢ fails. The details of
definition of neighboring datasets D ~ D’ will be discussed
in the next subsection.

The Gaussian mechanism is commonly used to achieve
(¢, 6)-DP by injecting zero-mean Gaussian noise to the query
output, the scale of which depends on the {-sensitivity of
the query function. The definition of sensitivity is given as
follows.

Definition 2 ({5-sensitivity [7]). Let h : D — R< be a query
function over a dataset. The {s-sensitivity of h is defined as

$(h) = max [h(D) — h(D)3 ©)

where D and D' are two neighboring datasets.

Theorem 1 (Gaussian Mechanism [7]). Let h D —
R be a query function with ly-sensitivity 1(h). The Gaus-
sian mechanism M(D) = h(D) + N (0,0%I4) with o >
21n(1.25/8)%(h) /€ satisfies (€,0)-DP for any 6 € (0,1) and
e>0.

In DP mechanisms, the privacy amplification property of
DP [20] allows us to improve the privacy guarantees of DP
algorithms without increasing the added noise. Specifically,
by running a DP mechanism on a random subset of a
dataset, it can provide stronger privacy than that of running
on the entire dataset. The formal privacy amplification by
subsampling is given as follows.

Theorem 2 (Privacy Amplification by Subsampling [20]).
Suppose a mechanism M is (€,0)-DP over a dataset D of size
m. Consider the subsampling mechanism that given the set D
outputs a sample from the uniform distribution over all subsets
D; C D of size n (n < m). Executing M on the subset D
guarantees (¢',nd/m)-DP, where ¢ = log(1 + n(ef —1)/m).

3.3 Record-level and Client-level DP in FL

Depending on how the neighboring datasets are defined, the
DP definition can be applied to different granularities. Some
prior works [21], [22], [23], [24], [25] on differentially private
FL deal with record-level DP that is defined as follows:

Definition 3 (Record-level neighboring datasets). Two
datasets D = {D;};c(n) and D' = {D;};c|n) are neighboring
datasets if a device j's dataset D} is constructed by adding
or removing a single training data example & from D;. ie.,
D% = D; U{&} or Dy = D;\{{}, and D = D; for all i # j.

Accordingly, only one training example’s privacy is
protected. Protecting individual examples is insufficient in
many FL setting because one user may contribute many
examples to the training dataset. The same example might

Algorithm 1 DP-FedAvg [8]

Input: Initial server model 69, aggregation period 7, total
rounds 7', sample size 7, clipping threshold C, noise magni-
tude o0, and learning rate 7.

Output: Final global model 687

1: for t=0,..., T —1do

2. Uniformly sample a set S* C [N] with r = |S'
3. Broadcast 0" to all clients in S*
4. for each device i € S! in parallel do
5: 0" — o'
6: fors=1,...,7do
7: Compute a stochastic gradient g"* ™" over a mini-
batch &; sampled from D;
8: 05’5 — 05’571 — ngf’“l
9: end for
10: Al 0" — 6

11: Az <—A§/max (1,|A%) +N(07020'21d/7‘)
12:  end for ~
132 0t+1 < et + %Ziest Af
14: end for

be contributed multiple times by an individual user, but it
should still be protected [8]. In this paper, we consider the
client-level DP to protect the privacy of entire examples of
a client in the training dataset. The client-level neighboring
datasets in FL can be defined as follows:

Definition 4 (Client-level neighboring datasets). Two
datasets D and D’ are neighboring datasets if D' is constructed
by adding or removing all of the examples associated with a
single client j from D, ie, D = {D;}icin), D' = DU D;
or D" = D\Dj. This implies that D and D' only differ in one
client’s dataset.

Intuitively, client-level DP implies that a single client’s
contribution would not have a significant impact on the
output distribution of the DP algorithm.

3.4 DP-FedAvg: Achieving Client-level DP in FL

To provide client-level DP in FL under a “honest-but-
curious” edge server, DP-FedAvg [8] can be adapted to
this setting by perturbing the model updates locally before
uploading them to the server. Specifically, as shown in
Algorithm 1, DP-FedAvg consists of the following steps in
each FL round ¢:

1) Server sends the global model to a randomly sam-
pled subset of devices (lines 2-3);

2) Each device initializes its local model to be the
received global model (line 5), performs 7 steps of
SGD (lines 6-9) and computes its local model update
(line 10);

3) Each device clips the norm of model updates A!
by a threshold C' and adds Gaussian noise to its
bounded local model update (line 11);

4) Server aggregates the perturbed local model up-
dates received from edge devices to update the
global model (line 13).

Although DP-FedAvg ensures client-level DD, it suffers
from large model accuracy degradation and high energy
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Fig. 2. Wireless communication model in AirComp.

consumption of edge devices. In this paper, we propose to
integrate compression and intrinsic channel noise to achieve
client-level DP while achieving high communication and
energy efficiency and model accuracy in wireless FL.

4 MODEL AND PRIVACY GOAL

In this subsection, we first introduce the wireless commu-
nication model in AirComp-based FL and then describe the
threat model and privacy goal.

4.1 Wireless Communication Model

As shown in Fig. 2, the edge server communicates with all
devices via a wireless flat-fading channel. To simplify the
analysis, we assume the download link is ideal so that the
download signal is not distorted since the edge server has a
much stronger transmission power compared to the devices.
The channel gain between device ¢ and the edge server at
round ¢ is denoted as a complex value h! = |h|e7?:. In this
paper, we assume the channel state information (CSI) to be
constant within each FL round, but may vary over rounds.
We also assume that the CSI is perfectly known at the server
and edge devices as done in the literature [17] and leave the
case of imperfect CSI for future work.

We consider that the channel is split into K subcarriers
under OFDMA, and each device can simultaneously trans-
mit at most K elements of local signal x! using the subcarri-
ers to the server with analog transmissions in one time slot.
For instance, in 5G systems, a 50 MHz channel with 15 KHz
carrier spacing provides 3300 subcarriers during 10 ms [26].
Provided that we have accurate channel-gain precoding for
phase compensation and strict synchronization among the
participating devices [27], in the model upload stage of the ¢-
th round, each device i first designs the transmitted signal as
e™d ¢§x’§, where ¢~7%! is the local phase correction performed
by the device 7. Then, each coordinate of the local model
update is assigned to a specific subcarrier and then trans-
mitted via a wireless MAC simultaneously. By exploiting
the signal-superposition nature of wireless channel, the edge
server then receives the coordinates transmitted by different
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devices over the same set of subcarriers in the form of an
aggregated sum. Specifically, the received signal y* over K
subcarriers at the edge server in the ¢-th FL round is

—1 t
y' = E hle=i%ix! 4 7!
ieSt
ot ot
=Y |nix{+ 2, @)
i€St
where z' ~ N(0, 0(2) Ix) is the random Gaussian noise with
variance of over K subcarriers.
Since edge devices participating in FL are resource-
constrained, we have a transmission power limit for each
edge device i:

(Power Limit) E||x![ < P, V. 8)

4.2 Adversarial Model and Privacy Goal

In this paper, we consider the edge server to be “honest-but-
curious”. That is, the edge server is curious about a specific
device’s local dataset and intends to infer information from
the shared messages, but honestly follows the protocols
involving the training process. Moreover, there may exist
a third party that can observe the global model broadcasted
by the server in each round. The privacy goal of this paper
is to ensure that the edge server or third party cannot
infer much about a device’s local dataset by observing the
received global model update in each round.

5 PFELS: PRIVATE FEDERATED EDGE LEARNING
WITH SPARSIFICATION

In this section, we propose a new wireless FL scheme
named Private Federated Edge Learning with Sparsifica-
tion (PFELS) to achieve client-level DP while keeping high
model accuracy and improving communication and energy
efficiency at wireless edge. We also formulate the optimal
power control design in PFELS as a constrained optimiza-
tion problem.

5.1 Proposed Learning Scheme

To reduce communication cost and energy consumption,
the key idea of PFELS is that each device sparsifies the
model update first before transmitting it to the server via
wireless MAC. Moreover, rather than adding artificial noise
to the local model updates for privacy protection, which
will consume extra transmission energy, PFELS relies on
the inherent channel noise and adaptive power scaling to
achieve DP in FL.

The pseudo-code for the proposed PFELS is provided
in Algorithm 2. At each round ¢, the server randomly
samples a set S* of r devices with uniform probability at
random without replacement (line 2). After that, a randy
projection matrix A? € {0, 1}#*? is generated by the server
according to (9) where £ < d (line 3). Note that the error
compensation technique [28], [29], [30] has been proposed
to accelerate model convergence under compression and can
be integrated into PFELS to further improve accuracy. Here,
A is utilized to project a d-dimensional vector into a k-
dimensional vector such that A'V € R* for any V € R
In particular, let Q) = ([Z]) denote the set of all k-element



Algorithm 2 PFELS Algorithm.

Input: Initial server model 6°, local update period 7, num-
ber of sampled clients r, number of total rounds 7', and
learning rate 7.
Output: Final global model 87
1: for t=0,..., 7T —1do
2. Uniformly sample a set S C [N] with r = |S|
without replacement

3:  Generate a randy, projection matrix A’ € {0, 1}+*4

4. Broadcast 8" and A’ to all devices in S*

5. for each device i € S! in parallel do

6: 0" «— 0

7: fors=1,...,7do

8: Compute a stochastlc gradient g}**~ ! over a mini-
batch &; sampled from D;

9: 0" 0" — ngf“

10: end for

11: Al 0" — 6t

12: x! + ol AtAl

13:  end for

14y« Zles, |ht|x§ +z!

15 At (AﬂZT y

16: 01— gt + At

17: end for

subsets of [d], and a subset w = {wj, ...,wg} is chosen uni-
formly and randomly from 2. Then, the randj, projection

matrix A € R¥*d ig defined as follows:
A] 1, ifn=wy ©)
™00, otherwise.

Then, the global model ' and projection matrix A’ are
shared with all selected clients (line 4). In practice, to avoid
an extra communication cost of A?, the coordinate set w can
be selected from (2, distributively by the server and clients
via pseudo-random generators with the same seed.

After receiving the global model 8* and random projec-
tion matrix A! from the server, each device i € S? initializes
its local model to 0" and performs 7 step of SGD to update
its local model in parallel (lines 6-9). Then, each device ¢
calculates its local model update A! (lines 11) and designs
the transmit signal x! € R* by sparsifying its local model
update using A’ and then scaling it (lines 12) as

x; = a;ATA, (10)

where a! € R is the power scaling factor to be optimized
later.

After that, all devices in S' send their transmit signals
to the server via a channel with additive Gaussian noise
z'. Next, according to the channel model (7) and input
signals (10), the signal received at the edge server becomes

y' =" |hilx; + 2, (11)
1€St
where z' ~ N(0,021;) is the additive Gaussian channel
noise at the edge server (line 14). In order to align trans-
mitted local model updates, we have the following power
alignment constraints:

(Power Alignment) |nt|lal = B, Vi, t, (12)
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where the alignment coefficient 3’ is to be properly de-
signed later in Section 7. Finally, the server can estimate a d-
dimensional aggregated model update At from the received
k-dimensional signal y* (line 15) as

Ar_ (AT ATz’
A= rgt rgt

where (A)TA*Al € R? is the sparsified local model update
by only keeping the k coordinates of the orignal model
update for device . Then, the edge server uses the estimated
aggregated model update to compute its global model for
the next round (line 16).

We show that an unbiased estimate of the true aggre-
gated model update),; s Al/r in each round t can be
recovered via A as follows:

1
t - T AL AL
_TE (A")TA'A; 4+
i€S?t

;o (13)

Lemma 1. Given a parameter k € [d] and a randy, projection
matrix At € R¥*4 generated from the active subset w, it holds
that

Eu| dzr

€St

(14)

Proof: The proof is provided in Appendix A in the
supplementary. O

5.2 Optimal Power Control Design in PFELS

The design goal of power control in PFELS is to mini-
mize the training loss while satisfying privacy and energy
constraints with adaptive power control {3"};cir_1]. We
observe that the effective noise added to the model update
depends on {f* }tej[T 1) according to (13) and will deter-
mine the loss f(6") after T' rounds. Therefore, our goal
can be represented as solving the following optimization
problem:

P1

min  E[£(87)] (15)

{Bt}eerr—1)
while satisfying privacy constraint, power limit con-
straint (8), and power alignment constraint (12).

Solving the aforementioned problem P1 faces several
challenges. First, we need to find out how the control
decisions {8 };c(r_1; affect the loss f(8”). Generally, there
is no explicit mathematical expression to capture the rela-
tionship between {'},c;7_1) and f(87). To address it, we
propose to analyze the convergence properties of PFELS
in the next section and use the convergence error bound
to substitute the loss function as the surrogate objective
in the optimization problem. Second, we need to carefully
design { ﬁt}te[Tq] to guarantee a certain level of client-level
DP. Therefore, we provide the privacy analysis in the next
section and model the privacy constraint as a function of 3'.

6 PRIVACY AND CONVERGENCE ANALYSIS

In this section, we provide the client-level DP guarantee and
convergence properties of PFELS under the general non-
convex and non-IID setting. Before stating our theoretical
results, we make the following assumptions:



Assumption 1 (Bounded Gradient). The stochastic gradient
in Algorithm 2 for any client is bounded by a constant C > 0,

ie.,

gf’SH2 < C| forany i, t, and s.

Assumption 2 (Smoothness). Each local objective function f; :
RY — R is L-smooth for all i € [N], i.e.,

IVf:(8) = Vf:(8)]5 < L||6 — 6|5, ¥8.6’ € R%. (16)

Assumption 3 (Unbiased Gradient and Bounded Variance).
The local mini-batch stochastic gradient is an unbiased estimator
of the local gradient: E[g;(0)] = Vfi(0) and has bounded
variance: E[|g;(0) — sz(H)Hg] < (3v0 € RYi € [N],
where the expectation is over all the local mini-batches. We also
denote 2 .= (1/N) N, ¢2 for convenience.

Assumption 4 (Lower Bounded). There exists a constant fing
such that

f(8) > finr, VO cRY

Assumption 5 (Bounded Dissimilarity). There exist con-
stants v2 > 1,k% > 0 s;tch that (1/N) N IV f:(0)]5 <
nyH(l/N) PO Vfi(G)H + k2. If the data across all devices
are IID, then v*> = 1 and k? = 0.

Note that Assumption 1 has been commonly made in
differentially private ML literature [8], [21], [31], [32], which
can be ensured by the gradient clipping [21]. Assumptions
2—4 are standard in the analysis of SGD [33]. Assumption 5 is
commonly used in the FL literature [34], [35] to capture the
dissimilarities of local objectives due to data heterogeneity.

6.1 Privacy Analysis

In this subsection, we provide the client-level DP analysis
of PFELS. Theorem 1 indicates that the DP guarantee (¢, ¢)
depends on the sensitivity of the query function on the
private dataset. In PFELS, according to (10), (11) and (12),
the received signal at the edge server can be rewritten as:

yi= 3 BIAIAl 44t
1€St

17)

Thus, the edge server only knows the sum of local model
updates >, B'A'AlL, which depends on the private
dataset. Therefore, we need to analyze the sensitivity of
the sum of local model updates. Assume the client-level
neighboring datasets D = {D,;};est and D' = D U D,
or D' = D\D, that differ in client e’s dataset at round ¢,
and the corresponding device datasets are S* and (S*)/, re-
spectively. According to Definition 2, we have the following
lemma:

Lemma 2 (Sensitivity in PFELS). Under Assumption 1, the
ly-norm sensitivity of the sum of local model updates is

Ya = max | ZS BIATAL - %) BLATALly < B'yrCh.
I3 t Z'le ty/

Proof: According to the local model updating rule (2)
and (3), each device i initializes its model with 8 and
performs 7 local SGD to compute the final local model ).
Therefore, we have:

0" =0"—n> gl (18)
s=1

7

Then, for the difference of the received aggregate by the
server between neighboring sets S! and (S*)’ that differ in
one client index e, its £5-norm is:

I DB AA= Dy BATAL], =[BT ATALl,  (19)
1€S? i e(St)
= p'[| A% (67 — 6")]], (19b)
= B'lAT> b . (19<)
s=1
< B At (19d)
s=1

where (19¢) follows from (18). Afg!*~! means randomly
keeping k coordinates of g/*~!, and thus its upper bound
depends on the upper bound of gi*~!. Thus, from Assump-
tion 1, we have the final result. O

Next, we analyze the client-level DP guarantee of PFELS.
Informally, according to Theorem 1, the Gaussian mecha-
nism can provide (e, §)-DP. Based on that, considering the
local model updates are performed on a random set of
devices in PFELS, we can employ Theorem 2 to provide
a tighter (¢, 6)-DP bound for PFELS. Formally, we have the
following theorem:

Theorem 3. Suppose that the client set S* of size r is uniformly
sampled at random without replacement from [N]. If the power

alignment parameter 3 satisfies:
C2p' <e, (20)

where

Cy = 2v/2n7C174/log (1.257“/(N(5)), 1)

NUO

then each round of the PFELS algorithm guarantees (e, §)-DP for
any e € (0,1) and § € (0,1).

Proof: In each round of PFELS, the intrinsic chan-
nel noise z’ follows the distribution of A(0,021;), and r
clients are uniformly sampled at random without replace-
ment from [N]. According to Theorem 1 and Theorem 2,
the sensitivity 2 < o2e2/(2log (1.25/8p)) can guarantee
(log(1 4+ (e — 1)r/N), dgr/N)-DP. For ¢ € (0, 1), we have
the following inequality:

r T 2r

log(l + N(eeo - 1)) < N(eeo -1)< €0
where (22) follows from the facts that log(1 + z) < z for
any * > 0 and € — 1 < 2z for any = € (0,1). There-
fore, the sensitivity 92 < oe2/(2log(1.25/80)) guarantees
(2reg/N, dor/N)-DP. In other words, to guarantee (¢, )-DP
where € = 2reg/N and § = Jor/N, the sensitivity need to
satisfy

(22)

W2 < o2 N?e?
A = 8r2log (1.25r/(NG))’

By replacing the ¢>-norm sensitivity ) by Lemma 2, we
have:

o2iN?e?
g (1.25r/(NJ))

Let Cy denote 2v/2n7C1ry/log (1.25r/(N6))/(Noy), we ar-
rive at the conclusion. O

t\2,2, 22
<
(ﬁ)n’rclfSrQlo



6.2 Convergence Analysis

In this subsection, we provide the convergence analysis of
PFELS under the non-convex and non-iid setting in Theo-
rem 4. We only provide the proof sketches here and put the
detailed proofs to the supplementary.

Lemma 3 (Iterate Decomposition). Under Assumption 2, the
iterate of Algorithm 2 satisfies:

E[f(0"F" — £(6")] < L (A + 1)(C + 26%) + %;52
+<n§ +2L3772T )\k:+1> ZZEHOI‘ eta IH

=1 s=1
7(1
+ <_77(2) + 2L (A + 1 )EtHVf(Bt)HQ
n Lko?
2r3(B1)2’
where A\, :=1 —k/d, ® > 0 is a constant.

Proof: The proof is provided in Appendix B in the
supplementary. O
Lemma 3 provides the composition of per-round loss
drift bound. The local parameter divergence ||6* — 8! ||2,
i € [N] provides a hint on how to derive the convergence
property of PFELS. Next, we will provide an upper bound
on the local parameter divergence.

Lemma 4 (Bounded Local Divergence). Under Assumptions
2, 3 and 5, the local model difference at round t is bounded as
follows:

N
B e IR Tt LT
1=1

+ 1677272&2 + 4777262.

Proof: The proof is provided in Appendix C in the
supplementary. O
Lemma 4 shows the upper bound of local divergence er-
ror. Combining Lemmas 3, 4 and choosing a proper learning
rate, we have the following convergence bound:

Theorem 4 (Convergence of PFELS). Under Assumptions 2-
5, if the local learning rate satisfies n < min{1/(247L(\r +

1)v2),1/(47L\/4y2 + 2),1/127L}, then the iterations of
PFELS after T rounds satisfy:

1= 2 _8(f(6°) = finr)
T ;Etuvf(@ )| ST—m

=2
(nTL(2/-€2 + 62) + %) %

ALko? ' 1
— (B2’

+ 87 L(3K% 4 2¢?)

- 23
nrr3T : 23)

where A\, :=1—k/d.
Proof: When m < 1/2 and

1 1 1—2m
A7L\/4y2 + 2 127L° 87L(A, + 1)2

b

7 < min{

we have:
nr(1 —m) oL (0, 1)) < 1T ”
2 k1) ) < =T @)
LQ
*TOL% (297 +1) < %T 1297 < 1. (26)
Substituting Lemma 4 into Lemma 3, we have:
. (2
Eo[£(6') — f(8")] < L7 (A + 1) (267 + () + nT2k<
T

T

+ (W L3 (A + 1)> Soen*r? |V £(6Y)|”
5 n k 2 Ty
Lkot
2B
+ (777(1270 + 2L (A + 1)) EtHVf(e’t)H2
(A + 1) (262 + C?)

nL2(29% +1) < 2 2
+ 74% ;[1677 T

+ 160°7% K% + 410 (?

TA T
T T 900 +

T
- Lko}?

()\k + 1)(2,‘62 + Cz) + W

ST2LA (297 + )(Ark2 + (%) | nrhe?

5 +
v 2m

+ (L P29 + 1)) Ed VA 0Y)]

2
< (Ln272(2/@2 +3) + 772< ) Ak + gz;f)z

+ 7727-2L(12n7-L +2)K% + *r2L(3nL + 1)(?
- fIEt ICallk

+ 167}27'2/£2 + 4777252} +

S L7727'2

e NZ{CallN

Lk‘og
T 5,3 (B1)2

27)

— L7727'2

(28)
< f—EtHVf Calls +n272L(3/<c +2¢%)

2 Lk 2
pre 2r3(j)?

+ (Ln27'2 (262 +C%) + (29)

where (27) holds due to (24) and (25), (28) follows from (26)
and v2 > 1, and (29) follows from (26).

Rearranging the above inequality and summing it from
t=0toT — 1, we get:

T-1 ]
SIS 3
t=0

t=0

0t+1 f(et)]

~2
+ 8T <nTL(2n +¢) + S ) k
+ 8TnrL(3k% + 2¢%)

= 4T Lko?

" ; nrrd(Bh)? G0



where the expectation is taken over all rounds ¢ € [0,7 — 1].
Dividing both sides of (30) by T, one yields

T-1
% 3 ICHIE SM
t=0

J 1nf) 2 =2
TL(3k 2
" + 8n (3 + 2¢ )

+8 (777L(2n2 +) + & > Ak

By selecting a reasonable constant 7 = 1/3 (which satisfies
m < 1/2), we arrive at the conclusion. O

We can see that the convergence bound (23) contains
three parts. The first part 8(f(6°) — f*)/(Tn7)+8n7L(3K%+
2¢?) is the optimization error bound in FedAvg [33]. The
second part 8(n7L(2k2 + (2) + 3¢%/2)\i /7 is the compres-
sion error resulting from applying rand; to local model
updates. When the rand, is not applied, ie, £k = d
and A\, = 0, the compression error equals zero. The last
part 4Lk/(nmr3T) Y12 03/(B%)? is the privacy error. When
there is no privacy noise, i.e., 09 = 0, the privacy error is
equal to zero. Both privacy error and compression error
raise the error floor at convergence. The last two terms
explicitly show the trade-off between compression error and
privacy error in terms of compression parameter % in PFELS.
As k increases, )\, gets smaller, leading to a smaller com-
pression error, but the privacy error increases. Therefore, in
order to achieve the minimal convergence bound, we need
to carefully choose an optimal parameter k to balance these
two errors.

7 CONVERGENCE-OPTIMIZED POWER CONTROL
UNDER DP GUARANTEE

In this section, we develop a solution method to approx-
imately solve P1. First, we consider the power limit con-
straint (8) and power alignment constraint (12). From (10)
and (12), the local transmission signal can be expressed as:

t
xt = itlAtAt Vie St (31)
t
x; = ajA'A} = |§t|AtAt Vie St (32)

According to the power limit constraint E||x! H; < P;,Vi,t,
the power alignment coefficients {3'},cr_1) are con-
strained as follows:

ht.‘Zp
t\2 < : ‘ 7 T 33
) < Rl pjane )

Here, to satisfy the power limit constraints, we can use the
followmg lemma to approximate the power consumption
E||A'AL[|> under randy, sparsification.

Lemma 5 (Bounded Local Updates for randy). Under As-
sumption 1, given a local update At € R? and randy, sparsifica-
tion with random projection matrix A, we have

E[|A’A! Vie St (34)

k
Hz < E 2 2Clv

9

Proof: The proof is provided in Appendix F in the
supplementary. O
Then, we substitute the objective function and the DP
constraint in P1 with the convergence upper bound (23)
w.r.t. {Bt}te[T_l] in Theorem 4 and the client-level DP
result (20) in Theorem 3, respectively. Therefore, we can
approximate Problem P1 as follows:

1
P2 min E — 35a
Bthem 135 (B6)? (352)
st. Cyft <e, WVt (35b)
ht|\/dP;
0<pt < ‘ | Vt. (35¢)

IESt Clnq—f

Note that P2 can be readily solved as shown in the follow-
ing result:

Theorem 5. The optimal solution to Problem P2 is given by:

|ht/dP; e

= mi Vt.
zES’{ o 177—\/> 02

Proof: The objective (35a) is monotonically decreasing

with respect to {3"};c[r—1), and the constraints are decou-

pled across time. From the upper bounds of (35b) and (35c),

we arrive at (36). O

(B (36)

8 NUMERICAL EVALUATION

In this section, we conduct extensive experiments on com-
mon FL benchmark datasets to verify the performance of
the proposed scheme.

8.1 Experimental Setup

We consider a wireless FL system with 1000 devices and one
central server. In each round, the server uniformly samples
32 devices to participate in the training process. To get a
fair comparison with the baselines in the experimentation,
we select the same MNIST-based dataset (FEMNIST) and
CIFAR-10 dataset and corresponding model architectures
in this paper as prior work in literature such as [31], [36],
[37], [38], [39]. Note that while FEMNIST and CIFAR-10
datasets are considered as “solved” in the computer vision
community, achieving high accuracy with a strong DP guar-
antee remains difficult on these datasets [40]. CIFAR-10 is
an image dataset that consists of 50,000 training images and
10,000 testing images. Each device has 50 training examples
and 10 test examples by partitioning 50,000 samples over
1000 devices in an IID manner. Each image has a size of
32 x 32 pixels and an associated class label from 10 classes.
The trained model on CIFAR-10 is a modified VGG-11 with
9,750,922 parameters in total. FEMNIST is the federated
version of EMNIST dataset which has 3,550 users. Each
image has a size of 28 x 28 pixels and an associated class
label from 62 classes. We remove the users with less than
100 samples and randomly choose 1,000 users from the
remaining set as all the participants. Each device has 90%
of images in the training set and 10% in the test set. We
train a modified ResNet-18 [41] with 11,192,746 parameters
in total on FEMNIST.
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Fig. 3. Test accuracy versus compression ratio p for PFELS under e =
1.5 for CIFAR-10 and ¢ = 1.0 for FEMNIST.

For all experiments, we use mini-batch SGD with a
momentum of 0.9 to train the local model with a batch size
of 50. The learning rate of each algorithm is tuned from
{0.01,0.05,0.1} for CIAFR-10 and {0.001,0.02,0.05} for
FEMNIST using grid search. Following the implementation
in [42], instead of doing 7 local training steps per device,
we perform 7 epochs of training over each device’s dataset.
For CIFAR-10, the local epoch is set to 7 = 5, and for
FEMNIST, the local epoch is set to 7 = 5. We tune the
clipping threshold over the grid C; = {1.0, 4.0, 8.0, 10.0}
and obtain the optimal clipping threshold, i.e.,, C; = 1.0
and C; = 10.0 for CIFAR-10 and FEMNIST, respectively.
For all experiments, we set the privacy parameter 6 = 1/N.

We assume the channel gain |hf| follows an exponential
distribution with a mean of 0.02 and limit its value within
the interval [0.0001, 0.1]. The variance of the channel noise
is set to 0g = 1. The maximum signal-to-noise ratio of each
device i is defined as SNR; = P;/ dag. We set the maximum
SNRs of all users to uniformly sampled from 2dB to 15dB.
We set the number of communication rounds 7" = 2000 and
T = 1000 for CIFAR-10 and FEMNIST, respectively. Instead
of using k, we define the compression ratio p := k/d. We
run each experiment with 5 random seeds and report the
average. All algorithms are implemented using PyTorch on
an Ubuntu server with 4 NVIDIA RTX 8000 GPUs.

To show the effectiveness of PFELS, we simulate it under
different constraints and compare it with several baselines.
All baselines adopt the same uniform sampling strategy in
each FL round.

o  WEL-P: Wireless FL without sparsification and DP con-
straint. This baseline optimizes (35a) while transmit-
ting the full model updates and ignoring the DP
constraint (35b). According to Theorem 5, when there
are no requirements for compression and DP, the
optimal power control decision is given by:

Wi VP
Cint

A" = min{ b, VL (37)

€St
This baseline belongs to the standard AirComp-
based FL algorithm and mimics the existing wireless
FL method without privacy consideration [43].

o WEFL-PDP: Wireless FL without sparsification and with
DP constraint. This baseline aims to optimize (35a)
while transmitting the full model update in each FL
round and satisfying the DP constraint (35b). Similar
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Fig. 4. Test accuracy vs. DP privacy budget e for PFELS and baselines.

TABLE 2
Summary of results on CIFAR-10 dataset under e = 1.5.

Algorithm | Accuracy (%) | Subcarriers (d) | Energy cost
PFELS 76.42% 600 2.55
WEFL-P 72.72% 2000 5.19
WEFL-PDP 72.23% 2000 3.70

to Theorem 5, the optimal power control decision
without sparsification is given by:
|h§|VPi,i}7 Vi,
01777' CQ

(38)

t .
= min
p i€eS?t
This baseline mimics the state-of-the-art energy-
efficient wireless FL method with privacy considera-
tion [17].

8.2 Experimental Results
8.2.1 Impact of Compression Ratio in PFELS

We first evaluate the impact of compression ratio on the
performance of PFELS and show the results in Fig. 3 over
both CIFAR-10 and FEMNIST datasets. From the figure, we
can observe that the test accuracy of PFELS first increases
and then decreases as the compression ratio p increases
from 0.1 to 1.0. This is consistent with the analysis in
Theorem 4. Note that as p increases, the compression error
decreases, but the privacy error increases. Specifically, when
the compression ratio is relatively small, i.e.,, p = 0.1, the
magnitude of compression error is large and dominates the
total convergence error, resulting in a higher training loss
and lower testing accuracy. As p increases, the compression
error reduces and leads to a lower loss and higher accuracy.
However, when p exceeds a threshold, i.e., p = 0.3 for
CIFAR-10 and p = 0.5 for FEMNIST, the privacy error
becomes the dominant term in the total convergence error
and keeps increasing as p increases, resulting in a higher
training loss and lower test accuracy. Therefore, one needs
to carefully choose the optimal p in practice to balance
the privacy error and compression error. In the rest of the
experiments, we always choose p = 0.3 for CIFAR-10 and
p = 0.5 for FEMNIST in PFELS.

8.2.2 Privacy-Accuracy Tradeoff in PFELS and Baselines

In this section, we compare the testing accuracies of PFELS
and baselines by varying the privacy budget ¢ as shown in
Fig. 4. From the figure, we have the following observations.
First, both the PFELS and WFL-PDP have a higher model
accuracy as e increases. This is due to the fact that a higher



TABLE 3
Summary of results on FEMNIST dataset under ¢ = 2.0.

Algorithm | Accuracy (%) | Subcarriers (d) | Energy cost (lell)
PFELS 81.97% 500 1.90
WFL-P 81.43% 1000 2.89
WEFL-PDP 78.55% 1000 2.22
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Fig. 5. Training performance versus FL round and communication cost
for CIFAR-10 under € = 1.5.

privacy budget € indicates a lower noise requirement, and
hence the useful signal has a relatively higher magnitude
than the channel noise, leading to a more accurate model
estimation in each round. Second, the accuracy of WFL-P
is the upper bound of WFL-PDP because WFL-PDP needs
to consider the additional DP constraint besides the same
power constraint as in WFL-P. From (37) and (38), we can
see that the power control decisions of WFL-PDP and WFL-
P are the same when ¢ is large. This is verified in Fig. 4,
which shows that the model accuracies of WFL-PDP and
WFL-P are the same when ¢ > 2.5 for CIFAR-10 and
€ > 9 for FEMNIST. Third, PFELS achieves is always better
than WFL-PDP. This is due to PFELS sparsifies the local
model updates before transmitting them to reduce the total
convergence error while respecting the power and privacy
constraints. Fourth, when e is relatively large (e.g., € > 1.0
for CIFAR-10 and € > 2.0 for FEMNIST), leading to a non-
binding DP constraint, PFELS can outperform WFL-P via
the use of sparsification. In contrast, when € is small, PFELS
needs to adjust the power scaling coefficient to satisfy the
strict DP constraint, while WFL-P lacks a DP constraint.
Consequently, WFL-P can achieve higher model accuracy
compared to PFELS in this case. Note PFELS sparsifies the
local model updates before transmitting them to reduce
the total convergence error while respecting the power
and privacy constraints. This clearly shows the benefit of
sparsification in improving the privacy-accuracy trade-off
in wireless FL.
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Fig. 6. Training performance versus FL round and communication cost
for FEMNIST under € = 2.0.

8.2.3 Communication Efficiency Benefits of PFELS

Next, we compare the convergence rate and communication
cost in terms of subcarrier usage for PFELS and baselines
under a fixed privacy budget. Table 2 and Table 3 summa-
rize the performance of PFELS and baselines after 7" rounds
on CIFAR-10 and FEMNIST, respectively. Fig. 5 and Fig. 6
show the performance during the training on CIFAR-10 and
FEMNIST, respectively. First, for CIFAR-10, as shown in
Fig. 5a on training loss and Fig. 5b on test accuracy, PFELS
has the fastest convergence speed in terms of communica-
tion round. This is due to the fact that PFELS uses compres-
sion to balance the trade-off between the privacy error and
compression error and achieves a better convergence speed.
Second, WFL-P has a faster convergence speed in terms of
communication round than WFL-PDP because WFL-PDP
needs to consider the additional DP constraint besides the
same power constraint as in WFL-P. Third, Fig. 5¢ and
Fig. 5d show the training loss and test accuracy w.r.t. the
communication cost for PFELS and baselines. The results in
Table 2 show that PFELS achieves higher communication
efficiency than the baselines by utilizing sparsification with
only 600 subcarriers. In contrast, both WFL-P and WFL-PDP
incur the same communication cost, using 2000 subcarriers,
as they transmit complete model updates. Similar results
can be observed for FEMNIST dataset from Fig. 6 and
Table 3.

8.2.4 Energy Efficiency Benefits of PFELS

Finally, we evaluate the benefit of PFELS in improving
communication energy efficiency compared with the base-
lines under a fixed privacy budget. Here, we compute the
total of accumulated transmission energy of all participated
devices as the transmission energy cost. Table 2, 3, and
Fig. 7 show the results on CIFAR-10 and FEMNIST. For
CIFAR-10, as shown in Fig. 7a, 7b, and Table 2, we observe
that PFELS achieves the final test accuracy (76.42%) while
utilizing 2.55x 10'1J in energy consumption, whereas WFL-
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Fig. 7. Transmission energy cost comparisons for CIFAR-10 under ¢ =
1.5 and FEMNIST datasets under € = 2.0.

P consumes 5.19 x 10'1J to achieve the final test accuracy
(72.72%) and WFL-P consumes 3.70 x 10''J to achieve the
final test accuracy (72.23%) in energy consumption. For
FEMNIST dataset, as depicted in Fig. 7c, 7d, and Table 3,
PFELS achieves the final test accuracy (81.97%) while uti-
lizing 1.90 x 10'1J in energy consumption, whereas WFL-P
consumes 2.89 x 10'1J to achieve the final test accuracy
(81.43%) and WFL-P consumes 2.22 x 10''J to achieve
the final test accuracy (78.55%) in energy consumption.
In summary, PFELS outperforms all baselines by saving
transmission energy cost.

9 CONCLUSION

In this paper, we have proposed PFELS, a novel wireless
FL scheme aimed at achieving client-level DP while main-
taining high model accuracy and improving communication
and energy efficiency by harnessing the intrinsic channel
noise, signal-superposition nature of the wireless channel,
and update compression in AirComp. Furthermore, we have
analyzed the convergence and privacy properties of PFELS
under the general non-convex and non-iid setting. Experi-
mental results have demonstrated that compared with prior
wireless FL frameworks, PFELS can greatly improve the
model accuracy, communication and energy efficiency si-
multaneously under the same DP guarantee. In the future,
we will investigate other compression methods and extend
our algorithm to the setting with imperfect channel status.
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APPENDIX A
PROOF OF LEMMA 1

Proof: For the randy, taking the expectation on the active set w, we have:
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where (39b) holds due to the zero mean of Gaussian noise. O
APPENDIX B
PROOF OF LEMMA 3
Proof: According to the Assumption 2, we have:
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where (a) holds due to the zero-mean Gaussian noise, (b) follows from the unbiased sampling. For 77, we have:
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For A1, we have:
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where (a) holds due to 0" = Ot - g"*~! and the unbiased stochastic gradient Assumption 3, (b) follows from
=154 & p
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2.
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where (a) holds due to Ot T=0"—-n>1_, gf o1 (b) follows from Lemma 9, (c) follows from Lemma 10, (d) uses unbiased
Assumption 3, (e) uses Lemma 6, and (f) uses (55) and (% = (1/N) N | ¢2.
Combining (41), (42) and (43), if A\, < 7, we get:
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where (a) holds due to the fact that z! is zero-mean, (b) and (c) follow from Lemma 7, (d) follows from Lemma 10, and (e)

holds due to 0;5’7

ts—1
=0"—n>i_8" .

According to Lemma 11, we have:
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APPENDIX C
PROOF OF LEMMA 4
Proof: According to the local update rule, we have
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where (a) holds due to the unbiased gradient estimation in Assumption 3, (b) follows from Assumption 3 and Lemma 8
with a = ﬁ, (c) follows from Lemma 7, and (d) follows from the smoothness assumption 2. Next, taking the average of
sum of all clients, we get:
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where (a) holds due to the dissimilarity Assumption 5 and the notation (? = (1/N) Zfil ¢?. When n < Mﬁ’ then
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Unrolling the recursion, we get:
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where (a) follows from (1 + ﬁ)T <5when T > 1. O
APPENDIX D
USEFUL INEQUALITIES
For ease of notation, we use || - || to denote the {5 vector norm.

Lemma 6 (Jensen’s inequality). For arbitrary set of N vectors {a;}}¥, a; € R® and positive weights {w;};c(n], SNw, =1,

N
E w;@;
i=1

Lemma 7 (Cauchy-Schwarz inequality). For arbitrary set of N vectors {a;}¥ ;, a; € RY,

N
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2
N
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Lemma 8. For given two vectors a, b € RY,
la+b]* < (1+a)llal* + (1 +a™)|b]*, Yo > 0. (48)
Lemma 9. For given two vectors a, b € R?,

2(a, b) < n|lal® + = 1||b|*, v > 0. (49)
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APPENDIX E

INTERMEDIATE RESULTS

Lemma 10 (Bounded Sparsification). Given a vector a € R? and a parameter k € [d], The randy, projection matrix A € RF*4
generated from the activate subset w holds that

k k

E[ATAa = “a, E,|ATAa-al? = (1-5)[al’. (50)

Proof: For the randy, taking the expectation on the active set w, we have:

k k k
E,[ATAa] = [E[ah’ ce E[a]d] = 8&1 (51)

For the variance of randy, we get:
s Ak k koo
B ATA —al* = 3 (§ala— L) + (1= Dlal2) = (1= D)l 62)
n=1

0
Lemma 11 (Bounded Local Model Update). Under Assumptions 2, 3 and 5, the local model update Al at round t is bounded by:
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where (a) follows from the unbiased stochastic gradient Assumption 3, (b) uses Lemma 7, and (c) holds due to
Assumption 5.
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where (55) follows from Lemma 6 and Assumption 3.
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where (56) follows from Lemma 6 and Assumpt1on 2. Combining (54), (55) and (56), we have:
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APPENDIX F

PROOF OF LEMMA 5
Proof: Taking the expectation on the randy, we have:
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where (58c) holds due to (18), (58d) follows from Assumption 1 and Cauchy-Schwarz inequality.
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