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Abstract

The Benjamin—Ono equation is shown to be well-posed, both on the line and on the
circle, in the Sobolev spaces H® fors > — % The proof rests on a new gauge transfor-
mation and benefits from our introduction of a modified Lax pair representation of the
full hierarchy. As we will show, these developments yield important additional divi-
dends beyond well-posedness, including (i) the unification of the diverse approaches
to polynomial conservation laws; (ii) a generalization of Gérard’s explicit formula
to the full hierarchy; and (iii) new virial-type identities covering all equations in the
hierarchy.
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1 Introduction

This paper is devoted to the study of real-valued solutions to the Benjamin—Ono equa-
tion

%q =Hq" —2q4’, (BO)

which describe the motion of internal waves in stratified fluids of great total depth.
The symbol H appearing here denotes the Hilbert transform; see (2.1).

This model arose contemporaneously in works by Benjamin [4] and by Davis—
Acrivos [10]. The latter authors also performed extensive experiments in a tank using
fresh water floating on an equal volume of salt water. They observed excellent agree-
ment.

Inspired by these works, Ono undertook a series of investigations of (BO), begin-
ning with [54], which in turn generated considerable interest in this model. Among
his contributions was the suggestion that the ease with which Davis and Acrivos were
able to generate solitary wave solutions in the tank may be taken as a sign that these
were, in fact, soliton solutions of the type then only recently discovered in the context
of the Korteweg—de Vries equation.

With our sign conventions, these solitary waves take the form

0.1, x) = @@c—zﬁ with ¢>0. (1.1)
They are positive and travel to the right. By comparison, solutions of the linearized
equation %q = Hg" travel to the left.

An instantly striking feature of the functions Q. is their mere algebraic decay.
This is ultimately traceable to the presence of the Hilbert transform in (BO), which
in turn expresses the highly nonlocal nature of the wave dynamics. This nonlocality
originates from the depth of the fluid; in shallow water, both surface and internal
waves have been successfully modeled by local equations such as KdV.

We will be studying the initial-value problem for (BO) posed both on the real
line R and on circle T = R/Z, the latter being equivalent to the study of an initially
periodic excitation. A key determiner of which classes of initial data may be expected
to lead to well-behaved solutions is the scaling symmetry. For the (BO) equation, this
takes the form

q(t,x)— q(t,x) =Aq(k2t,kx) for A >0 (1.2)
and identifies s = —% as the scaling-critical regularity for H* spaces.

Conservation laws also play a major role in identifying natural classes of initial
data and in demonstrating that such classes are dynamically invariant. Basic physical
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Sharp well-posedness for the Benjamin—-Ono equation 1001

considerations already present us with three such conserved quantities: the momen-
tum and the energy are given by

P(q) = f lq*dx and Hpo(q) = f lqHq' — 1qP dx, (1.3)

while [ g denotes the surplus of water relative to equilibrium g = 0.
The energy functional Hpo serves as the Hamiltonian for (BO) with respect to the
Poisson structure

{F.G}= / - (59) wax, (1.4)

while the momentum functional P generates translations.

By comparison, [ ¢ is a Casimir. This functional will play a limited role in what
follows. In the circle case, it can be altered by redefining the notion of equilibrium
depth. Physically, this amounts to exploiting the Galilei symmetry of (BO): if g (¢, x)
is a solution, then so to is

q(t,x)=q(t, x —2ct) +c. (1.5)

In the line setting, one cannot use the Galilei transform to force [ ¢ = 0. More
significantly from our point of view, is the fact that one needs to impose rather strong
decay assumptions in order to make sense of this quantity. Moreover, regularity hy-
potheses must also be imposed to ensure that any such L' assumption is not immedi-
ately destroyed by wave dispersion.

Our first main result is the well-posedness of the (BO) flow under minimal as-
sumptions on the initial data. As we will see, this has been a much studied problem
and our resolution depends not only on the recently introduced method of commut-
ing flows, but also on the development of broader algebraic and analytic structures
underlying the (BO) equation. In Sect. 1.5, we will discuss several other dividends of
these developments, not directly related to well-posedness.

Theorem 1.1 Fix s > —%. The equation (BO) is globally well-posed for initial data
in H*(R) or H*(T).

As we will discuss more fully below, the long-standing record on the line was
well-posedness for s > 0. This was also the threshold for the circle case until the
very recent breakthrough [20], which proved well-posedness for all s > —%. The

paper [20] also shows ill-posedness in H~'/2(T) via instantaneous norm inflation.
Concretely, their arguments show that there is a sequence of smooth solutions g, to
(BO) and a sequence of times #, — 0 so that

lgn (Ol g-12— 0 and liminf|g, )|l g-12 > 1. (1.6)

We conjecture that (BO) is also ill-posed in H ~1/2(R) in the sense (1.6).
A simple argument showing the breakdown of well-posedness for s < —% was

known much earlier [3, 5]. In the line case, ill-posedness for s < —% can be deduced
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1002 R. Killip et al.

from the fact that the solutions (1.1) converge in H*(R) to a delta function at t =0
as ¢ — 00, but do not converge at any other time.

We have little to say about the long-time behavior of these global solutions; indeed,
this subject is poorly understood even with strong regularity and decay conditions.
It does follow from our Lemma 4.4 and Corollary 5.3 that orbits are bounded and
equicontinuous. In the circle setting, this implies that orbits are precompact. From
[20] we know more: in the circle geometry, orbits are almost-periodic in time.

1.1 Prior work on well-posedness

Here we give a quick overview of the history of well-posedness for (BO); for a com-
prehensive account, we recommend the recent book [38]. The first phase in these
developments was the construction of weak solutions; see, for example, [21-23, 59].

Early proofs of well-posedness employed energy/uniqueness arguments; see, for
example, [1, 28, 55, 59]. Included in [1] is a proof that (BO) is well-posed in H* in
both geometries. This period culminated in the proof that (BO) is well-posed in H*®
for s > % on T and for s > % on R. The endpoint in the line setting was achieved in
[55] by incorporating local smoothing into the traditional Gronwall argument.

A striking feature of (BO) is that there was no subsequent Strichartz revolution,
nor did the development of X*? analysis immediately transform the study of (BO).
There is a fundamental reason for this: (BO) is not analytically well-posed in any
H?®(R) space! This was first demonstrated in [50], which proved that the data-to-
solution map is not C2. Later in [40] it was shown that for s > 0, this map is not even
uniformly continuous in any neighborhood of the origin.

By their very nature, proofs by contraction mapping yield a data-to-solution map
that is real-analytic. The results discussed in the previous paragraph show that (BO)
cannot be solved by this method, no matter what auxiliary norms are introduced, nor
what ingenious estimates one proves.

By incorporating Strichartz control into energy methods, [39] advanced well-

posedness on the line to s > %. Further refinements of this style of argument in [32]

led to well-posedness for s > %.

The well-posedness theory for (BO) was much transformed by the paper [64]
which treated data in H'(R). The transformative new idea here was the introduc-
tion of a gauge (a change of unknown) that substantially ameliorated the trouble-
some high-low frequency interaction responsible for the poor behavior of the data-to-
solution map just discussed. The motivation for this gauge transformation is described
in [65, §4.4], including parallels with the Cole—Hopf transformation. Attention is also
drawn to an analogue for the derivative nonlinear Schrédinger equation (cf. [66]).

By exploiting Tao’s gauge transformation, well-posedness in H'(T) was subse-
quently shown in [49]. Well-posedness in H' is automatically global due to the con-
servation of

2
i [T - faPHa' + ot a, 1)

Tao’s gauge transformation lead to a flurry of progress on the well-posedness prob-
lem, including [8] which treated s > JT on R and [46] which treated s > % on T.

Evidently, both yield well-posedness for finite energy initial data.
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Sharp well-posedness for the Benjamin—-Ono equation 1003

As noted earlier, the long-standing record for (BO) on the line was well-posedness
in L2(R). This was proved in [27] via a synthesis of Tao’s gauge transformation and
X*P techniques. Well-posedness in LZ(T) was proved in [47] via consonant methods.

Well-posedness in [27] means that the data-to-solution map admits a unique con-
tinuous extension from smooth initial data to a mapping from H® to C; H®. This is
also the meaning of Theorem 1.1.

The landmark papers [27, 47] stubbornly resisted improvement for a long period.
The topic of well-posedness in L? has been revisited several times via a variety of
methods without yielding any improvement on the H* scale; see, [26, 48, 62].

Gibbs-distributed initial data on the circle (with momentum cutoff) lies right at
cusp of the L? theory. The existence of solutions and preservation of this law was
shown in [11]. Although the subsequent work [20] proves that Gibbs initial data leads
to global solutions, it is unclear to us how readily this approach leads to invariance of
the Gibbs law. By comparison, the manner in which we prove Theorem 1.1 is well-
suited to this problem. The proof of [36, Th. 3.4] demonstrates how the method of
commuting flows blends seamlessly with invariance of measure arguments in finite
volume.

On the circle, the question of well-posedness in H® spaces was recently com-
pletely resolved in [20], namely, the equation is well-posed for s > —% and ill-posed
otherwise. This is achieved through the construction of a Birkhoff normal form trans-
formation developed in a series papers; see, for example, [17, 18]. This approach
is reminiscent of the earlier breakthrough [29] for the KdV equation; however, the
Lax operator (1.9) associated to (BO) is of an unconventional type, especially when
compared to the much-studied Sturm-Liouville operators associated with KdV.

The direct analogue of such an approach to Theorem 1.1 on the line would be
via inverse scattering, which is currently utterly untenable. The only complete the-
ory of both forward and inverse scattering is that of [9]. This requires weighted L'
hypotheses that are incompatible with the soliton solutions (1.1), as well as a small
data hypothesis. The state of the art for the forward scattering problem is presented
in [68], which requires (x)%q € L* for o > % Much remains to be done to advance
the inverse scattering theory up to this threshold.

Our pessimism regarding an inverse scattering approach to Theorem 1.1 is also
informed by the state of the art regarding the inverse scattering problem for the
Schrodinger equation, which has been intensively studied for generations. This is
what is relevant to the KdV equation. At this moment, strong spatial decay assump-
tions are required, which then beget regularity hypotheses (to preserve such decay at
later times). For a discussion of the significant hurdles associated with this approach
already in the KdV setting, see, for example, [34]. Later in the introduction we will
draw attention to some interesting questions in the spectral theory of the Lax operator
L for (BO) that arise naturally from this perspective.

In this paper, we will approach the well-posedness problem via the method of
commuting flows introduced in [34] and developed in several subsequent papers [7,
24,25, 37, 41, 42, 53]. This strategy was previously employed in [62]; however, the
culmination of Talbut’s work was well-posedness in L2, both on the line and on the
circle. It will take us some time to explain the obstacles that lay in Talbut’s path and
how we are able to overcome them.
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1004 R. Killip et al.

1.2 The Lax structure

A Lax-pair representation
L) =[P@®), LO)] (1.8)

of (BO) appeared first in [52] and then more directly in [6]. Our presentation here
is also influenced by [67], where it is shown that any negative eigenvalues of L are
necessarily simple.

Both operators of the Lax pair act on the Hardy space Li comprised of those
functions in L? whose Fourier transform is supported on [0, o0). Such functions may
also be viewed as the boundary values of certain holomorphic functions in the upper
half-plane or disk, depending on the geometry. We avoid the more popular H? nota-
tion for the Hardy spaces because it collides with our notations for Sobolev spaces,
Hamiltonians, and for the Hilbert transform H. We will write C+ for the Cauchy-
Szeg6 projections; see (2.2).

In Proposition 3.2, we will show that the formal expression

Lf =—if = Cy(qf) (19)
defines a semi-bounded selfadjoint operator £ on L%r for every g € H® with s > —%.
Its companion in the Lax pair is variously given as

Pi=—id? —20C1q+2q, or P—il*=iCi(Hg)—iCiqCiq. (1.10)

Following [67], we will insist on the former; the latter is the original one from [6, 52].
These operators are transparently anti-selfadjoint when ¢ € H*> and we shall not
need to make sense of them for more irregular functions g.

Earlier, we promised to draw attention to some basic questions in the spectral
theory of L that we regard as both intrinsically interesting and crucial milestones
toward understanding inverse scattering for slowly decreasing initial data on the line.
Specifically, we ask what is the decay threshold for g, expressed via power-law and/or
L? integrability exponent, at which each of the following spectral transitions takes
place:

e The appearance of embedded eigenvalues;
e The appearance of embedded singular-continuous spectrum;
e The disappearance of absolutely continuous spectrum.

Note that for any ¢ € L?(R), p < oo, Weyl’s Theorem guarantees that the essential
spectrum of L fills [0, 0o). Our questions seek to clarify the spectral type. The only
progress on these problems of which we are aware is [61, Proposition 2.4], which
building on [67], shows absence of embedded eigenvalues when (x)g € L?. For a
discussion of these problems in the setting of one-dimensional Schrodinger operators,
see [12, 33].
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Sharp well-posedness for the Benjamin—-Ono equation 1005

1.3 Conservation laws

We have already seen several conserved quantities for (BO) in (1.3) and (1.7). Al-
though Theorem 1.1 requires conservation laws at lower regularity, we will first dis-
cuss the general family of ‘polynomial’ conservation laws because it will highlight
several important characters, as well as introduce some of our broader goals in this
paper.

At present, there are multiple competing approaches to understanding these poly-
nomial conservation laws; see, for example, [44] for an accessible and succinct re-
view. As an offshoot of the developments needed for Theorem 1.1, we will offer a
new unity between these approaches by connecting them back to the central objects
of our analysis.

The first demonstrations [6, 52] that (BO) admits infinitely many conservation
laws followed the approach of [45], by introducing one-parameter families of Miura-
type transformations. The connection between these two papers was later explained
in [43]. We will revisit the Bock—Kruskal approach in Sect. 4.1; in Theorem 4.12, we
link the Bock—Kruskal transformation to our own gauge.

A completely different approach was introduced in [14], which presented a vector
field T which recursively generates conserved densities via forming commutators.
We will discuss this further in Sect. 4.3 before presenting our own generalization in
Sect. 6; see Theorem 6.5.

Another perspective on the conservation laws grew out of the development of an
inverse scattering approach to (BO), as detailed in [2, 13, 30, 31]. Already in [2], it is
remarked that the quantity

/q(x)ﬁ(x;z,q)dx (1.11)

is conserved under the (BO) flow. Here N represents a certain formal solution of an
inhomogeneous eigenfunction equation:

—idxN — C4(gN) =zN —z with N(x) — 1 as x — 400 (1.12)

and spectral parameter z € [0, 00), which is the essential spectrum of £. The word
formal indicates that this is not an element of the underlying Hilbert space. The non-
local nature of the operator £ makes the question of the existence of such solutions a
delicate matter; see [9, 68].

The inhomogeneity of (1.12) is quite unexpected from an inverse scattering point
of view — one would expect honest eigenfunctions to be the central objects. In fact,
this approach lead to the study of two families of formal eigenfunctions, traditionally
denoted N and M, as well as two families of solutions to (1.12), namely, N and
M. (We caution the reader that the bar appearing here does not indicate complex
conjugation.)

Even in the familiar territory of Sturm—Liouville operators, we learn a lot by mov-
ing the spectral parameter off the spectrum. Taking this step, [31] considers the Fred-
holm equation, which in our preferred notation reads

W=1+(Ly—2)"'Ci(gW), where zeC\][0,00) (1.13)
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1006 R. Killip et al.

and Lo denotes —id, acting on Li(R), by analogy with (1.9) with g = 0. This paper
also observes that W is analytic in z and that the functions M and N mentioned
earlier may be realized as the boundary values (from above and below) of W.

Our central object in this paper will be m(x; «, g), defined via

—im' — Cilg(m + 1] +xkm =0 orequivalently, m=(L~+«)"'Ciq. (1.14)

The sign change in the spectral parameter is motivated by the fact that we shall only
need to consider —z = k > 0; moreover, « will be sufficiently large so that £ + « is
indeed invertible.

In the line setting, m differs little from W; indeed, W = 1 + m. However, one of
the virtues of m is that it allows us to transition seamlessly between the line and circle
geometries.

The direct analogue of the conserved quantity of [2] mentioned in (1.11) is

B(k:q) i=/q(X)m(x; K, q)dx =(q+, (L +f<)*‘q+>Lz+. (1.15)

The only difference is the removal of the term f g, whose inclusion would curtail
applicability of this to g € L'. As we will discuss below, this quantity has long played
a central role in the theory of (BO). In calling it 8, we are following Talbut [62], where
it arises after differentiating the perturbation determinant with respect to the spectral
parameter; see Sect. 4.2. (We caution the reader that his use of 8 is very different
from the object with this name in [30]!) In [19, Appendix A], the generating function
B(k; g) has been shown to also have a determinantal character in the periodic setting.

Kaup—Matsuno [30] approached the question of polynomial conservation laws by
expanding (1.11) in increasing powers of z, noting that (1.12) gave a means of recur-
sively generating the coefficients. In the line geometry, one finds

Bk;q)=k""P(q) — k *Hpo(q) +k > Ha(g) + Ok ™). (1.16)

On the circle, by comparison, one has

B ) ="' (P@) +5[q) -k 2(Hsol@) - [[a]P@) - L[[a]’) + O,

A variation on this approach discussed, for example, in [17, 51, 61] is to expand
the resolvent in (1.15) to obtain

Blciq) ~ > (=~ Ngy. L), (1.17)
£>0

which exhibits a very direct relationship between the Lax operator and the conser-
vation laws of a type not seen, for example, for KdV. In the circle setting, one may
exploit the fact that g+ = L1 to present this formula in a different way; see (4.31).

While the polynomial conservation laws only make sense for very smooth initial
data, we will show that their generating function B(k; g) makes sense in either ge-
ometry for ¢ € H*® with s > —%; see Proposition 4.3. As we will demonstrate, this
can be used to obtain H*-bounds on smooth solutions, yielding a new proof of the
following:
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Sharp well-posedness for the Benjamin—-Ono equation 1007

Theorem 1.2 (Conservation laws, [63]) Let g be a (global) H* solution to (BO),
either on the line or on the circle. Then for all —% <s <0andt eR we have

—2ls|

sl
(L+lgOlas) " g lms Slgllas S (14 1O 1ms) =T l1g O s

This is not a verbatim recapitulation of Talbut’s result: he imposes a mean-zero
assumption in the circle case and formulates an inferior lower bound on ¢(#). Never-
theless, this result can be deduced from his arguments with only minor changes.

The argument in [63] is based on the analysis of a renormalized perturbation de-
terminant in a manner inspired by [35]. This object will be described in Sect. 4.2,
where we will also discuss its relationship to S(k; g). We will give a direct proof of
Theorem 1.2, based solely on S(k; q); see Corollary 5.3. In fact, Corollary 5.3, and
Lemma 4.4 on which it is based, are stronger than Theorem 1.2 in two ways: they
allow more general flows from the (BO) hierarchy and they demonstrate not only
that solutions are bounded, but also that equicontinuous sets of initial data lead to
equicontinuous ensembles of orbits.

1.4 The method of commuting flows

A priori equicontinuity results of the type with which we ended the previous subsec-
tion have been an integral part of the method of commuting flows since its inception.
They have many roles. For example, suppose we have a bounded sequence in H*
that is convergent in H~1%0; then this sequence converges in H* if and only if it
is H*®-equicontinuous. In this way, equicontinuity allows us to recover any loss of
derivatives that may appear when proving that the flow depends continuously on the
initial data.

The main question we need to address is this: How are we to estimate the di-
vergence of two solutions with slightly different initial data? One approach that has
a long tradition is to interpose a regularized flow. Historically, this would typically
be done via parabolic regularization, which introduces dissipation. We will employ
Hamiltonian flows. These will be generated by the Hamiltonians H, introduced in
(1.20), which may be regarded as approximations to Hgo. In this way, we may rewrite
the difference of the two solutions to (BO) with initial data ¢° and G° as

etJVHBo (qO) o el‘JVHBO (q()) — eTJVHBO (q()) o etJVH,( (q())

+e[JVHK(q0)_€[JVHK(éO) (118)

+ etJVHK (q()) _ etJVHBO(ch).

Here, J stands for the operator 9, of the Poisson bracket (1.4).

Any reasonable choice of regularized flow makes the middle term in RHS (1.18)
easy to estimate; this shifts the burden to estimating the first and last terms. For these
terms, the initial data is the same; however, the flows themselves are different.

The central principle of the method of commuting flows is to choose H, to Poisson
commute with Hpo so that the corresponding flows commute. This commutativity
allows us to write

el‘./VHBO(qO) _ et.]VHK (q()) — [etJV(HBo—HK) _ Id] oet./vH,( (q()) (119)
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1008 R. Killip et al.

In this way, we are led to the following problem: show that the flow generated by
Hpo — Hi is close to the identity, while accepting that the initial data for this more
complicated flow is not simply ¢°. Indeed, ¢° is ‘scrambled’ by the H, flow, for
which we have little uniform control as k — oo.

Prior work on other models informs where to seek inspiration for the choice of
the regularized Hamiltonian H,, namely, from the expansion (1.16) and its circle
analogue. This reasoning leads us to select

K P(q) — k*Blk; q) onR,
[k + [4]P(@) — >BGc; @) + 5[ [a]* + 4[[q]’ onT.

Although there are many facets to the full story, we would like to focus attention
on (1.19), how it limited Talbut’s analysis to the case of L? initial data, and how we
were able to overcome these obstructions.

By writing the nonlinearity as a complete derivative, we see that the vector field
defining the (BO) flow is actually continuous on L?, albeit H 2-valued. Likewise,
the H, Hamiltonian defines a continuous vector field on L2. In this way, we may
analyze the difference flow directly as the difference of these two vector fields. As
noted above, the inevitable loss of two derivatives may be recovered by exploiting
equicontinuity. This is what Talbut does in [62]. However, as soon as s < 0, we may
no longer make sense of g2, for ¢ € H*, even as a distribution.

The idea of incorporating a gauge transformation into the method of commuting
flows appears already in [34], although it is not always a prerequisite for obtaining
sharp results; see [24]. The big hurdle is finding the right transformation.

Given its transformative role in the well-posedness theory discussed earlier, it is
natural to try Tao’s gauge [64]. However, the high-low interactions that are so trouble-
some for this style of analysis and which this gauge removes, are of no consequence
for our methodology; indeed, outermost derivatives are handled with equicontinuity.
By comparison, the impossibility of making sense of g2 as a distribution originates
from high-high frequency interactions. Ultimately, we did not find Tao’s gauge trans-
formation helpful for our analysis.

In previous incarnations of the method of commuting flows, it was the diagonal
Green’s function that played a central role. It is elementary to verify that even when
g = 0, the Green’s function diverges on the diagonal; thus, renormalization is re-
quired. In the case of (BO), however, we found this approach to be fruitless.

Our next attempt was to employ the gauge transformation introduced by Bock and
Kruskal [6] in their study of conservation laws for (BO) posed on the line. This gauge
is defined implicitly via

H(q) = (1.20)

2g = S HW') + H[ ;4] + 2 (1.21)

WK WK w4k *

In Sect. 4.1, we will demonstrate the existence and uniqueness of such a w; indeed,
we will show this is possible even for ¢ € H® with s > — %, and that the transformed
unknown w lies in HS11.

As noted in [6], it is not difficult to verify that (BO) may be written as

L =Hw" —2qw’, (1.22)
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Sharp well-posedness for the Benjamin—-Ono equation 1009

which does not appear to constitute progress — how can we hope to multiply ¢ € H*
and w’ € H*? However, combining this with (1.21), a little work reveals that

Ly =Huw' +2iCo(w') - Co (L) = 2iC_(w') - O (L) + Zww’,

K+w K+w K+w

This was our first breakthrough on the problem! The fact that this is progress rests on
a simple but fundamental observation: the product of two functions in HY is a well-
defined distribution; see Lemma 2.2. Of course, this is not true without the frequency
restriction.

Next, we must find a description of the dynamics of w under the regularized
Hamiltonian (1.20). Immediately, we strike new hurdles. In past analyses employ-
ing a gauge transformation, we were lead to the regularized dynamics of the gauge
variable through the biHamiltonian relation. However, [14] shows that there is no
such biHamiltonian formulation of (BO)! On top of this, we could not find any doc-
umented relationship between (k) and w, which might help derive such dynamics.
This is the important role of Theorem 4.12 in our story: it connects w to m and thence
to B.

As we investigated w through its connection to m, it soon became apparent that
our treatment could be much simplified by abandoning w and adopting m as our new
gauge. It is striking to us that despite the long history of m in the theory of (BO), its
value as a gauge transformation has been overlooked until now.

The abandonment of w and adoption of m as our gauge transformation accelerated
us toward a proof of Theorem 1.1, albeit not the proof presented here. The simplic-
ity of the arguments in this paper benefits substantially from a further innovation,
namely, the Lax pair presented in Proposition 5.1. We do not alter the traditional Lax
operator L, only its antisymmetric partner P, which we call the Peter operator (Lax’s
first name).

Although a Lax representation of the flow generated by S(«) has appeared previ-
ously in Proposition 2.17 of [61], this would not lead one to (5.3) or (5.4); the first
term in each equation is new. At first glance, this may seem inconsequential; however,
the inclusion of these first terms makes a huge difference. It is only these modified
Peter operators that satisfy the special properties (5.5) and (5.14), which much sim-
plify the proof of Theorem 1.1 in Sect. 5. Additional special properties of our Peter
operators are discussed in Sect. 6.

1.5 Applications of the new Lax pair

Section 6 is devoted to reaping certain other rewards from our new Lax pair, not
directly related to well-posedness. Here the reader will find Theorem 6.1, which pro-
vides an extension of Gérard’s recent explicit formula [15] for (BO) to the full hier-
archy, as well as Theorem 6.5 which describes the action of a one-parameter family
of higher symmetries.

The notion of a higher symmetry is described in Sect. 4.3. It is a symmetry that lies
outside the commuting flows of the hierarchy because it does not preserve the values
of the commuting Hamiltonians. Scaling and Galilei boosts are simple examples.
We also discuss a much more profound example from [14], for which we provide a
mechanical explanation: the center of energy travels at a constant speed under every
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flow of the hierarchy. One is then led to ask if there are centers associated to the other
conserved quantities that also travel at constant speed. Theorem 6.5 answers this in
the affirmative, thereby presenting new recursion relations within the hierarchy. As a
consonant example of the utility of our Lax pair, we present a generalization of the
variance identity of [26] to the full (BO) hierarchy.

In extending Gérard’s formula to the full hierarchy, we actually find an explicit
formula for the r-function associated with (BO). By a t-function, we mean an ex-
pression for the solution under a general Hamiltonian. Traditionally,

g q0) = [exp{Zt,-JVHi}qo](x —0) (1.23)

would be written as a logarithmic derivative of the 7-function; however, such a 7-
function evidently contains as much information as ¢(7; qo). Here H; enumerate the
commuting Hamiltonians of the hierarchy, while 7 denotes a vector of times (with
only finitely many non-zero terms). Note that this function is scalar-valued. This is
no loss of generality because momentum is one of the Hamiltonians, traditionally
assigned index i = 0; consequently, one may recover the value of the solution at any
spatial point by using the variable 7.

The relation (1.17) has inspired us to propose parameterizing the t-function in a
different way, namely, by continuous functions ¢. Just as

Hy(q) == (q+. ¢ (L)q+) (1.24)

defines a conserved quantity for the hierarchy, so we may define

q(¢: q0) = (e’ V2 g0) (x = 0). (1.25)

When ¢ is a polynomial, this reproduces (1.23).
In Sect. 6 we will prove the following formula for a dense class of functions ¢:

Ca (e Mo g0) (v +iv) = sy L (X =¥ (L) —x =) 'a})  (126)

for x € R, y > 0. Recall that functions in the Hardy space are analytic in the up-
per half-plane; moreover, as ¢ is real-valued, it may be recovered from its positive-
frequency part. Here X denotes an extension of the operator of multiplication by x
for which i X is maximally accretive. The functional 7 denotes a kind of conditional
integral. Both objects are described in detail in Sect. 3. The function v applied to the
Lax operator associated to the initial data g is defined via

Y (E)=¢(E) + E¢/(E). (1.27)

This new algebraic relation has an important role: it reveals exactly how the explicit
formula (1.26) varies in response to changes in the Hamiltonian.
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2 Notation and preliminaries

Our conventions for the Fourier transform are
Frey — L —ikx —__1 igx ¢
For=F [ rwar so s =k [ e

for functions on the line, while on the circle,

1 . A .
@& = /0 S f@dr so f= Y FEeE

Ee2nZ

These Fourier transforms are unitary on L2 and yield the Plancherel identities

Ifll2@ = 1fl2@ and [1flp2m= Y IfEI

Ee2nZ

With these conventions, we define the Hilbert transform via

Hf (&) = —isgn(&) F(§) @.1)

with the understanding that sgn(0) = 0, which is only important on the circle.
We will also employ the Cauchy—Szeg6 projections defined via

C+[(§) = 110,00 (£ F (&) 22)
and often write g4 = C+q. Although iH = C; — C_ in both geometries, we have
C++C_=1 onlyontheline;onthecircle, Cyf+C_f=f+[f (23)

To avoid an unnecessary proliferation of parentheses, we adopt the following rules
for the operators C+: Their precedence is lower than multiplication indicated by jux-
taposition (e.g., fg), but higher than multiplication indicated with a dot, addition, and
subtraction. Thus, by our conventions,

Cif - Co(m+g)h+q=[Cyf][C+(@+h)] +q.

For 0 € R and « > 1 we define the Sobolev spaces HZ (R) and HZ (T) as the
completion of S(R) and C*°(T), respectively, with respect to the norms

||f||2g<R)=f(|s|+x>2“|f<s>|2ds and | flizeery= D (EI+07f @I

E€2nZ

When « = 1, we simply write H° (R) and H? (T).

We write H{ for the subspace of H° comprised of such distributions whose
Fourier transform is supported on [0, c0). Their Poisson integral is well-defined and
yields a holomorphic extension to the upper half-plane. For the special case o =0,
we recall that the Paley—Wiener Theorem identifies the space of such holomorphic
extensions as the L?-based Hardy space.
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Throughout the paper, we will employ the L? pairing: (g, f) = [8(x) f(x)dx.
This informs our identification of HJ and H,_“ as dual spaces.
For the remainder of the paper, we constrain

s€(—%,0) anddefine &:=1( —[s) e, ). (2.4)

All implicit constants are permitted to depend on s.
Ass+1> %, the space H,ﬁ“ is an algebra in either geometry. Indeed, we have

178l s+t Sl s+ Igll s+1 uniformly for « > 1. (2.5)

However, we will also need to handle products at considerably lower regularity; this
is the topic of the next two lemmas.

Lemma 2.1 The product of any f € H* and g € H*! belongs to H®; indeed,

lef s < [Ngleoe + gl ]l flla S e lgl ool f g, (2.6)

uniformly for k > 1. Here s, € are as in (2.4).

Proof The second inequality in (2.6) is elementary. We focus on the first.
By duality, it suffices to verify that

Ighllme S [llglze + gl ] Ihlne 2.7

holds with o = |s|. In fact, (2.7) holds for any o € [0, %). This is a special case of
Theorem I1.3.2 in [60]. For completeness, we give an elementary proof of our own.
Our argument is based on the Besov—Slobodeckij characterization:

[h(x) — h(y)?
1Al ~ 27 12, + /ﬁildxdy forany o € (0,1).  (2.8)

It is not difficult to see that
[(gh)(x) = ()Y NI* S gl 7eolh(x) = R + [RE)[A ()| (x) — (W) (2.9)
The first summand presents no difficulty. For the second summand we employ

Holder’s inequality and then the homogeneous Sobolev embedding H® >
1,2/(1-20).

//|h(x>||h<y>||g<x>—g<y>|2 i lg(x) — g(I?
v =yt ~ LhF | =y |
Sl gl =27 gl s -
O

In general, pointwise multipliers on negative regularity spaces must have consid-
erable positive regularity; indeed, this is evident from the duality reduction performed
in this proof. There is one important exception, namely, when both functions lie in the
same Hardy space. This observation, whose proof is quite elementary, plays a crucial
role in our analysis.
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Lemma 2.2 Fixr <O0. Then for f, g € H we have

I8l g2r—1 SN fllgr 18l g - (2.10)

Proof We start by rewriting LHS (2.10) in Fourier variables:

2

§
/Of(é—n)§(n)dn dk.

5 1 o 1
”fg”Herl_E 0 W

Using that for 5 € [0, £] we have

1 1 1

E+D? = EnFl  pAd

distributing the factors of (£ + 1)* evenly between f and g, and using Cauchy—
Schwarz, we may bound

2

d§

§
/0 fE—mgmdn

o0 £ \Fre _ -~ 2
Sf 1 (f lfE—ml gl dﬁ) dt
o G+D*\Jo E—n+DI m+D

o0

1
< | —— U 1% gl dg SN gl . O
/o(s+1)2 e e

o 1
|, e

Definition 2.3 (Equicontinuity) Fix o € R. A bounded set Q C H? is said to be
equicontinuous if

limsup sup sup |lg(-+y) —g()lue =0.
=0 qgeQ |y|<é

On the circle, Q C H? is precompact if and only if it is bounded and equicon-
tinuous. In the line setting, a third condition is required for compactness, namely,
tightness; see [58].

By Plancherel, equicontinuity in the spatial variable is equivalent to tightness in
the Fourier variable. Specifically, a bounded set Q C H? is equicontinuous if and
only if

lim supf 1GE P+ 1D de=0 onR (2.11)
K= Xge0 JigIzk
or
lim sup Z GEPE|+1D* =0 onT. (2.12)
740 g5

It is important for our arguments that we are able to transfer the equicontinuity
property from classes of initial data to the corresponding orbits. This we achieve
by combining the following characterization of equicontinuity with the two-sided
estimate (4.14) and the conservation of S(k; q).
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Lemma 2.4 (Characterization of equicontinuity) Let Q be a bounded subset of H®.
Then the following are equivalent:

(i) The subset Q is equicontinuous in H*.
(i) ||q||H’5 — 0 as k — oo uniformly for g € Q.

Proof We only consider the real-line case below; the argument on the circle is similar,
with integrals being replaced by sums.

First, we show that (i) implies (ii). Fix § > 0. For > > 1 to be chosen later, we may
bound

/ qer . a©r / g1
r (1§ + )21~ 20l J (18] 4 1)20] g2 (6] +1)20!

dE.

As Q is equicontinuous, we may pick s = »(§) sufficiently large so that the second
integral on the right-hand side is at most 8. Then, as Q is bounded in H®, we may
choose « sufficiently large so that the first term on the right-hand side is at most 3.
Together, this shows that the left-hand side is at most 2§ for all « sufficiently large,
uniformly for g € Q. As § > 0 was arbitrary, this proves (ii).

Conversely, the inequality

/ 17(6)1? 5/ 17(&)1? g
1= (E]+ D2sT (18] + 10)2bT

shows that (ii) implies (i). O

3 The Lax operator

In this section, we investigate the Lax operator and its mapping properties. We begin
by establishing inequalities that will allow us to prove convergence of the various
resolvent expansions that arise in our analysis.

We will write

Ro(k) := (Lo +x) ™!

for the resolvent of the free Lax operator £y = —id, acting on Li. We will only
consider spectral parameters « > 1.

Lemma 3.1 For s, e as in (2.4), we have

1C+qRoGIC fll s Sk Mgl s | fll gy »

3.1
IC+qRoGIC fll gy Sk Mg lpgg | foll gy -
where the implicit constants are uniform in k > 1. Moreover,
1C+q C fll 12 S~ gl I ol e (3.2)
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Proof We begin by proving the first estimate in (3.1). The second estimate can be
proved by small modifications of this method; however, it also follows easily from
Lemma 2.1. We will present the details on the line; the argument on the circle is a
close analogue, with integrals replaced by sums.

In Fourier variables, we have

1 *© 10
m /0 (E—ﬁ)—d d5

To estimate the contribution of the region where n > 2£ > 0, we use that

1 oo
CqRo(k)C f%s = —
IC+qRo()C1 flIy 27t/0

o1 1 1
4+~ (4B (& —nl+ DI (E 4 10)1=20s

uniformly for n > 2¢ > 0 and x > 1. Together with Cauchy—Schwarz, this yields

/<s+1>28/ (é—n)md
0 2% +x

R (/“ gE—ml 1 >2
< _— d d
N/o E+ 0>\ b (e—n+ DN (g +i0on ") 45
o d%' 2 2
5/0 T I 14

—4 2 2
Sk Ngllgs 1+ -

In the last step we integrated separately over & € [0, k] and & € [k, 00).
To estimate the contribution of the remaining region, 0 < n < 2&, we use that

dé

1 < 1
(& + DA™ (j& —nf + 132D

Together with the Minkowski and Cauchy—Schwarz inequalities, this yields

1 % f(n)
/0 (s+1)2‘slfo 9€ =My
5/‘”(/& IYI‘(E—n)I‘ Fol dn_ >2d§
o o GE=al+ DN (0B (g + )1 H
s ([ 1Fm dn 2
= 1l (/0 (n+ )P (77+I<)1'S')

< llg s 1112 /wdin
= Hs W+ o (n+ k)it

—4 2 2
KN W 1 s -

As in the previous region, ¢ > 0 is needed for convergence of the integral. Together
with our treatment of the first region, this proves (3.1).

uniformly for 0 <n <?2¢.

d%‘
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It remains to prove (3.2). We proceed as previously. Observing that
KE(E+Kk)° < (€ —n|+x) F/n+k uniformly for 2np > £ > 0and « > 1

and using Cauchy—Schwarz, we deduce that

f ‘/ G = fdn
0 £/2
0 2 G —mIIf )l 2
5/0 CEEWAIEEE /0 (e =l +opl ¥ Trd)

SN 112072 (3.3)

Fdg
§+x

Complementing this, we have
E+0) " <E =+ @+ 1271 uniformly for 0 <25 < £ and k > 1.

Consequently, by Minkowski and Cauchy—Schwarz,

o0 £/2 . 2 d
/ '/ G —mFmydn| &
0 0

&tk

) ) ~ Iy 2
5[ / g —ml n+t« If(ﬁ)l dn| de
o 1Jo E=nl+)bl (n4K)!-bsl
SNl 112 (3.4)
Combining (3.3) and (3.4) proves (3.2). Il

We now come to the principal purpose of this section, namely, understanding £ as
a selfadjoint operator and obtaining quantitative information on its mapping proper-
ties, as well as those of its resolvent.

Proposition 3.2 (Lax operator) Let s, € be as in (2.4). Given g € H®, there is a unique
selfadjoint, semi-bounded operator L associated to the quadratic form

Fro (f. Lof) — /q(x)lf(x)lzdx

having form domain H_:_/ 2. This operator satisfies

WL s S LU+ g lps JIF N s - (3.5

Moreover, there is a constant Cg > 1 so that whenever

1
K= Cs(1+llgllgg) %, (3.6)
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the resolvent R(k; q) of L exists, maps H;l/ % into HJIF/ 2, and satisfies

1RGO fll oot S 1 g and [ IRG) = RoGOLS || ot Sk gl g 11 f g - 3.7

The essential spectrum oess(L) agrees with that of Ly and for any f € HY,

2 (f,(L+2)7F) (3.8)

defines a meromorphic function on the region where —z € C \ 0ess(L).
Proof For f € H Y/ 2, the estimate (3.2) shows

[(foaf)] S gllgs 11112 = 2 gl (fs Lo+ f).  (3.9)

By choosing « large, we see that the potential ¢ is an infinitesimally form-bounded
perturbation of the operator L. Therefore the existence and uniqueness of £ follows
from [56, Th. X.17]. The operator so defined automatically maps the form domain
Hi/ % into its dual space H;l/ 2, (It will not be important for us to discuss the operator
domain of £.) The estimate (3.5) follows directly from (2.6).

By virtue of Lemma 3.1, there is a choice of Cs > 1 so that (3.6) ensures

1 1
C+qRo(k)Cr|lps—>nms <5 and ||C+qRo(K)||H+—1/2%H+—1/2 < 3. (3.10)
This in turn guarantees the convergence of the resolvent series

R(ki q) = (L+K)"" = Ro) Y _[CrqRo®)]", 3.11)
>0

1 1
both as an operator from Hy to HS*! and as an operator from H,, > to H?. This also
proves both claims in (3.7).
To show that oegs (L) = 0ess(L0), We need only demonstrate that R(x) — Ry(k) is
a compact operator for some « > 0; see [57, Th. XIII.14]. For this purpose, we write

R(k) = Ro(k) = Ro(k)C1-.g+/ Ro (i) - v/ Ro(i)[1 + C+g R(ic) ]. (3.12)

It is easy to verify that the first factor in this expansion is compact by computing its
Hilbert—Schmidt norm. On the line, for example,

2 *[qE —mPdnds _ ol
| Ro(k)C g/ Ro (k) || 135 = f/ o TG T )2~ lall3, 1z

Boundedness on L? of the second factor on RHS (3.12), for « sufficiently large,
follows from (3.7) and (2.6).

The spectral theorem already guarantees that the mapping defined in (3.8) is mero-
morphic off the essential spectrum provided that the vector f belongs to the quadratic
form domain of the resolvent, which is to say, the dual of the quadratic form do-
main. In this way, we see that the argument could be expanded beyond f € HJ to

feHl/2 O
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Clearly, (3.6) is implied by the simpler condition

1
q € B} := {real-valued g € H* : ||gllys <A} and &> Cs(1+ A)Z. (3.13)

However, we will need to continue with the more complicated formulation in order
to close a bootstrap argument in the proof of Lemma 4.4.

The conditions (3.6) and (3.13) guarantee the constructive invertibility of £ + «
via the series (3.11). In this regard, they cannot be substantially improved; this can
be easily seen by considering the family of solitons (1.1). Indeed, when ¢ = Q., the
operator £ has an eigenvalue at —c/2 with eigenvector (cx 4 i)~'. By comparison,
the H! norm of Q. is comparable to ¢**.

Our next lemma will be needed for the proof of Lemma 5.4.

Lemma3.3 For f, g € Hj_“ we have

Ci(fLg—gLf)=iC(f7) + fI1 - C-1(4+3). (3.14)
Proof We compute

Ci(fLg—gLf)=Culifg - fC-(q8) +if'T+EC+(af))
=iCy(f8) +Ci{zaf — FC-(qD))
=iCy(f3) +C:{fll - C_1qD)}
=iCy(f3) + 11 - C-1(q®).

Finally, noting that the presence of [1 — C_] allows us to replace g by g+ in the last
term, we obtain (3.14). O

The remainder of this section concerns the interaction between the Lax operator
L and multiplication by x. To do this, we must first describe how multiplication by x
can be interpreted as an operator on the Hardy space Li(]R). It cannot be realized as
a selfadjoint operator!

In order to make sense of multiplication by x on Li(R), it is easiest to employ
Fourier transformation and the theory of semigroups. We wish to make sense of i d; as
an operator on a half-line. The naturally associated semigroups ¢’? and e~? represent
translation to the left (with truncation to [0, c0)) and translation to the right (padded
with zero), respectively. Each gives rise to a strongly continuous semigroup and we
may then define multiplication by x as the associated generator.

We adopt the left shift as the basis for our notion of multiplication by x since this
leads to an operator with larger domain. We record here some basic results of the
general theory presented, for example, in [56, §X.8]:

Lemma 3.4 Let X denote the (unbounded) operator on Li(R) with

DX)={feH.(R): fe H'([0,00)} and
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X7 =it @ for feDX).

Then i X is maximally accretive and is the generator of the semigroup
irX 1 % iex 7 '
—it _ iEx _ —itx
T f = %/0 ¢ (& +1)dE = Cy (e f)

defined on L%_(R). The spectrum of X consists of the closed lower half-plane. For
Imz > 0, the resolvent is given by

(X — Z)_lf Al A €9)

X—=z

where f(z) is defined via analytic continuation to the upper half-plane.

Each z with Imz < 0 is actually an eigenvalue of X with eigenvector 1/(x — z).

The adjoint X™* of X is the generator of right translations. Its domain is smaller,
being comprised of those f € Li such that fe HO1 ([0, 00)) or, equivalently, xf €
L?. For such f, we have X* f = Xf = xf.

Functions in the domain of X* are absolutely integrable and integrate to zero.
Typical functions in D(X) are not absolutely integrable: their Fourier transform has
a jump discontinuity at the origin. Nevertheless, they are ‘conditionally integrable’
with a value representing half the height of the jump. For example, using the Poisson
integral formula, we have

2
. L y
yll?gonyf(ly)_yll?go )C2+y2

f@dx=lm3EfE)  319)

for all f € D(X). Following earlier models, such as [15, 61], we define a linear
functional representing twice this value: For f € D(X),

L(f):= lim 2myf(iy) = },grgo(xy, )

zléi%ﬂf(g) with xy(x) = xfiy. (3.16)

One may regard the middle expression in (3.16) as originating from splitting the
Poisson kernel into its Hardy-space components, or as simply the Cauchy integral
formula.

Another form of the Cauchy integral formula, which follows from the above, is

F@ =gl (X =27 f) = lim 25(0, X =27'f)  G17)
valid for all f € L% and Imz > 0.
Lemma3.5 Ifg € H®(R) and f € D(X), then C(qf) € D(X),
[X,C+qlf = Jzq+ 1+(f),  and [X,L1f =i = Fq1+(f). (3.18)
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This expresses the well-known facts that the commutator of X with a Toeplitz
operator, such as f +— C4(qf), is a rank-one operator, while that of d and X is
the identity. These observations follow from straightforward computations in Fourier
variables; see, for example, [61, Lem. 3.1] for details.

4 A new gauge

In this section, we analyze the function m = m(«, g¢), which was introduced as the
solution to the modified eigenvalue equation

m' = —ikm+iCy[qgim+1)], 4.1

or what is equivalent, (£ + x)m = q.

As we will see in this section, this object plays many roles in the theory of (BO).
The title of the section, however, reflects our new and crucial application of m as a
gauge transformation, replacing g as the dynamical variable.

First we must show that such a function exists and derive its basic properties. This
certainly requires restrictions on k; most naturally, we should avoid the spectrum of
L. For our purposes, it will suffice to consider « large and positive. For the moment,
we will continue to use the approach of Proposition 3.2 by requiring

L
K> Cs(1+ ligllmg)*, 4.2)

for a suitable large constant Cs and ¢ as in (2.4). Once we have developed suffi-
cient preliminaries, we will adopt the more permanent solution expounded in Con-
vention 4.5 below.

Proposition 4.1 (Existence and Uniqueness) There is a constant Cy > 1 so that the
following hold: For any q € H® and k satisfying (4.2), there is a unique m € Hj_‘H
solving (4.1). It is given by

m(x; k,q) = R(c, 9)q+ = Ro(c) Y _[C4qRo()]" gy (4.3)
>1
and satisfies
mll et Slgllgs . Imlee <1, and Aimlgs St gllys . 44)

Moreover, if g(x) belongs to H* then so too does m(x).

Proof Proposition 3.2 guarantees the existence of Cy > 1 so that £ + « is invertible
whenever (4.2) holds; indeed, this is demonstrated by proving the convergence of
the series (3.11). This verifies the existence and uniqueness of m, as well as formula
(4.3). In fact, by Proposition 3.2 we see that m is unique not only in H**! but also in
the larger space H'!/2.
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The first estimate in (4.4) follows directly from (3.7). Using this we also see that
(Lo +eymllag = Imll st S llgllgs -
Writing m = Ro(K)[q+ 4+ C+qRo(k)(Lo + K)m] and using (3.1), we deduce that

lmlas Sk [lglms + x> llglas lglla;]-

The last estimate in (4.4) now follows from our assumption on « .
Using Cauchy—Schwarz in the frequency variable and (4.2), we find

—2. —2.
Il k=2 Imll e < €72

The middle bound in (4.4) follows by choosing Cs large enough.
Finally, we turn to the statement that ¢ € H* implies m € H°. By uniqueness,
the m associated to a translated potential is simply given by the translation of m:

m(x+h;k,q)=m(x;k,q(-+h)) forallheR. 4.5)
For any integer o > 1, we use (4.5) and (4.3) to see that

o
w = 8 () R RC ) R

(=1 oy,...,00>0
O ++Fop=0

and so deduce that

—1
Im @ geer <367 sup lg " las [ [1C+q"" RoCollms— g -
>1 Oseeny (7@20 i=1

o1+-top=0

Forany 1 <i < ¢ — 1 with o; =0, we apply (3.10). This leaves at most o many of the
coefficients o1, ..., o¢p—1 that may be non-zero. We estimate these remaining factors
with (3.1), combine them with q("’f), and use that

J

i J_] ~ ~
[T10a1u < lqi; gl e whenever &1+ +6) =o.
j=1

In this way, we obtain

o
o
Il e S 327277 (14 llgllg ) gl e < 00 (4.6)
=1
for any ¢ € H* and any « satisfying (4.2). g

Proposition 4.2 (Diffeomorphism property) There is a constant Cy > 1 so that for
any A > 0 and « satisfying

k> C(1+A)%, @7

the mapping q +— m is a diffeomorphism from B into HS*L
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Proof Initially, we choose C; as required by Propositions 3.2 and 4.1. For g € H*,
the resolvent identity implies

d
dmlq(g) = JgMm ik +08) = R(k, @)[(m +1)C4g], (4.8)
0=0

which for g = 0 reduces to
dmlo(g) = Ro(k)C+g. 4.9)
Taking a supremum over g € H; and using (3.7), (2.6), and (4.4), we deduce that

Sk ¥ |gllpg S €. (4.10)

|dmlq - dm|0“Hg—>H;“ ~

uniformly for ¢ € By and « satisfying (4.7).
On the other hand, for f € Hi“ we have

_ 2
[@mlo) ™ (P s <2110
and so
—1—1 1
o) bt e = 5 @i
Combining (4.10) and (4.11), we see that enlarging C; if necessary,

|dml, _dm|0“H,§%H,§+l < 3] @mlo)~"| ;,'lf+]—>H

5
K

Using this as input for the standard contraction-mapping proof of the inverse function
theorem, we conclude that we may pick C; sufficiently large so that

g — m is a diffeomorphism from {g : ||‘1||Hg < A}into H,f“

for all k satisfying (4.7). As the domain {q : ||q|| Hs = A} includes the smaller domain
B3, this completes the proof. g

Proposition 4.3 There is a constant Cy > 1 so that for g € H® and k satisfying (4.2),
the quantity

Bk;q) :=/q(x)m(x;lc,q)dx=/q(x)ﬁ(x;lc,q)dx

=g+, (L+1)""qy) (4.12)

is finite and real-valued. For such k, this is a real-analytic function of q with

& =m+m+m? (4.13)
and satisfies
(e.¢]
Cy gl 5/ 7B @) dsxe < Cs llglys - (4.14)
K
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Sharp well-posedness for the Benjamin—-Ono equation 1023

Lastly, for each q € H®, the mapping 7z — B(z; q) extends to a meromorphic function
on{ze€C:Rez > 0}.

Proof Proposition 4.1 shows that for a suitable choice of C;, we are guaranteed
that m = (£ + k)~ 'g, exists and lies in H**!. This in turn means that m defines
a bounded linear functional on H*® under the natural pairing:

/q(X)M(x; Kk.q)dx =(q.m)=(gr.m)=(q+. (L+1)""q).

As L is a selfadjoint operator, this quantity is real. This proves all the identities stated
in (4.12). The possibility of extending this to a meromorphic function in the right
half-plane follows from Proposition 3.2 and the final representation in (4.12).

The fact that g is a real-analytic function of g follows from the convergence of the
series (4.3). Using the functional derivative (4.8) of m, we see that

dBly(f) = / Fm+q- R glm+ 1) f1ldx
=/fm + RO DT - (m+ D f d

=/[m +m@m+1)]fdx,

which yields (4.13).

It remains to prove (4.14). As we will see, this may require us to increase Cy. Let
us first examine a quadratic approximation of the central object. By Plancherel and
Fubini,

[ Ry ae= [ [T IO 1 = Nar iy @19
K - " 0 Jk E+ T '

This leaves us to control the remainder. Using the duality of H5*! and H, (s+1)
and (3.7), we have

—1-2s—

¢+ [RG = RoGa)]a+) S 5% Nl oo gy, S 5 *Nlg s

for any ¢ € H® and s > «. In this way, we deduce that

x o
/ 7(q+, [R(9) — Ro(9)]q+)ds S g g / " NlqlI s doe
K

K
-2 3
Ss K g||‘]+||H’§~

Combining this with (4.15) and taking C; sufficiently large, we conclude that (4.14)
holds. O

Propositions 3.2, 4.1, 4.2, and 4.3 show important quantitative properties of m and
B under the restriction that « is large enough, depending on the size of g. Ultimately,
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we wish to consider trajectories in H* rather than individual ¢ € H® and so we must
account for the possibility that the H® norm of solutions may grow.

For the flows of interest to us, 8 is conserved and our next lemma shows how this
fact can be leveraged to control the growth and equicontinuity of trajectories. Indeed,
this will lead to an alternate proof of Theorem 1.2 based on B(k; q), rather than the
perturbation determinant; see Corollary 5.3.

One may wonder what conservation of 8 means if the «-interval on which it is
defined depends on g itself. It was to address this irritation that we demonstrated that
B can be interpreted as a meromorphic function on the right half-plane. Evidently, if
B(k; qo) and B(k; q1) agree on some ray k > k1 then they agree throughout the right
half-plane (as meromorphic functions).

Lemma 4.4 Given A > 0and Q C By, let
Qus = {q(b)‘ q :la, bl — H’ is continuous, q(a) € Q,

and B(z; 4(0) = Bz q(@)],

where B(z;q(t)) = B(z; g(a)) indicates equality as meromorphic functions on the
right-half plane for all t € [a, b]. Then Q. is bounded; indeed, for C as in Propo-
sition 4.3,

2|s|
sup llgllys S CITEN (1 4+2C,4) 2T A, (4.16)
G € Qi

Moreover, if Q is H®-equicontinuous, then so too is Q .
Proof Given g(a) € Q, consider
1
K = Cs(1+2Csllg(@) ) . (4.17)

For such « and any time interval [a, T] on which

lgOllay <2Cslig(@)llag, (4.18)
we may apply the equivalence (4.14) to deduce that
gDl s = Cs llg(@ll g - (4.19)

A standard bootstrap argument then shows that (4.19) holds on the entire time interval
[a, b].
As Q C By, the hypothesis (4.17) is satisfied for every g(a) € Q with

1
kK =Cs(142C;A)%. (4.20)
Using this choice, we obtain
k* sup llgllgs < sup llgllgs < Cssupligllyy < Cssup ligllgs 4.21)
qEQ s GE€ Qs qeQ qeQ

and thence (4.16).
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Sharp well-posedness for the Benjamin—-Ono equation 1025

The equicontinuity of Q.. follows from that of Q by Lemma 2.4 and (4.19). U

We have now proven all the results we need that require us to adjust the constant Cy
and so are ready to adopt our unified notion of « being sufficiently large. Moreover,
Lemma 4.4 allows us do this in a way that ensures « remains sufficiently large for all
trajectories of interest to us. We also take the opportunity to introduce the abbreviated
notation (4.22).

Convention 4.5 Given A > 0, we choose ko = kp(A) large enough so that the hy-
potheses of Propositions 3.2, 4.1, 4.2, and 4.3 are all met whenever k¥ > ko and
g € (B})««. Moreover, for such g € (B}) ., we write

m:=m(x;x,q) and n:=m(x;sx,q) 4.22)
and demand that «, »c > kg(A).

Lemma 4.6 (Equicontinuity properties of m) Given A > 0 and an equicontinuous set
Q C B}, we have

lim sup [[m|l s+t =0 and lim sup LRk, g)nllgs+1 =0 (4.23)
K—> 00 qEQ K K—> 00 qEQ

for all k, »x > kg(A) as dictated by Convention 4.5.

Proof The first claim in (4.23) follows immediately from the estimate (4.4) and the
characterization (ii) of equicontinuity from Lemma 2.4.
For the second claim in (4.23), we write

R(K’ CI)” = R(K, q)R(%v Q)('I+ = R(%7 q)R(Kv q)Q'i‘ = R(%’ CI)m

Commuting £ and R(s¢, g) and using the estimates (3.5) and (3.7) for these operators,
we find

ILR(k, @)nll gs+1 = RGe, @) Lm|l s+ SNLml s S A+ llgllas) Iml s+

The right-hand side above tends to zero as x — oo by the first claim in (4.23). g

Proposition 4.7 (Dynamics) For an H* solution q(t) to (BO),

Lqy=Pqy=—iq —2C(q9+) +24+4 (4.24)
dm=Pm=—im" —2C(lg — q+1m) —2q+m’ (4.25)
2B (k) =0. (4.26)

Here P is given by (1.10) and Convention 4.5 applies.

Proof The first equality in (4.24) appears in [61, Proposition 2.13], although in a
different form due to the differing choices of Peter operator. It was the compact form
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of (4.24) and (4.25) that stimulated our selection of P as the preferable choice of
Peter operator; this leads to significant algebraic simplifications in the analysis that
follows.

On the circle, the first identity in (4.24) can also be deduced by applying the iden-
tity (1.8) to the constant function 1. We thank the referee for this observation. This
relies on the fact that for this choice of Peter operator, P1 = 0.

As q* =299+ — (q4)* + (g —q+)*, 50
C+(299) =C1 (2991 — (q+)* + (¢ — 44)*) =2C4(994) — 249+
and consequently,
Pqy=—iq] —2C1(q99+) +24,,q+ =C4+(Hg" —2q¢') = Lq..  (427)

This proves (4.24).
By virtue of the Lax pair representation, (4.3), and (4.24),

4m =[P, R()lg+ + R(k)Pgy = Pm.

From here, (4.25) follows easily:

d

am=Pm=—im" —2C,(gm) +2q',m=—im" —2Cy([q — g+Im)" —2q m’.

From the final representation in (4.12) and (4.24), we deduce that

LB() =(Pqy, R()q+) + (g1 [P, R()g+) + (g4 R()Pqy)
=(Pqy. R()q+)+ (q+. PR(k)q4)-

This vanishes because P is an antisymmetric operator on the Hardy space LEL. Thus
(4.26) holds. O

We pause to note that the right-hand side of (4.25) extends continuously (in H 2,
for example) from g € H* to g € H®. For the first term, this follows from Proposi-
tion 4.2. For the second, we also apply Lemma 2.1. In the third term, g, and m’ do
not have enough Sobolev regularity to make sense of the product. Here it is essential
that both are holomorphic, which allows us to use Lemma 2.2.

Employing the Stone—Weierstrass (on a compactified interval [—Ep, co]) and
spectral theorems, it is not difficult to deduce from (4.26) and (4.12) that for any
measurable function F : R — R satisfying

|F(E)| S(1+|E])™!, the functional ¢+ (g4, F(L)q4) (4.28)

defines a conserved quantity for the (BO) flow. This is interesting because it provides
a clear way of separating out the contribution of any embedded point or singular
continuous spectrum to the conserved quantities. We know of no analogue of this
fact in the much-studied KdV equation, for example.

Our next lemma presents other ways in which m and B are related, beyond the
definition (4.12).
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Lemma 4.8 Under Convention 4.5,

B =BG

K —

/ﬁn dx = /mﬁdx = <(£ +30 7 g, (L+ K)71q+) = (4.29)

for any g € B} and distinct », k > ko(A). In the periodic case, we also have

K/ﬁdx=lc/mdx=/qmdx+/qu=,3(lc)+/qu (4.30)

and, writing 1 for the constant function,
(1,(/3~|—K)_11)=K_1+K_2ﬁ(ic;q)+ic_2/qu. (4.31)
Proof The identities (4.29) are evident from the definitions of m, n and
L+ L+ =L+ L+ = %[(z +o) =L+

The identities (4.30) follow by integrating (4.1) over the circle and using that 8(x)
is real-valued.
As Lyl =0, the resolvent identity gives

L+ =Lo+) "+ (L+x)" Crglo+x) 1=k 1 +m).

Thus (4.31) follows from (4.30). (I

Remark 4.9 In Lemma 6.4, we will show that m 4+ m € L'(R) when (x)q € L2(R).
By integrating the identity (6.10) over the whole real line and using (4.29), we find

K/m—i—m—|—|m|2dx=,3(x)—ic%+/qu. (4.32)
R e Jr

This particular line analogue of (4.30) will reappear in Sect. 4.1 as the connection
between B (k) and the Bock—Kruskal approach to conserved quantities.

Our next result is an important identity, which first appeared as [31, Eq. (58)].
In that paper, it was used as a stepping stone in the calculation of Poisson brackets
between certain scattering-theoretic data, defined for smooth rapidly decreasing ¢.
Our first application of this identity will be to demonstrating Poisson commutativity
of B(x) at differing spectral parameters. In Sect. 4.1 we will also see that it provides
an important key for unlocking the significance of the Bock—Kruskal transformation.

Lemma4.10 For g € H*(R) we have

Hmn+m+n) +im+Da’ —im'G+1)=2gm+ D@+ 1)
+ilk —)Hmn+m+n)+ (k + 2x)(mn+m +n) =0,

(4.33)
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subject to Convention 4.5. For g € H*(T), this expression need not vanish; however,
it is a real-valued constant function:

LHS (4.33) = %/ mdx + K/ﬁdx. (4.34)

Proof Employing equation (4.1) to eliminate m’ and 72, we obtain
LHS(4.33) = k(1 + iH)7i + »(1 — iH)m + (1 + iH)[(@ + D C4(q(m + 1))]
+ (1= iH)[(m + 1)C—(g(n + 1)] — 2q(m + 1) +1).
Thence, using the operator identity 2 = (1 + iH) 4 (1 — iH) on the last term yields
LHS(4.33) = k(1 +iH)7i + »(1 — iH)m + (1 + iH)[@ + D[C4+ — 1](g(m + 1))]
+ (1= iH)[(m 4+ DIC- = 1(g(n + 1))].

Consideration of the Fourier supports shows that the last two terms vanish in either
geometry. The first two terms vanish on the line but reduce to RHS (4.34) in the
circle case. The fact that this constant is real (and generically nonzero) follows from
(4.30). O

A fundamental part of the identification of (BO) as an integrable system is the
mutual commutativity of associated conserved quantities. This is equivalent to prov-
ing that their generating functions Poisson commute. On the line, this was already
demonstrated in [31], under strong regularity and decay hypotheses. In [17] it is
shown that for ¢ € L?(T), the eigenvalues of the Lax operator Poisson commute with
one another; this is then used to deduce commutativity of the generating functions.
For completeness, we include a proof of this fact using the objects at the center of our
discussion. We also provide a direct proof of the commutativity of 8(k; g) and the
momentum P (g). Physically, this expresses the invariance of f(k; ¢) under spatial
translations of ¢ or, equivalently, the invariance of the L? norm under the dynamics
generated by B(k; q).

Lemma 4.11 Under Convention 4.5,
{Bk),B(3)}=0 and {P,B(x)}=0 (4.35)

as functions on B} and B; N H®, respectively.

Proof By (1.4), (4.13), and integration by parts,

(B, o) = [ (i +m-+7) (nP 40 +7) dx = [ Poa,

where we adopt the notation
Fi=[lmP?+m+m|[In?+n+a] —[im*+m+m][In* +n+7].  (4.36)

Proposition 4.1 shows that these expressions are all well-defined on Bj.
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To continue, we rewrite F as
F=G+G+K+K where G=[mn+m+n][(m+Da' —m'@+1)]
and K=(m—n)m+n).
We split F in this way in order to take advantage of Lemma 4.10, which shows that

m+Dn' —m'm+ 1) =iHman +m +n) — (« — 0)Hmn +m +n) 43
4.37)
+ilk +x—2q)(mn+m+n)—2iqg —ic,

where the constant function ¢ denotes the value of LHS (4.33) appropriate to each
geometry. Recall that c =0 on R and is real on T. Combining this identity with the
antisymmetry of H and of iHd, we find that

/(G+E)dx=i/(2q+c)[mﬁ—m+m—m—n+ﬁ]dx. (4.38)
Using (4.12), (4.29), and (4.30), this further simplifies to
/(G +G)dx =2i f qlmn —mn]dx. (4.39)
On the other hand, integrating by parts and employing (4.1), we obtain
/(K—}—f)dx :2/mﬁ/—l—ﬁn’dx
=2 /(% —q)[mn —mn]dx — 2i /q[m —m]dx.
Using (4.12) and (4.29), this simplifies to
/(K +K)dx =—-2i / glmn —mn)dx. (4.40)

Combining (4.39) and (4.40) gives [ F =0 and so proves the first identity in
(4.35).

To prove the commutativity of 8(s) and the momentum P = % [ g*dx, we use
the functional derivative (4.13) for 8 to compute

{B(x0), P(q)} = / (In* +n +7)q dx = / [ +m)n + (A +n)7lgdx.
Next, we use the equation (4.1) for n’ together with (4.12) to deduce that
(BGo). P(@)) =i / sln T+ 1) —i(n + g dx

—i/(ﬁ+1)q-C+(n+ 1)g — (n+ 1)q-C_(@ + Dgdx

=0. U
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4.1 The Bock-Kruskal transformation

In [6], Bock and Kruskal introduced an analogue of the Miura transform applicable
to the Benjamin—Ono equation and used this to show the existence of infinitely many
conserved quantities, at least for smooth solutions decaying sufficiently rapidly at
(spatial) infinity. This transformation ¢ — w was defined implicitly via the formula

) + 2w (4.41)

wHK "

2g = H(w)+H(

w+K w+K

The function w is real-valued. As in the original paper [6], we will confine our dis-
cussion to the R geometry.

In the introduction, we described the important inspirational role that the Bock—
Kruskal transformation played in developing the methods ultimately employed in
this paper. Given this pivotal role, we feel compelled to share with the reader how it
connects to the principal themes of this paper. Concretely, we will demonstrate the
unique solvability of (4.41) and identify this solution in terms of the central object
m(x; Kk, q) of this section.

Evidently, some restriction on w (beyond mere regularity) must be imposed to
handle the denominators x 4+ w appearing in (4.41). As any w € H**! is automat-
ically continuous and converges to zero at (spatial) infinity, the natural condition is
this:

inf(/c + u)(x)) > 0. 4.42)

Theorem 4.12 Suppose A > 0 and ko(A) satisfies Convention 4.5. Then, for any q €
By and any « > kg,

w:x%: (Im[* 4 m + ) (4.43)
is the unique HtH(R) solution to (4.41) satisfying (4.42).
Proof By virtue of (4.4), we must have ||m| >~ < 1. Consequently, the function

5/3 = k|m+ 12—k satisfies (4.42). Setting k = 5 in (4.33) and dividing by [m + 1|2,
we ﬁnd that

— HmPamyim) [ Im>4m-+m
29 = |m-+1]2 +1 m+1 m+1 + 2« im+12

H(\ml +m+m)’ . m’ m’ |m|24+m+m
e lH[ﬁ—H + m+l] + 2%
which demonstrates that the function « % satisfies (4.41).

It remains to verify the uniqueness of H s+1 golutions to (4.43) satisfying (4.42).
We will focus on the unknown u = « ~!w. Suppose first that w is a solution of the
type described. The restriction (4.42) guarantees that log(1 + u) € H**!; see, for
example, (2.8). Thus, we may factor

T4 u() =[1+p®Il + 7] with peHT®R). (4.44)
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The next step is to insert w = k[1 + w][1 + ] — k in (4.41). In doing so, we take
advantage of the following:

(I +wH[ 5] = I+ 1PH(S + ) =i(l+ W — i T+ 1).

This allows us to completely eliminate the denominators in (4.41); indeed, combining
this with 2C+ = [I £ iH], we find the equivalent formulation

2qU1+pl 471 =2C_[i(1+ W] = 2C [if @+ D]+ 26+ T+ ). (4.45)

Isolating the positive-frequency component of (4.45), we get

Co[+ M (—in' = Cigm) + k= q1) | =0, (4.46)

In fact, this is equivalent to (4.45) because the negative-frequency component is sim-
ply the complex conjugate of this.

Let us write f for the quantity inside the square brackets of (4.46). By Lemma 2.1,
we know f € H*(R). Thus we may interpret (4.46) as saying that f belongs to the
Hardy-Sobolev space H®, which in turn shows

—ip = C(qu) +kp —qr = 1= € H (R). (4.47)

However every term in LHS (4.47) belongs to the other Hardy—Sobolev space
Hi (R). Only the zero function belongs to both spaces and so we deduce that y is
a solution of (4.1). However, Proposition 4.1 guarantees that m is the only solution of
this equation. Thus p = m, which then yields w = ku =k %. g
The Bock—Kruskal approach to conservation laws is that w is a conserved density
and consequently, its formal expansion in powers of ¥ ! provides an infinite family
of conservation laws of polynomial type. Combining (4.43) with (4.32) allows us to
connect this approach to the conservation of B(«x). Concretely, for (x)q € L3(R),

/w(x;x,q)dx:ﬂ(ic)—/c%+/qu. (4.48)
R ok Jr

4.2 The perturbation determinant

Our next result establishes the connection between our gauge m and the logarithm of
the renormalized perturbation determinant

alic:q) =Y 3tu{(Ro()Ciq)}, (4.49)
>2

which is the central object in Talbut’s proof of Theorem 1.2 in [63]. Such a connection
in the line setting was presented by Talbut in his thesis [62, §3.3].

On the line, convergence of the series (4.49) may be demonstrated as follows: For
A > 0 and ko = ko(A) chosen according to Convention 4.5, we have

el [ /ww
||\/R0(/()C+CI\/R0(K)”HS_2T[ o Jo M+r)E+k)
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€]
1 log(1+ %)

== 1) de <k gll3s <1,
2t Jr IE] e

whenever k > ko and g € B} In particular, the Holder inequality in Schatten classes
yields convergence of the series defining «. Parallel arguments yield convergence in
the circle setting.

Lemma4.13 For A > 0 and ko = ko(A) satisfying Convention 4.5, we have
o0 .
alk; q) = %/ —ﬁ('l((f;’q) dé& onR and
0

alk; q) = 7'6(';':_2”) on'T,

E€2nZy
whenever q € Bf{ and k > kg. Here, Z+ ={0,1,2,...}.

Proof We will present the details in the circle setting. The computations in the line
setting are a close parallel.
Using symmetry followed by a change of variables and Plancherel, we may write

1
7 H{(Ro)Ch))

1gE -8 qE—&)  qE—E&)
= Z _ ...

£, Ee€2n 7y t k+é K +& K+ &
- ¥ gE —8&)q¢—§&) g —§)
& <min{&,....&) K+ &1 K+& K+ &
E1yeenbe€2n
L n q(mn;))
= 2 ) q(—m+-mw)[]
SeZnZ+K+§ M€ j:2;c+§+nj+..._|_w

nj+4ne=0,V2<j<t

= Y o (Rolie +£C1q) Rote + £)g)

gernz, +té

Recalling (4.3), (4.12), and summing over £ > 2, we obtain

1 1
a; )= Y —lg.mk+Eq)= Y —BUk+Eq),
Ee2nly K +$ Ee2nly K +E

which completes the proof in the circle setting. g
4.3 The action of higher symmetries

With infinitely many conserved quantities, the Benjamin—Ono equation possesses a
wide array of Hamiltonian symmetries. As these Hamiltonians are all mutually com-
muting, these symmetries preserve the values of all these conserved quantities.
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By higher symmetries, we mean those that do not preserve the conserved quan-
tities. Scaling and Galilei/Lorentz boosts are important examples, common to a rich
class of Hamiltonian PDE. In the Benjamin—Ono setting, these symmetries take the
forms given in (1.2) and (1.5), respectively.

The scaling symmetry is Hamiltonian; indeed, the center of momentum

Coﬂ%:/%xq(x)2 dx generates %q =xq) =xq' +q= ‘%*h:l. (4.50)

While one should actually divide by the total momentum to find the true centroid,
this muddies the formulas without yielding better physical insight.

The Galilei symmetry is not Hamiltonian; indeed, no Hamiltonian flow can change
the value of the Casimir | g.

Our first result describes the action of these higher symmetries on the totality of
the conserved quantities, expressed in terms of their generating function g:

Lemma 4.14 Working on the line, with g, defined by (1.2), we have

B(k; qi) =Bl q)  forany i > 0. (4.51)

On the circle, the Galilean symmetry acts as follows: for any ¢ € R,

Blkiqg+c)+ [(g+c)dx = (Ki)z [;3(/( —¢q)+ fqu] + = (4.52)
Proof We define an operator U{, via
[ f10) = V. f (1), (4.53)

This is unitary on Li(R). It differs from the scaling (1.2) by ¢) = \/Xukq.
Direct computation shows that (£(g;) + Ak) Uy = AU (L(g) + «), which implies

Us (L(q) + 1)~ = ML(gn) + ) U
The identity (4.51) now follows easily:
BOucs q1) = 2Ung . (L(gn) + he) " Ungy)
= (Unqs. Up(L(q) + 1) ' q1) = Blk: q).

The identity (4.52) follows from (4.30), (4.31), the observation L(g +¢) = L(g) —
¢, and elementary manipulations. O

By differentiating the identity (4.51) with respect to A and setting A = 1, we obtain
the following virial-type identity:

{B(k), CofP} = —k L. (4.54)

Understanding the CofP as the generator of scaling and matching coefficients in the
k — 00 expansion, we see that (4.54) shows that the Hamiltonians for which B(k) is
the generating function are individually homogeneous under scaling.
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An alternate physical interpretation of (4.54) is that it reveals the time dependence
of CofP under each of the Hamiltonians; specifically, it shows that the center of mo-
mentum travels at a constant speed equal to a numerical multiple of the Hamiltonian.

A third perspective on (4.54) is this: Given a conserved quantity, taking the Poisson
bracket with CofP will yield a new conserved quantity. Sadly, it is not really ‘new’;
each term in the expansion of 8 merely picks up a numerical prefactor illustrating its
scaling degree. The Galilei symmetry is more exciting. The formula (4.52) shows that
by performing a Galilei boost on a single Hamiltonian yields a polynomial in ¢ whose
coefficients are all the preceding Hamiltonians. It allows one to descend through the
hierarchy!

As mentioned in the introduction, Fokas and Fuchssteiner [14] found a vector field
T that allowed them to ascend in the hierarchy. As the culmination of this section, we
will now explain how the preceding discussion led us to a new and physically appeal-
ing interpretation of their discovery. Then in Sect. 6 we will present a far reaching
generalization; see Theorem 6.5.

Let us declare that the center of energy is given by

CofE:zféxq(x)-Haq(x) — txg(x) dx. (4.55)

The term xg? is not controversial. However, we have selected a very specific way
of inserting the weight x into the kinetic energy term and would have to admit other
possibilities, but for the following dramatic observation: The Hamiltonian vector field
associated to CofE is (subject to our sign conventions) precisely the 7 vector field of
[14]! To see this, we use that [H9, x] = H and so

0 (& CofE) = [xHg' + 3Hq] — [xq*) = x(Hq" — 2q4") — ¢* + 3Hq'.  (4.56)
In this way, the miraculous property of 7 can be summarized as

(B(k), CofE} = k> 2 +kp(x), (457)

which shows that the Poisson bracket of CofE and one of Hamiltonians of the hierar-
chy yields the next higher Hamiltonian. Equivalently, the center of energy travels at
a constant speed, which is given by this higher Hamiltonian.

This presentation leads us naturally to ask: Is there a coherent way of defining the
center for every one of the conserved quantities? Perhaps even a unifying Cof? And
can this be done in such a way that these centers move at a constant speed? Naturally,
this speed would be another conserved quantity. We will answer all these questions
successfully in Sect. 6. This will include a proof of (4.57).

For such a direct identity involving m and ¢, it is tempting to imagine that (4.57)
should follow quickly from (4.1), (4.12), and (4.29) together with some strategic
integrations by parts. We know of no simple argument of this type. Nevertheless,
our discovery of just the right Lax representation of the flows, presented in the next
section, will yield the result very quickly indeed.
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5 Well-posedness

Our analysis begins with the discussion of the evolution dictated by our regularized
Hamilonians H, introduced in (1.20). These Hamiltonians are not globally defined:
for a given size of initial data, ¥ needs to be chosen sufficiently large. With this in
mind, Convention 4.5 will be in force throughout this section.

In this section, we will verify that § is conserved under the H, flow, as well as
under (BO). In this way, our convention ensures that ¥ will be large enough, not only
for the initial data, but also for all trajectories of interest to us.

Before turning to the well-posedness of the H, flow, our first result is devoted to
describing the associated vector field.

Proposition 5.1 The evolution induced by the Hamiltonian H, is

—I(2(m +m+|m|2)/+xq/ on R,

/ 5.1
—«*(m+m+m*) + [k + [q]lg’ onT. ©.1

q:

SE

Moreover, we have the following Lax pair representation: q solves (5.1) if and only if
LL=[Pe. L] (5.2)
where L = L(q(t)) is the Lax operator described in Proposition 3.2 and
Pe =ik (L+x) ' —ik?(m+ 1)Cyp(m+1) + &9, (5.3)
on the line; on the circle, Py is defined by
Pe =ik [k + B+ [q)(L+ 1) =i+ DCrm+ 1) + [k + [¢]d. (5.4)
These operators have the special property
ra+ = Peds- (5.5)

Before turning to the proof of this result, we pause to note that irrespective of
the geometry, the first term in the definition of P, is inconsequential to the Lax-
pair property, because it commutes with £. Just such an alternate choice of P, was
introduced already in [17, §6].

Removing the first terms in (5.3) and (5.4) destroys the special property (5.5)
that greatly expedites the arguments of this section and played a crucial role in our
discoveries reported in the next section. Let us also note that while restricting the
circle evolution to [ ¢ = 0 would unify the dynamical equations (5.1), it would not do
the same for the operators P, ; they would still differ by the summand ix 2B (k)R (x).

Proof of Proposition 5.1 To avoid repeating ourselves, we will only present the details
in the periodic case, which are slightly more involved.
The equation (5.1) follows from (1.20), (4.13), and the Poisson structure (1.4):

G =—K2(F) + e+ [a](57) == (n+7 + mP) + [ + [qla". (56)
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Next we address the Lax pair formulation of the H, flow. As noted above, it suf-
fices to prove the Lax property with

Py i= =i (m + DCo G+ 1) + [ + [4]d. (5.7)
If g satisfies (5.1), then
LL=1>Com' M+ 1) +,>Co(m + D' — [k + [q]Ciq’ (5.8)

as operators on Lﬁ_. We will show that RHS (5.2)=RHS (5.8), which proves that (5.1)
implies (5.2).
Conversely, as (%C) f=-C +(fl—? f), the time derivative of £ uniquely deter-

mines ‘fl—’[]. Thus, the equality RHS (5.2)=RHS (5.8) also shows that (5.2) implies

(5.D).
Proceeding directly from the definitions, we find

[Pe, L1 =i {m'Cy @+ 1)+ (m + DCym'} — [k + [q]Ciq’ (5.9)
—ik?Cyiqgm+1)Cy @+ 1) +ik*(m + 1)CL @+ 1)Cyq
=RHS(5.8) — k2Cym'[1 — C @ + 1) — k2Cy(m + D[1 — Cy i’
—ik?Cyigm+1D)Cy @+ 1)+ ik*(m + 1)C(@m+ 1)Cyq
as operators on Li. Now for f € H°, (4.1) yields
Cim'[l —C{lm+ 1) f + Co(m+ D[l — CyJm' f
= —ikCom[l —C @+ 1) f +ikCy(m+ D[l — CyJm f
+iCylgm + D] [1 - Cylm+ 1) f
—iCy(m+ D[l = C4l[(m + Dgl-f
=iCrgm+ D1 = Cylm+ 1) f —iCi(m+ D1 — CyI(m + Dgf
=—iCrqgm+DCrm+ 1) f+iCr(m+ 1)Cy(m + Dgf
=—iCygm+1)Cy(m+ 1) f+iCr(m+1)Cyr(m+ 1)Crqf.

Substituting this into (5.9) gives [ﬁ,(, L] = RHS(5.8), which shows that RHS (5.2)
and RHS (5.8) are equal, thereby completing the proof of the Lax pair formulation.

It remains to justify (5.5). One important distinction between the two geometries
is (2.3). For example, working on T and using (4.12) and (4.1), we have

Cy(m+ gy =Cy(m+ Dg=[1—C_1m+ g+ [Bk)+ [q]
=(m+ 1)g —im' —«km+ [B) + [q].
Similar reasoning using (4.1) shows that

Cim+1Dm+1g=Cim+1)Cyrm+1)g + Cy(m+ D[l = Cy](m + 1)g

@ Springer



Sharp well-posedness for the Benjamin—-Ono equation 1037

=Cym+ D)(—im' +«km),

irrespective of the geometry.
Combining our last two calculations, we find that on T,

ik*Cy(m + 1)Cy (M + gy
= iC[m+ 1)@ + D + On + D[—i' — i + p) + [4]]
= iKk2C | 1+ 1) (=i’ + km) + (n + D[ =i — 7 + B ) + [4]]
= Co[m+m+m*] + i3 Co(m —m) +i*[B) + [q](m + 1).
Again we meet a distinction. On the line, Cm = 0; however, on T, (4.30) shows
i3Cm =i’ [m = iKz[,B(K) + [q].
In this way, we deduce that on T,
iK2Co(m + DCy (1 + Dy = k*Cy (m + 7+ Im?) + i [k + B) + [q]m,
from which (5.5) follows easily. O

Theorem 5.2 (Well-posedness of the H, flow) Given A > 0, let ko(A) be chosen
according to Convention 4.5. For k > k, the H, flow is globally well-posed for initial
data in B. Moreover, the quantity B(sz; q(t)) is conserved by the H flow:

LB q(t) =0 forany s> ko. (5.10)

Furthermore, if q(0) € B{ N H* then q(t) € H*® for all t € R and the H, flow
commutes with the Benjamin—Ono flow on H*.

Proof We present the proof in the line setting. On the circle, the linearized flow con-
tains an additional translation at speed f q. This alters several formulas, but introduces
no additional difficulty.

We begin by recasting (5.1) as the integral equation

t
q(t) =e"9g(0) — «* / e Im e, g (5)1* + 2Rem(k, g (5))] ds.
0

Next, we observe that ¢ — [|m|>+2Rem]’ is a Lipschitz function. This follows from
(4.4), (4.9), (4.10), the fundamental theorem of calculus, and the fact that H+! is an
algebra:

I[Ime. )1* +2Rem(k, )] = [ImGe. DI* +2Rem e, ]| s
< | [ImGe, @)1 +2Rem(x, q)] = [Im(k, @)I* + 2Rem e, D] | o1

Slime, q) — mGe, @l s [ImGe, @l gs+1 + lm e, Dl gs+r + 1]
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Sl =Glgs |dmlq | s g [ s + 130 gs +1]

Sllg —qligs

uniformly for g, g € (Bj)«« and « > kp. (For this notation, see Lemma 4.4.) Thus,
local well-posedness on this larger set follows by Picard iteration.

Next we address the propagation of additional regularity. By Proposition 4.1 we
know that ¢ € H* implies m(k, q) € H*. Indeed, the quantitative bound (4.6) to-
gether with a Gronwall argument shows that higher regularity norms can grow at most
exponentially in time. Most important for us is the conclusion that when ¢ (0) € H®°,
50 q(t) € H® for all times of existence.

For H® solutions to the H, flow, Lemma 4.11 shows that

LBGe) = (B, Hey = —K*{B(2), Bi)} + k{B (), P(9)} =0.

The conservation of B(s¢) for H®-solutions then follows from the H*-continuity of
q — B(5r; q) and the local well-posedness of the flow.
As Lemma 4.4 demonstrates, the conservation of 8 ensures that the local-in-time
argument may be iterated indefinitely, thus yielding global well-posedness in H*.
Lastly, we verify that the H, and the Benjamin—Ono flows commute on H* so-
lutions. We have

{H,, Hpo} = —«*{B (), Hpo} + «{P, Hpo}.

Each bracket on the right-hand side above vanishes because the Hgp flow conserves
both B (see (4.26)) and the momentum P. O

Due to their commutativity, one may define a joint flow under both the Benjamin—
Ono and H, Hamiltonians, at least for H° initial data. The conservation of 8 under
both of these flows provides bounds and equicontinuity of joint orbits:

Corollary 5.3 Given A > 0 and a set of real-valued initial data Q C B, N H™, we
define

O, = {e/VHsotH) (4 g € Q, 11, €R, k > ko(A)}. (5.11)

Then Q4 C Q. and so Q is bounded; indeed,

) 2ls|
(L+ llgolla) *Nigollars < llgllas < (L4 ligoll &) =T ligoll a5 (5.12)

for every q € {qo}s+ and qo € B}. If Q is equicontinuous, then so too is Q.

Proof As we saw in (4.26) and (5.10), both flows defining Q. conserve 8. Thus
Q4 C Q4 and so Lemma 4.4 may be applied. The right-hand inequality in (5.12) is
just a recapitulation of (4.16). The left-hand inequality follows from this by reversing
the roles of ¢ and gg. O

@ Springer



Sharp well-posedness for the Benjamin—-Ono equation 1039

As discussed in the introduction, we wish to show that trajectories under the H,
Hamiltonian closely parallel the original Benjamin—Ono flow. How is this to be done?
An obvious approach would be to compute the difference of the two vector fields and
endeavor to show this is small in some sense. This strikes the immediate hurdle that
(BO) does not define a vector field on H® because the operator ¢ — g2 is not well-
defined, even as a distribution. Before taking the difference, we must make a gauge
transformation; specifically, we will use g — n = m (¢, g). Recall that by Proposi-
tion 4.2, this is a diffeomorphism from bounded subsets of H* into H**!, provided
» is sufficiently large.

The special property (5.5) of our Lax pair representation (5.2) makes it easy to
deduce the dynamics of the new unknown n = (£ + )¢ under the H, flow:

%n =[P, R(G)1q+ + RGO Pieqs = P R(50)q+ = Pyn. (5.13)
Indeed, this is the argument we used to deduce (4.25), which says that
%n =Pn=—in" —2Cy([qg — qi1n) —2qn’ (5.14)

under the (BO) flow.

While these formulas are succinct and do make sense for ¢ € H®, they obscure the
numerous subtle cancellations that we must exploit in order to show convergence of
the H, flows to the Benjamin—Ono flow as k — oco. Indeed, in the form presented, it
is far from clear that the ¥ — oo limit of P,n even exists! Our next step is to rewrite
the evolution of n under both the Benjamin—Ono and the H, Hamiltonians in a new
way that is amenable to demonstrating this essential convergence.

Lemma 5.4 If q(¢) is an H*°(R) solution of (BO) on the line, then
Ln={Ln—Cilg-n)} —iqsLn+q,n—iqg Cy(gn), (5.15)
while for solutions of the H, flow on the line we have
jtn = {KR(K)En — K2C+[mR(K)n]} — kgL R(k)Ln +km'n
—ikmCy(lg — q— +«kmln) —ikCy(g+m) - LR(k)n (5.16)
+kCq(Im?) -n —ik[l — C_1(g+m) - mn.
On the circle, these formulas are modified as follows:
4n=RHS (5.15)+ [/ q]n/ under (BO),
4n=RHS (5.16)+ [[qIn’ under the H flow.

Proof We will provide the details in the periodic setting to explain the appearance of
the extra term. The key distinction comes from (2.3).

From (4.25), which we recalled in (5.14), under the Benjamin—Ono flow we have

n=—in" -2C,(lq — qIn) —2qn’

S
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={=in' = C4(qn) = C1(lq — g+ I} + (q4n) —2q4n’

={Ln—Cy(lg — g4I} +q\n—iqiLn—iqyCy(gn)
=RHS (5.15) + [ [¢ln'.

We now consider the H, flow. Our starting point is (5.13) with P, as defined in
(5.4). Let us manipulate some of these terms before putting them together:

i3RIk, g)n—+kon = iKk’n +xdn —ixLn + ik LR(k)Ln
=ir’n+ ikCy(gn)+ ik LR(k)Ln,
iKz[fq]R(K)l’l =ikCy([[q]n) —ix[[q]RG)Ln,

—ik?(m + 1) Cy ([ + 11n) = —ik*n — ix>Co(Im + mln) — ik*mCy (mn).
In this way, we find
dn =ik LRG)Ln — ik Co([km +xm —q — [q]n) — ix*mC, (mn) 517
—ik[[q]RG)Ln + ik*BU)R GO+ [ [q]n'.
Our next simplification involves the second term on the RHS (5.17); by (4.1),
[km+xm —q— [q] = (cm — q1) + (ki —q_) = —Lm — Lm.
Regarding the first and fourth terms on the RHS (5.17), we have
ik LR()Ln — ik [ [q]R()Ln = (k R()Ln) — ik Cy(Ig4+ + g-1R (k) Ln).
Incorporating this information reveals
%n = (KR(K)En)/ —ikq+R(x)Ln — i/cszJr(ﬁn) +ik(Lm)n (5.18)
+ikCy[(Lm)n] — ik Cy[q—LR(Un] +ik* BRI + [ [q]n'.
Consideration of the fifth and sixth summands on RHS (5.18) leads us to observe
iKC+[(m)n — q,ﬁR(K)n] = ixCy [,c_m (L +K) R — (L +r)m - ,CR(K)n]
= iK2C+ [E_m R(k)n —m - ER(K)n],
to which we apply Lemma 3.3. This yields

iKC+[(£_m)n . q,LR(K)n] = —k2C[m R()n] +ix*[1 — C_1(g7m) - R(c)n.

Before using this to rewrite %n, let us pause to observe that (4.12) shows that the last
term here may be profitably combined with the second to last term in (5.18):

ik’ [1 — C_\(gqm) - R()n + ik>B()R(k)n = ik>Cy(q4m) - R(k)n
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=ikCi(q+m) - [n — R(k)Ln].
Incorporating all these deductions into (5.18), we find
%n = (KR(K)[JI)/ —ikqg+R(x)Ln — iszC+(mn) +ik(Lm)n
- K2C+[l’l_’l R(K)I’l]/ —ikCi(gym) - R(k)Ln+ikCi(gym) -n
+[faq]n'. (5.19)

Two terms require further attention: neither ik (Lm)n nor ix C4(g+m) - n admit
a k — oo limit. However, the combination does! Using the definition of £ together
with Lemma 3.3, we may write

i/c[(ﬁm) + C+(q+ﬁ)]n
=km'n —ik[qg — q_]mn — iknCy(qg—m) + iknC(q+m)
=km'n —ix[qg — q-)mn — iknCy{qgTm —mq, }
=xm'n —iklqg —q_]lmn — iKnC+{m-m —m-(L —|—K)m}
=km'n —ik[qg —q_lmn — iKnC+{£_m~m —m- Em}
=im'n —ikmCy (g — g-1n) + knCy(Im|?) — ixmn[1 — C_1(g4m).

Inserting this into (5.19) completes our treatment of the H, flow. [l

Theorem 5.5 Let {q }i=1 C H™ be a sequence of real-valued initial data that con-
verges in H®. Then for all T > 0, the corresponding H* solutions q;(t) to (BO)
converge in C([-T,T];, H).

Proof Let Q = {q? :j > 1} and let O, be defined as in (5.11). By Corollary 5.3, Q.
is bounded and equicontinuous in H*.
As the H, and Hpo flows commute (cf. Theorem 5.2), we may write

q; (l) _ etJVHBo(qO) _el‘JV(HBO H,) el‘JVH,( (q?)

and so
sup [[q;(t) = qe(®)] o < sup [[eVHx(q)) — &7 VHe (gD)]| o
[tI=T [tI=T (5.20)
+2 sup sup ||e”v(HBO_HK)(q) —q || . '
qeQy t|IST

By the well-posedness of the H, flows, the first term on RHS (5.20) converges to
zero as j, £ — oo for each fixed « > k. Therefore, it suffices to show that

lim sup sup ||e’]v(HBO HO gy — q||HA=0. (5.21)

=00 geQ, |r|<T
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We adopt the following notation: given initial data g € Q., we write

q(1) = !V ot (g)

for the corresponding solution to the difference flow and n(¢) :=n(x; s, q(¢)). By the
diffeomorphism property demonstrated in Proposition 4.2, (5.21) will follow from

lim sup sup |[n(t) —n(0)] gs+1 =0. (5.22)

K0 geQy ItI<T

Note that as Q. is bounded and equicontinuous in H*, the diffeomorphism prop-
erty together with the translation identity (4.5) yield that the set

{n(x;2,q(t) :q € O, t € R

is bounded and equicontinuous in H**!. As equicontinuity in a high regularity space
together with convergence in a low regularity space imply convergence in the high
regularity space, we see that to prove (5.22) it suffices to show

lim sup sup |[n(t) —n(0)] y-—2=0. (5.23)

K70 qeQu In=T
By the fundamental theorem of calculus, (5.23) is a consequence of

lim sup sup | 42], =0, (5.24)

K=00 geQ, |tI<T

where the time derivative of n is dictated by the difference flow. The equation for this
evolution may be deduced immediately from Lemma 5.4. In taking this difference,
the distinction between the two geometries disappears.

Combining (5.15), (5.16), and the identity £ — k R(k)L = LR (k) L, we find

dn={LR(4k)Ln — Ci[(q- — &*MR())n]} —igs LR(4)Ln
+ (qf,_ — /cm/)n —i(g+ —km)Cx(gn) —ikmCy([g— — km]n) (5.25)

+ikCy(gemm) - LR — kCy (Im|?) - n+ix[1 — C_1(g47m) - mn.

We will verify (5.24) by showing that each of these terms converges to zero in H 2
as k — oo, uniformly for g(¢) € (Q4)« = Q.. Before delving in the details of this,
let us recall some basic bounds that we will use repeatedly:

lgllas 4 Inll gser + Imll st + llem |l gs S 1 (5.26)

uniformly for ¢ € Q, and k > k¢. The first two of these were noted above; the latter
two follow from (4.4).
For the first term in (5.25), we use (3.5) and (4.23) to see that

HERw, ) Ln}|| ;-2 SILRGe, @) Lnll s S IR, @) Lnllgs1 — 0 as & — oo,

uniformly for g € Q..
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Using (4.1), (3.5), and (4.23), we obtain
lkm — g4l gs = ILmllgs S llmllgs+1 — 0 ask — 00 (5.27)
uniformly for g € Q.. Employing « R(k) = 1 — LR (x) and (2.6), we deduce
[Cella- — k2R G, )n] | -
< (- —«m)n| s + « IMLR (k. g)n |l s
S gt — kmllgs Inll gs+1 + lemll gs 1LR (b, @nll gs+1 -

By (4.23), (5.26), and (5.27), this converges to zero as k — oo uniformly for g € Q..
Next, we use the estimates (2.10) and (3.5) to bound

lg+ LR, @) Lnllg—2 S Nq+llgs ILRGe, ) Lallgs S g+ llgs IR, @) Lnll s+ .

By (4.23), this converges to zero as k — oco uniformly for g € Q..
Using the triangle inequality, (2.6), and (2.10), we may bound

[Gem’ = a2 = | em = qom) | s + [ Gem = qon'|
SlGem — qnllgs + || Gem — gon'| o,
Slliem — gl gs Inll o + llcm — quell s 1l s
S lliem — gell s Il s -

By (5.26) and (5.27), this converges to zero as x — oo uniformly for g € Q..
Using (2.10) and (2.6) again, we may bound

g+ —xkm)Cr(gm)llg— S llgy — kmllgs llgnll gs
Slige —cmllgs gl gs Inll s+ -

This converges to zero as k — oo uniformly for g € Q. in view of (5.26), (5.27).
By (2.10), and (2.6), we have

(g— —km)n

|emC.[(g— — k]| ;-2 S lieml s | &

S llemll s gy — wemll gs Inll s+ -

This converges to zero as k — oo uniformly for g € Q. because of (5.26), (5.27).
Using (2.10) and k R(k) = 1 — R(x)L, followed by (2.6) and (3.5), we have

e Co(q1m) - LRGe, @l g2 < gl s [N £nll s + ILR (e, @) Ll s ]
S Mg llpgs Imll gser [nll s + IR G, @) Lnll g ],

which converges to zero as k — oo uniformly for g € Q. in view of (4.23), (5.26).
By the triangle inequality and the estimates (2.6) and (2.10), we may bound

e (imi?)"nll o < [ Co(imP) -l oy + e Co(im ) - 2
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Sicfesm®], ala +1210]
Sk limllgs lml gs+1 Il gs+1 s

which converges to zero as k — oo uniformly for ¢ € Q as follows from (5.26) and
(5.27).
Finally, using the estimates (2.10) and (2.6), we have

k[l = C_Ng+m) -mnllg-2 S k llgmll s lmnll g
Sk g+l gs llmll s+ Imllgs Inll s+

which converges to zero as k — oo uniformly for g € Q. in view of (5.26), (5.27).
Collecting all our estimates, we deduce (5.24), which completes the proof of the
theorem. g

Proof of Theorem 1.1 By the prior work discussed in the introduction, it suffices to
consider —% < s < 0. We want to show that the solution map ® for (BO) extends
uniquely from H* to a jointly continuous map ® : R x H* — H*.

Given initial data gg € HY, we define ®(¢, go) as follows: Let {q?} j>1 be a se-
quence of H® functions that converges to go in H*. Applying Theorem 5.5 to the
sequence {q?} j>1, we see that the corresponding H solutions ¢;(¢) to (BO) con-

verge in H® and the limit is independent of the sequence {q?} j>1. Consequently,
®(t,q0) := lim q;(t)
j—oo

is well-defined.

We must show that @ is jointly continuous. Fix T > 0 and let {q?} j>1 be a se-
quence of initial data in H® that converges to gg in H®. By the definition of ®, we
may choose another sequence g () of H* solutions to (BO) such that

sup ch(z,q?) —aj(z)H 50 asj— 0. (5.28)
e|<T H

In particular, ;(0) — go in H*, and so Theorem 5.5 yields
sup |7 (1) — ®(t,q0)| s = 0 as j— oco. (5.29)
l7|<T
Given {t;} C [T, T] that converges to some ¢ € [—T, T'], we may bound
(1), 4% - ®(t, 90|
EICNRELID] I
=|eta)-aan|, + 136 =G0y + 170 - o0
< swp [0, gD =30 +[70) -T0]
t|<T H

+ sup ;) — @(t. q0)| s -
[tI=T
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The right-hand side above converges to zero as j — oo by (5.28), (5.29), and Theo-
rem 5.5. This demonstrates that & is jointly continuous. O

6 The tau function and virial identities for the full hierarchy

This section presents two new families of identities. The first is Theorem 6.1, which
generalizes Gérard’s explicit formula [15]; the second is Theorem 6.5, which presents
virial-type identities fulfilling the promises made at the end of Sect. 4.

Throughout this section we will work on the line and consider the flow generated
by employing B(k; g) as Hamiltonian. See [17, §6] for a discussion of this flow on
the circle.

The Hamiltonian S(x; g) generates the dynamics

|

Lg=(m+m+m?), 6.1)

Q|

whose well-posedness in H* follows from the arguments presented in Theorem 5.2.
Indeed, the H, flow differs from the 8(x) flow only by a time rescaling and a spatial
translation. Because of this relationship, Proposition 5.1 also provides us with a Lax
pair representation of this flow, namely,

PP = —ik(L+x)" +i(m+ DCy(m+1). (6.2)

We will be studying the evolution (6.1) with initial data ¢ € L?. The equation
(6.1) is also well-posed in this finer topology, as can be shown by mimicking the proof
of Theorem 5.2. To avoid such repetition, we offer the following alternate argument.
By (4.35), we know that the flow (6.1) preserves the L2 norm. In this way, continuity
of the data-to-solution map follows from mere weak continuity, which may be derived
from H* well-posedness.

The central theme of this section is how the special properties of the Lax repre-
sentation (6.2) lead quickly to the sought-after formulas. In addition to the special
properties

Lagrt)=PPlgr) and Ln(x;q(t) =PPln(x;q(1) (6.3)

that played an important role in the previous section, we also need two more.

One of these additional properties is that P,f 1 = 0. Strictly speaking, this is only
true in the circle setting, where it follows from the arguments used to prove (4.31).
On the line, the constant function 1 does not belong to the natural domain of 73/(3 . We
will prove a proper analogue in Lemma 6.2.

The second additional property is the value of the commutator between P,/? and
the operator X presented in Lemma 3.4; this is the subject of Lemma 6.3.

As motivation for such preliminaries, let us now present our generalization of
Gérard’s explicit formula for the Benjamin—Ono equation from [15]. We provide an
analogous explicit formula for other flows in the hierarchy. A formula with a similar
structure was found for the periodic cubic Szegd hierarchy in [16].
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Theorem 6.1 Let A > 0 and ko(A) satisfy Convention 4.5. Then for any q° € By N
L%*(R) and any k > Ko, the solution q(t) to (6.1) with initial data qo satisfies

-1
g+(6,2) = o L (X = 1R 4% = 2) g (6.4)
foralllmz > 0.

Although (6.4) only contains the positive frequency part of g(¢) and only off the
real axis, this is sufficient to recover the entire waveform; indeed,

q(t.x) = liirol[q+<r, i)+ g x )|
y

in L2(R) sense.
Our next lemma gives the promised line analogue of the relation P,’(S 1 =0 valid
on the circle.

Lemma 6.2 Let A > 0 and ko(A) satisfy Convention 4.5. Then

Xy (x) = xi{.y satisfies  lim Plyy=0 (6.5)

in Li-sense uniformly for g in L*-compact subsets of By N L%(R).
Proof Using the resolvent identity and elementary manipulations, we find that
[k R(x) — 1]xy = R(k)Crqr Ro(ic) xy + [k Ro(kc) — 1] xy
=R()q+ — R(K)Cy(q —qxy) + [R(K)Crq + [k Ro(x) — 1]xy.
As R(k)q+ =m and k Ro(xk) = 1 — Ro(k) Lo, we deduce that
[UeRG) = Gm + DIy [ 2 S (=) 2 + g =012 + [ Loxy [ 12

which converges to zero as y — 0o, uniformly on compact subsets of By N L’ (R).
To complete the proof of (6.5), it remains to show that (m + 1)C,(mxy) — 0 in
L? as y — oo. Noting that C, () = 0, we find

I+ DC x2S [1+ Imll o I = x) 2 = 0 as y— oo,

uniformly on compact subsets of By N L*(R). O

Next we record another algebraic virtue of the operators ’P,’f , regarding their com-
mutator properties with the operator X.

Lemma 6.3 Let A > 0 and ko(A) satisfy Convention 4.5 and suppose q € B} satisfies
g € H®(R) and (x)q € L*(R). Then

[X,PP1=—kR(k, q)* (6.6)

as operators on D(X).
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Proof We adopt the shorthand R = R(x; ¢). We have
—ik[X, R]=ikR[X,L]R = —«kR> — ik R[X, C.iq]R. 6.7)
Using (3.18) form € H*(R) and f € D(X), we obtain

[X,i(m+1)Cy(m+ D]f
=i[X, (m+ DIC4@m+ 1) f +i(m+ DX, C.(m + D] f
=i[X,m]C.(1 +m)f
— —Lm - L(f +Cmf))
=L Rqy - I.(f +Cimf)). 6.8)

Using (3.16) and noting that m f € L', we find
L (C1(m ) =/ﬁfdx = (Rq+, ) =g+, Rf) = I+(C+(qRf)).

Note that the hypothesis (x)g € L? ensures that Cy(gRf) € D(X) whenever f €
D(X). As derivatives vanish at zero frequency, we also have

Li(f) = L+ (L +0)Rf) =k 14 (Rf) — I+ (C+(gRS)).
Employing the last two identities in (6.8) and invoking (3.18), we obtain
[X,itm+1DCyr(m+ D]f =ik R[X, C1q]Rf.
The identity (6.6) now follows by combining this with (6.7). O

Our last result before the proof of Theorem 6.1 ensures the propagation of the
weighted decay condition (x)q € L?(R) under the flow (6.1).

Lemma 6.4 Let A > 0 and ko(A) satisfy Convention 4.5 and suppose q° € By satis-
fies (x)qo(x) € L*>(R) and qo € H*®(R). Let q(t) denote the evolution of qo under
(6.1) with k > ko. Then

lx)g @ )| 2+ g 0) | o + [ () Gs 52, (@) +70x; 52, g ()] 2 < 00
(6.9)

forallt e R, all > kg, and all o € N.
Proof The smoothness of solutions to (6.1) follows from (4.6) and a simple Gronwall

argument. Our main focus here is on spatial decay.
Combining (4.1) and its complex conjugate shows

(101 4 &) (m +m) = q + C4(gm) + C_(gm). (6.10)
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We first study the last two terms in (6.10). As H stley [ g0

[x)gmll2 + 1(x)gmli 2 S N(x)g 2 llmll gser.

This shows that i € H'(R) and likewise for the Fourier transform of g7. To deduce
that (x)[C+(gm) + C_(gm)] is square integrable, we need to confirm only that the
Fourier transform has no discontinuity at the origin. This is guaranteed by the middle
equality in (4.12).

The arguments presented in the previous paragraph yield the quantitative bound

|(x)g + C(gm) + C—(gm)]|| ;2 S[1+ lImll gost ]11(x) gl 2.

Noting that the commutator [x, |d|] is L? bounded, this can be combined with (6.10)
to yield

[ im ]| 0 S [1+ Il s |11 () gl 2 (6.11)

This does not say that (x)m € L? because Fourier truncation will typically introduce
a discontinuity at the frequency origin. Taking a derivative remedies this and we may
conclude that

) [m +m 4 1mP] | 2 S [+ Il ]Il Gem |
oo Tl SO bmbaslitomt:

2
S+ lmll s 1) 2.

Combining (6.12) with a simple Gronwall argument shows that (x)g (¢, x) € L?
for all time. Combining this with (6.11) provides the claimed bounds for the function
n=m(x; s»,q(t)). 0

Proof of Theorem 6.1 We start by observing that both sides of (6.4) depend con-
tinuously on ¢° in L?(R). In the case of the left-hand side, this follows from
the well-posedness of the flow on L?(R). Regarding the right-hand side, we note
that X — t«x R? is also maximally accretive (with the same domain as X) and so
X — ti R? — z is boundedly invertible on L? for z € C with Imz > 0. In this way,
continuity follows from the resolvent identity.

By virtue of this continuity, it suffices to verify (6.4) for the special case of initial
data ¢° € H™ satisfying (x)¢® € L?>. Lemma 6.4 guarantees that these properties
remain true for g (¢) and so allow us to apply Lemma 6.3 at all times.

Ast— P/? () is a continuous curve of bounded anti-selfadjoint operators, so

LUty =Pl)U(r) with U©)=1d

has a unique solution, which is unitary at every time. Moreover, by virtue of the Lax
pair representation and (6.3), we know that

U)*R(c; q(t))U (1) = R(k;¢°) and g+ (1) =U(t)g) forall teR. (6.13)
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Fixing z with Im z > 0, we consider two one-parameter families of bounded oper-
ators:

Yi(t) := (X — tk R(i; ¢%)* — z)‘l and Y2():=U@®)"(X —2)"'U@®). (6.14)
Both are solutions to
Lyt)=xY(OR(k;¢")?Y (1) with Y(0)=(X—2)"". (6.15)

In the case of Y1, this follows immediately from the resolvent identity. For Y;(¢), it
follows from Lemma 6.3 and (6.13):

L0 =UO X -2 PRIV =-U®* X - )7 '[X, PAIX -2 'U®
= kYo (DU ()" R(ic; g(1)*U (1) Ya (1)
=k Y2()R(k; ¢°)*Ya ().

A simple Gronwall argument (in operator norm) shows that (6.15) has at most one
solution and consequently,

(X —tkR(c; ¢0% —2) 'q) =U@)* (X — 27U (1)q°, (6.16)

for all times. Recalling (6.13) and the Cauchy integral formula (3.17), this yields
. -1
g+(t.2) = lim 55 (U0 %y, (X —16R(:¢")* —2) " qf).

To complete the proof of (6.4), it remains only to observe that U (t)* xy, — x, — 0 in
L? as y — oo, uniformly for 7 in compact sets, which follows easily from Lemma 6.2.
0

The proof of Theorem 6.1 shows that the mapping between the Hamiltonian and
the time-dependent term in the explicit formula is actually linear. Suppose, for exam-
ple, we adopt

> eiB)) =g #(L)qs) where G(E)= ci(E+xp~t  (6.17)

as the Hamiltonian. This admits a Lax pair representation with P =} ¢; P,g ;- Fur-
thermore, taking the commutator with X is also a linear operation. In this way, we
find the associated explicit formula

9462 = 5 L (X =19 (L) —2) 'q})
with V(E) = ¢(E) + E¢'(E). (6.18)

One may also allow ¢ = 1, which leads to the Hamiltonian P generating transla-
tions and to v (Ly,) = Id. In this setting, the formula (6.18) is a direct consequence of
(3.17). Indeed, ¢ is merely modifying the real part of z. This parallels our discussion
in the introduction of the role of f( in the definition of the t-function.
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Underlining such a t-function interpretation is the fact that linear combinations
of the functions 1 and E — :H—LE are dense in the class of continuous functions on
intervals of the form [— Ej, o<].

The linearity property described above also allows us to consider performing a
k — oo expansion of (6.4). Recall from (1.16) that this is precisely how B(k) en-
codes the traditional Hamiltonians. As an example of how these formal manipula-
tions proceed, consider the (BO) flow which corresponds to choosing ¢ (E) = E and
soto ¥ (E) =2E. In this way, we are lead back to the explicit formula

g (t,2) = 2= 1 [ (X —20L4 —2) 'Y} (6.19)

presented in [15]; see also [61] for the special case where ¢ is an exact multisoliton.
At this moment, (6.19) has only been proven rigorously for g € L%r N L*°; see [15].

We turn now to our last topic. In (6.20) we introduce our extension of the notion
of the center of momentum to all conserved quantities of the (BO) hierarchy, ex-
pressed through the generating function 8. The property that makes these special is
that they move at a constant speed dictated by other Hamiltonians in the hierarchy.
As discussed in Sect. 4.3, this also generalizes the Fokas—Fuchssteiner recursion for
the construction of conserved quantities.

Theorem 6.5 (Virial identities) Suppose (x)q(x) € L*(R). Then
Coff(3) := % / xq[n+nldx (6.20)

satisfies

[CofB(5), B()} = =k (g4, RO RGAR()gs) = — e LOZLED (621

K—3

Proof Given a pair of real-valued functions f, g € LZ(R) with (x) f(x) € L*(R),

(g XFi) + (Xfir g4) = / IO if @) de = / g de.  (622)

In this way, we see that the definition of Coff8 may be rewritten as
Coff () = 3(n. Xqy) + 5(Xqy.n). (6.23)
Exploiting (6.3) and the antisymmetry of 73,? , we deduce that

[CofB(0). B)} = 5 (n. [X. PPlgy) + 1(X. Pllgs . n).

The first identity in (6.21) now follows from (6.6) and the selfadjointness of R(sr).
The second identity is a consequence of (4.29). O

By expanding the resolvent, we find that
n=sxlg. -2 g +x3L% £
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and so also that
CofB(5) = 3 ' CofP — 5 2CofE+ O (573). (6.24)

In this way, both (4.54) and (4.57) can be recovered as elementary corollaries of
(6.21) and the definition (4.12) of 8.

One cannot give an exhaustive account of all possible virial-type identities associ-
ated with (BO) or its hierarchy. Our goal in this section has been to exhibit how our
modified Lax representation begets dramatic algebraic simplifications. Let us offer
just one more example. Consider

VofP(q) := / 1x%q*dx = (Xq4. Xq4),

which may be viewed as expressing the variance of the momentum distribution. By
the results of this section, we find

1.2 2 d
[ [ 407 dx. puo}=2e1-Copt)
and consequently, this variance has a very simple time dependence under (6.1):

VofP(q(1)) = —1> (k25 + 1 L) (c: ¢ (0)) + 211 2 CofB (s q (0)) + VofP( (0).

This represents the generalization to the full (BO) hierarchy of an important identity
from [26].
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