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ABSTRACT

O-RAN establishes an advanced radio access net-
work (RAN) architecture that supports inter-operable,
multi-vendor, and artificial intelligence (Al) controlled
wireless access networks. The unique components,
interfaces, and technologies of O-RAN differentiate
it from the 3GPP RAN. Because O-RAN supports
3GPP protocols, currently 4G and 5G, while offering
additional network interfaces and controllers, it has
a larger attack surface. The O-RAN security require-
ments, vulnerabilities, threats, and countermeasures
must be carefully assessed for it to become a plat-
form for 5G Advanced and future 6G wireless. This
article presents the ongoing standardization activities
of the O-RAN Alliance for modeling the potential
threats to the network and to the open fronthaul
interface, in particular. We identify end-to-end secu-
rity threats and discuss those on the open fronthaul
in more detail. We then provide recommendations
for countermeasures to tackle the identified security
risks and encourage industry to establish standards
and best practices for safe and secure implementa-
tions of the open fronthaul interface.

INTRODUCTION

Recent advances in wireless communications are
expected to enable a fully mobile and connected
society in the future, which will be characterized
by the tremendous growth in connectivity, traffic
volume, and a much broader range of services.
Besides the market requirements, the mobile
communication society also requires a sustainable
development of the ecosystem which produces
the need for further improved system efficiencies,
including spectrum efficiency, energy efficiency,
operational efficiency, and cost efficiency.

As the preparation of the fourth release of 5G
— 5G Advanced — is underway, the companies and
partner organizations identify various technical topics
that need to be researched in Release 18 and future
releases. Unlike Releases 16 and 17, which helped
extend 5G to new verticals, the objective of Release
18 is covering more demanding applications, such as
truly mobile extended reality services, network intel-
ligence, and enhanced support for new use cases.
Therefore, new technologies and paradigm shifts
are expected for supporting the critical aspects of
next-generation wireless communication networks as
part of 5G Advanced and 6G standardization efforts.

The current 5G architecture has been designed
on the basis of network virtualization, Cloud tech-
nology, and software-defined networks (SDNs) to
enable agile and self-adapting network solutions. 5G
considers edge computing and other critical archi-
tectural refinements over previous network gener-
ations [1]; however, the deployment follows the
trend of previous generations and may lead to 5G
becoming a by and large monolithic and inflexible
infrastructure with vendor lock-in. Next-generation
network innovation requires the transformation to
a flexible, agile and disaggregated architecture to
support service heterogeneity, coordination among
multiple technologies, and rapid on-demand deploy-
ments. Such transformations are enabled by the
emerging open radio access network (O-RAN).

O-RAN is an industry-driven architecture that is
maintained by the O-RAN Alliance. Openness and
intelligence are among the main characteristics of
the O-RAN architecture that enables multi-vendor,
inter-operable, artificial intelligence (Al) empow-
ered hierarchical networks [2]. Network disaggre-
gation is one of the O-RAN architectural features
that has been elevated by decoupling network
functions and harnessing SDN/NFV principles [3].
The unique components, interfaces, and technolo-
gies of O-RAN differentiate it from those of 3GPP,
while leveraging the 3GPP framework and proto-
cols. The security challenges and resultant risks of
O-RAN will therefore be different from those of
legacy 3GPP networks and must be carefully stud-
ied to reduce risks, vulnerabilities, and exposures
to attacks and misconfigurations.

The O-RAN Alliance defines study items that
are currently organized into eleven technical work-
groups (WGs) and four focus groups (FGs). One
of the WGs is the security WG (SWG) which is
committed to developing the security require-
ments, designs, and solutions that enable an open,
interoperable, and secure O-RAN system. The
SWG established itself in the second quarter of
2021 and has since developed initial work items
specifying initial O-RAN security threat models and
security protocols to be addressed when building a
secure end-to-end O-RAN system [4, 5]. Academ-
ics have started to evaluate the security of O-RAN.
The work presented in [6] has demonstrated a
security evaluation of the O-RAN architecture with
a threat analysis for different domains. Reference
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[7] shows a security vulnerability case study reveal-
ing the missing authentication and authorization of
O-RAN interfaces and components.

This article compiles the threat vectors against
the major O-RAN components: the open fron-
thaul, the near and non-real time RAN intelligent
controllers (RICs), the service management and
orchestration (SMO), the O-RAN Cloud, and the
machine learning (ML)/Al employed by xApps and
rApps. We then focus our detailed threat analy-
sis on O-RAN’s open fronthaul interface and ser-
vices, and introduce the security countermeasures
to tackle the identified security risks. Our initial
research provides recommendations and guide-
lines for consideration and further evaluation, lead-
ing to standards and best practices for safe and
secure O-RAN implementation and operation.

The rest of the article is organized as follows:
the next section presents the O-RAN architec-
ture, including its components and interfaces,
with focus on security threats and principles.
We then discuss the O-RAN open fronthaul
threats. Following that, we introduce the secu-
rity countermeasures to preserve the security
requirements of the open fronthaul given the
previously identified threats. The final section
provides the concluding remarks.

END-T0-END O-RAN SECURITY
ARCHITECTURE, THREATS, AND SECURITY
COVERAGE

This section introduces the O-RAN security
requirements. Figure 1 presents the O-RAN archi-
tecture and identifies the general security needs.
The O-RAN architecture is divided into two main
subsystems. These are the RAN and the SMO .
The logical components of the RAN subsystem
include the O-RAN central unit (O-CU), the
O-RAN distributed unit (O-DU), and the O-RAN
radio unit (O-RU). In addition, there are two RAN
Intelligent Controllers (RICs) that cover different
timescales: the near-real time RIC (near-RT RIC),
which is part of the RAN subsystem, and the
non-RT RIC, which is part of the SMO. O-RAN
micro-services called xApps and rApps implement
near-RT and non-RT control services as part of the
near-RT and non-RT RICs, respectively [8].
O-RAN defines open interfaces to handle
the data and control flows between the O-RAN
components, which may be implemented as vir-
tual machines and execute on a single compute
nodes or on networked nodes. The open fronthaul
establishes the interface between the O-RU and
the O-DU [9]. The F1 interface connects the O-CU
to the O-DUs. The E1 interface enable coordina-
tion between the O-CU control and user planes.
The E2 interface forwards the measurements from
the O-DU and O-CU to the near-RT RIC and the
configuration commands to the O-CU and O-DU.
User or RAN-specific data can be fed to the xApps
for data processing employing Al. The O1 inter-
face is accountable for collecting the data from all
of the connections for operations & administration
functions. Policy guidance can be transmitted via
the AT interface to xApps implementing Al models
that may support RAN applications such as net-
work slicing, quality of service (QoS) and resource
management, and mobility management [10].
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FIGUREL. The O-RAN architecture with security requirements.

End-to-end security is a mandatory feature and
must be maintained and managed across all com-
ponents and interfaces of the O-RAN architecture.
However, the openness, disaggregation of network
functionalities, and intelligence are the unique
properties of O-RAN and facilitate the integration
of new functions, protocols, components, and
interfaces. This openness expands the threat sur-
face and makes O-RAN prone to additional secu-
rity risks beyond those of the 3GPP architecture.
Table 1 presents the major O-RAN security risks
and threats that have been identified by the SWG
[4, 5]. Table 1 also identifies the affected compo-
nents and the main security principles that should
be taken into consideration while defining security
requirements, recommendations, and countermea-
sures in future standardization efforts.

With the expanded threat surface of O-RAN,
different security features across the O-RAN archi-
tecture need to be identified to protect the critical
assets and maintain the integrity, availability, con-
fidentiality, replay protection, and authenticity. In
continuation, we introduce the security features as
defined for the main O-RAN components [4, 5].

Fronthaul Interface Domain Security: A set
of features and mechanisms that enable a secure
flow of critical control, user, management, and
synchronization plane data, such as timing config-
uration, troubleshooting and trace logs, and user
data, that are transported over the fronthaul, inter-
connecting multiple O-RUs and O-DUs.

Near-RT RIC Domain Security: A set of fea-
tures and mechanisms that safeguard data
transported toward the near-RT RIC which then
optimizes the overall RAN performance over the
following interfaces:

+ The policies applicable to UEs and cells and
A1 enrichment information delivered over
the A1 interface
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O-RAN Component

Threat

Affected Components

Security Principles

Fronthaul
M-Plane
Front-
=L S-Plane
C-Plane
U-Plane
Near-RT
RIC
Near-RT
RIC
xApp
Non-RT
RIC
Non-RT
RIC
rApp
SMO
O-Cloud
ML/AI

* An attacker penetrates O-DU and beyond through O-RU
* Unauthorized access to the open fronthaul Ethernet L1
physical layer interface

+ An attacker attempts to intercept the fronthaul (man in the
middle — MITM — attack) over the M-Plane

* Denial of service (DoS) attack against a master clock

+ Impersonation of a master clock (spoofing) within a precision
time protocol (PTP) network with a fake ANNOUNCE message

* Rogue PTP instance claiming the role of a grand master clock

« Selective interception and removal of PTP timing packets

+ Packet delay manipulation attack

+ Spoofing of downlink (DL) C-plane messages
* Spoofing of uplink (UL) C-plane messages

* An attacker attempts to intercept the fronthaul (MITM) over
U-plane

* Malicious apps can exploit UE identification, track UE location
and change UE priority

* An attacker exploits xApps vulnerabilities and
misconfiguration

+ Conflicting xApps unintentionally or maliciously impact O-RAN
system functions to degrade performance or trigger DoS

* An attacker compromises XxApp isolation

* An attacker penetrates the non-RT RIC to cause DoS or
degrade the performance
» UE sniffing in the Non-RT RIC

+ An attacker exploits rApps vulnerabilities and misconfiguration

* An attacker bypasses authentication and authorization

* An attacker compromises rApp isolation

» Conflicting rApps unintentionally or maliciously impact O-RAN
system functions to degrade performance or trigger DoS

* An attacker can exploit the improper/missing authentication
of SMO functions
* Overload DoS attack

+ An attacker compromises VNF/CNF images and embedded secrets

- An attacker exploits weak orchestrator configuration, access
control and isolation * Misuse of a virtual machine (VM) or
container (CN) to attack other VM/CN, hypervisor/container
engine, other hosts (memory, network, storage), etc.

* Spoofing of and eavesdropping on network traffic

* An attacker compromises auxiliary/supporting network and
security services

* Poisoning the ML training data (data poisoning attack)

* An attacker exploits weak orchestrator configuration, access
control and isolation

* ML model alteration (system manipulation and compromise
ML data confidentiality and privacy)

* Spoofing of and eavesdropping on network traffic

« Transfer learning attack

TABLE1. O-RAN threats and coverage security principles [4, 5].

rApps, xApps, O-RU,
O-DU, O-CU, NearRT
RIC, Non-RT RIC

rApps, xApps, O-RU,
O-DU, O-CU, Near-RT
RIC, Non-RT RIC

O-DU, O-RU

O-DU, O-RU

O-DU, O-RU

Near-RT RIC, UE,

XApps

O-CU, Near-RT RIC,
XApps

Non-RT RIC, rApps, UE

rApps, UE, Non-RT
RIC, Near-RT RIC,
XApps

SMO components

O-Cloud components

Near-RT RIC, Non-RT
RIC, xApps, rApps

Mutual authentication, access
control, cryptography, key manage-
ment, public key infrastructure (PKI),
trusted communication, and security
assurance

Secure boot and self-configuration,
security management of open
source software, privacy assurance,
continuous logging, monitoring and
vulnerability handling, robust isola-
tion, secure Cloud computing and
virtualization

Mutual authentication, access
control, cryptography, key manage-
ment, PKI, robust isolation, secure
Cloud computing and virtualization,
recoverability & backup

Mutual authentication, access
control, cryptography, key man-
agement, PKI, privacy assurance,
security management of open source
software, secure Cloud computing
and virtualization, secure boot and
self-configuration

Mutual authentication, access
control, cryptography, key manage-
ment, PKI, privacy assurance, secure
boot and self-configuration, robust
isolation, secure Cloud comput-

ing and virtualization, continuous
logging, monitoring and vulnerability
handling.

Mutual authentication, access con-
trol, privacy assurance, recoverability
and backup, privacy assurance,
continuous logging, monitoring and
vulnerability handling, secure update

Mutual authentication, access con-
trol, privacy assurance, recoverabil-
ity and backup, privacy assurance,
continuous logging, monitoring and
vulnerability handling, secure update,
secure boot and self-configuration,
robust isolation, secure storage

Mutual authentication, access con-
trol, continuous logging, monitoring
and vulnerability handling, recover-
ability and backup, privacy assurance,
secure boot and self-configuration,
secure update, secure Cloud comput-
ing and virtualization
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+ The persistent configuration used by the near-
RT RIC to control the RAN, xApp-related
messages, near-RT RIC services messages and
policies used to monitor, suspend/stop, over-
ride or control the behavior of the E2 node
delivered over the O1 and E2 interfaces.
Non-RT RIC Domain Security: A set of fea-

tures and mechanisms that ensure:

+ Secure creation, modification, and manage-
ment of A1 policies and A1 enrichment
information that is collected or derived at
the SMO/non-RT RIC.

* Authentication and authorization of the dis-
covery and request of AT enrichment infor-
mation from the near-RT RIC.
xApp and rApp Domain Security: A set of fea-

tures and mechanisms for protecting:
+ The training or test data.
* The trained ML model.
+ The expected prediction outcomes.
The data sets may be collected externally or inter-
nally to the near-RT RIC, O-CU, O-DU, and O-RU
and passed to the ML training hosts to be applied
by an xApp or rApp. The trained ML model may
include intellectual property information, numer-
ous hyperparameters and millions of learned
parameters. The expected prediction outcomes of
the ML model and the behavior of the ML system
include tasks for data collection, data wrangling,
pipeline management, model retraining, and
model deployment.

O-RU Domain Security: A set of features and
mechanisms that facilitate the secure exchange
of reference signals, synchronization signals, and
data and control channels in the downlink and
uplink between the O-RUs and UEs.

O-CU and O-DU Domain Security: A set of
features and mechanisms that maintain the integ-
rity of the 3GPP application-related data such as
subscription data, session data, call control and
inter and intra-slice UE priority related information.

O-Cloud Domain Security: A set of features
and mechanisms that need to be provisioned
to minimize risk exposure affecting telemetry
information of O-Cloud deployments, O-Cloud
provisioning information, and O-Cloud software
management information.

OPEN FRONTHAUL SECURITY THREATS

In this section we examine the potential threats
targeting the open fronthaul interface and the
management, control, user, and synchronization
data planes transmitted over the open fronthaul
interface within the O-RAN architecture and pro-
vide a risk analysis associated with each threat.

THREATS AGAINST THE FRONTHAUL INTERFACE

The first threat category is related to attack exploit
vulnerabilities of the open fronthaul interface. Func-
tional splits were introduced in 3GPP Release 15 to
allow splitting the base station functionalities into
the CU and the DU, implementing the higher and
lower layers of the RAN protocol stack, respectively.
Although 3GPP defines many split options, {ven-
dors} use proprietary implementations and interfac-
es which has led to single vendor network solutions.
O-RAN adopts functional split Option 2 for the F1
interface between the O-DU and O-CU, and Option
7.2x for implementing the fronthaul, the interface
between the O-DU and O-RU as shown in Fig. 2.
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FIGURE2. The O-RAN fronthaul.

O-RAN employs a modified version of the
common public radio interface (CPRI), the
enhanced CPRI (eCPRI), for the fronthaul [11].
The eCPRI interface allows for the separation
of the radio unit and the baseband unit, and
enables the use of off-the-shelf networking equip-
ment , which can reduce the costs and increase
the scalability of the network. This facilitates
having different vendors for the O-RUs and the
O-DUs, which need to be managed as different
entities that may have heterogeneous security
levels [12]. The O-DU will have to bridge the
control and other data traffic between the man-
agement O-CU and the O-RU as shown in Fig.
1. Hence the possibilities to reach and penetrate
the northbound systems (O-CU, near-RT RIC,
and SMO) beyond the O-DU through the open
fronthaul interface becomes a possible vulnera-
bility in this split architecture that can be exploit-
ed by an attacker.

Another threat is the unauthorized access to
the physical layer, or layer 1 (L1), of the open
fronthaul by comprising one or more coaxial
cables, twisted pairs, RF links, or optical fibers.
Each end of the physical interface encompasses
a physical connection (an Ethernet port) to physi-
cal O-RAN network elements, the O-DU and the
O-RU. An attacker who gains physical access to
the fronthaul interface can launch attacks that can
compromise the availability, integrity, and confi-
dentiality of the interface. Specifically, an unau-
thorized device on the fronthaul interface can:

+ Flood the L1 interface with network traffic caus-
ing disruption or degradation of authorized
network elements on the fronthaul interface

+ Transmit L2 packets to authorized network
devices causing disruption or degradation of
the fronthaul interface performance

+ Deny services by disabling a physical connec-
tion to a network element either by remov-
ing an Ethernet port connection or cutting
the physical interface

* Access and manipulate the management, syn-
chronization, control, and user plane traffic.

THREATS AGAINST THE MANAGEMENT,
SYNCHRONIZATION, CONTROL, AND USER PLANES

According to the O-RAN fronthaul specifications,
there are four types of planes that support the
various functionalities of the O-RAN fronthaul:
management plane (M-plane), synchronization
plane (S-plane), user plane (U-plane), and control
plane (C-plane).
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Another threat on the
S-plane is the packet delay
manipulation that may
disrupt the symmetric
delays hetween the GM
clock and the slaves. An
attacker would launch this
attack by either tapping the
transmission network or by
taking control of intermedi-
ate nodes such as routers,
switches, or TCs and provide
intentionally inaccurate tim-
ing information to slaves

M-plane: The M-plane provides a variety of
management functions to set O-RU parameters as
required by the C/U-plane and S-plane, manage the
O-RU software, perform fault management, and so
forth. The O-RAN fronthaul specifications for the
M-plane provide various parameters for fault, con-
figuration, accounting, performance, and security
(FCAPS) functions. The 7.2x functional split requires
high bit rate transmissions with strict bandwidth,
latency, and transport link performance require-
ments. This limits the options for employing exten-
sive security measures within the O-RAN system
because of the processing delay that they would
incur. As a result, the O-RAN security risks increase,
specifically for the M-plane, where an attacker may
be capable of launching man-in-the-middle (MITM),
passive wiretapping, or denial of service (DoS)
attacks over the fronthaul interface to intercept
the M-plane messaging after gaining unauthorized
access to the operations and maintenance (OAM).

S-plane: The S-plane is responsible for the tim-
ing and synchronization of messages between the
O-DU and O-RU. Through the S-plane, the O-RAN
fronthaul specifications support protocols such as
precision time protocol (PTP) and synchronous
Ethernet (SyncE) to achieve high-accuracy synchro-
nization between the O-RU and the O-DU, which
supplies the master clock. The S-plane must be pro-
tected against DoS attacks targeting the master
clock of the timing network used by the fronthaul
to maintain availability and accuracy of the O-RAN
system. An attacker can attack the master clock
by sending an excessive number of time proto-
col packets. Such an attack may result in a situa-
tion where the clock service is interrupted or the
timing protocol is operational but slaves are being
provided inaccurate timing information due to the
degraded performance of the master clock. An
attacker within the PTP network may also imper-
sonate the grand-master (GM) clock’s identity and
announce itself as a GM candidate by either mod-
ifying the in-flight protocol packets or by injecting
fake ANNOUNCE messages.

A GM impersonation attack can result in the
PTP remaining operational and all clocks synchro-
nized, but inaccurate timing information being
intentionally distributed. The attacker may be
residing either within the attacked network as an
insider or on an external network connected to
the network under attack. An attacker can also
position itself in such way to allow intercepting
and removing valid synchronization packets. This
could lead to clock synchronization errors of all
clocks downstream or trigger the free-running
mode. Attacks may be launched close to the
GM by tapping the egress traffic of an active GM
clock to effect a larger set of slaves who depend
on this GM for time synchronization. Attacks may
also target one or more slaves by tapping the
ingress traffic of a particular slave. Alternatively,
an MITM attack may be launched from an inter-
mediate node such as a transparent clock (TC),
router, or switch. This implies that the attacker
has obtained physical access to a node in the PTP
network or has gained full control of one device
in the network. Selective interception and remov-
al can impact timing packets and cause clock
degradation of the attacked nodes. Removing all
packets or random packets may trigger the free
running mode [4, 5].

Another threat on the S-plane is the packet
delay manipulation that may disrupt the symmet-
ric delays between the GM clock and the slaves.
An attacker would launch this attack by either tap-
ping the transmission network or by taking control
of intermediate nodes such as routers, switches,
or TCs and provide intentionally inaccurate timing
information to slaves. Clock service disruption or
time accuracy degradation would occur and may
cause DoS to applications that rely on accurate
time or potentially bringing down an entire cell.
A cell outage caused by misaligned timing may
further impact performance of neighboring cells.

U-plane: The U-plane is responsible for the effi-
cient user data transfer of in-phase and quadrature
(1Q) samples within the strict time limits of the 5G
numerology. For the transported U-plane data, an
attacker may launch eavesdropping and DoS attacks
after breaking the packet data convergence pro-
tocol (PDCP) security prior to any content access.
3GPP defines U-plane integrity protection algorithms
in their specifications , but many of the OEMs may
not implement them because they are resource
demanding and may impact the user experience,
specifically the download and upload data rates.
Enabling U-plane integrity protection requires consid-
erable computing resources and adds overhead that
directly impacts the maximum throughput that can
be measured on the user device. The integrity pro-
tection is enabled on the C-plane messages but that
still leaves the user’s data traffic vulnerable because
the C-plane and U-plane are segregated. For exam-
ple, the lack of uplink integrity could enable a rogue
base station to manipulate the user data messages
and redirect a user to a malicious website.

C-plane: C-plane messages pass from the
O-DU to O-RUs and carry information about the
scheduling, the coordination required for data
transfer, beamforming, mixed numerology, and
PRACH handling parameters to be employed
when transmitting and receiving 1Q sample
sequences included in the U-plane message.

A downlink C-plane message covering multiple
symbols must arrive at the O-RU before the end of
the downlink U-plane receive window. The lack of
authentication could allow an adversary to inject
fake downlink C-plane messages that falsely claim
to be from the associated O-DU. This could result in
blocking the O-RU from processing the correspond-
ing U-plane packets, leading to temporary DoS.

An uplink C-plane message includes multiple
symbols that must be delivered to the O-RU prior
to the reception of the earliest air interface uplink
U-plane signal sample. Uplink C-plane messages
from the O-RU to the O-DU are only defined for
LTE licensed assisted access (3GPP TR 36.889)
and New Radio-Unlicensed (3GPP TR 38.889)
operations; otherwise, there should be no C-plane
messages originating at the O-RU. The lack of
authentication may result in an adversary injecting
fake uplink C-plane messages into O-RUs. This
may lead to reduced cell performance or even
DoS encompassing all O-RUs that are associated
with the mimicked O-DU.

FRONTHAUL SECURITY COVERAGE

This section discusses the possible set of security
features and mechanisms that are of critical impor-
tance to be implemented within the O-RAN system
for tackling potential threats to the fronthaul inter-
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face and the corresponding management, control,
user, and synchronization data planes. The provid-
ed security solutions in this section are expected
to initiate further analysis and refinement for devis-
ing security requirements, recommendations, and
potential countermeasures as part of future O-RAN
architectural revisions. In what follows, we identify
different mutual authentication solutions that need
to be established for the O-RAN system of Fig. 3
to be able to verify who does what as a means to
detect fake base stations, unauthorized or malicious
components, applications, users and administrators.
Mutual authentication that is capable of filtering
unauthorized/unexpected traffic flowing through
O-RAN components and interfaces, can restrict
access to component configurations and provide
legitimate access to the hardware and software to
maintain the trust chain. In continuation we elabo-
rate on certificate-based authentication, port-based
authentication, and IP security-based authentication.

CERTIFICATE-BASED AUTHENTICATION

In order to authenticate each network component,
a unique identifier and one or more credentials that
need to be securely stored are needed. A candi-
date approach is the mutual O-RAN component
authentication based on client/ server certificates,
such as X.509 certificates [13]. The X.509 is a public
key infrastructure (PKI) standard that is based on
a strict hierarchical organization of the certificate
authorities (CAs) in which the trust can only flow
downwards. The CA acts as an effortlessly reachable
trust anchor to all the components and interfaces
within the O-RAN security architecture so that they
can acquire the certificates during the secure socket
layer/ transport layer security (SSL/ TLS) handshake.
After a X.509 certificate is issued and signed by a
trusted CA, the user can be confident that the cer-
tificate owner or host name/ domain has been vali-
dated. An additional benefit of this certificate-based
authentication approach is scalability. The PKI
architecture is scalable in that it can secure huge
amounts of exchanged messages by different com-
ponents and interfaces within the O-RAN network
and across the Internet. What enables this is that
public keys can be distributed widely and openly
without malicious actors being able to discover the
private key required to decrypt the message.

The X.509 certificate fields contain informa-
tion about the identity that the certificate is issued
to as well as the identity of the issuing CA. The
standard fields include: version, serial number,
algorithm information, issuer distinguished name,
validity period of the certificate, subject distin-
guished name, and subject public key informa-
tion. The O-RAN security specifications need to
specify which identity fields in the X.509 certif-
icate should be checked during authentication,
how these fields are formatted, and what the
fields should be checked against to enable mutual
authentication in an interoperable manner. The
authenticated information is then used for autho-
rization and policy control. O-RAN should make
the profiling of the non-cryptographic identity
fields in the X.509 certificate stricter to enable
interoperability among vendors. Figure 4a pres-
ents an example of using mutual authentication
based on X.509 certificates to authenticate the
session between the PTP client and the authenti-
cation server in the O-RAN system.

l poofing
O-RU
Secure Fronthaul
CUS-Plane over pmans
X.509 certificate

Secure Fronthaul
M-Plane over
IEEE 802.1x

Secure F1-U &

\ Secure F1-C _O-CU-CP

over IPsec ”__:m"""rll

over IPsec

avesdropping

FIGURE3. Secured O-RAN fronthaul interface.

PORT-BASED AUTHENTICATION

The openness, multi-vendor support, and the 7.2x
split require that various clients access the north-
bound components and interfaces of O-RAN.
Therefore, it is mandatory to enable harmonious
authentication, authorization, and cryptographic
key agreement mechanisms to support secure
communication and network access in a point-to-
point local area network (LAN) for the different
client segments across the open fronthaul. The IEEE
802.1x port-based access control mechanism is
a candidate authentication scheme that can be
implemented to rectify access by handling the
transmission and reception of unidentified or unau-
thorized entities over the O-RAN fronthaul inter-
face at the MAC layer and thus avoid consequent
network disruption, such as service or data loss.
IEEE 802.1x is a framework on top of which
different authentication techniques, such as cer-
tificate-based one-time passwords and smartcard
readers [14] can be employed. It implements
the extensible authentication protocol (EAP) for
transporting the authentication information and
the verification of various authentication mech-
anisms through challenge-response. One of the
main benefits of IEEE 802.1x is that most of the
processing happens on the side of the clients
that need access. The main components of IEEE
802.1x are the supplicant, authentication serv-
er, and authenticator. The supplicant is the new
user or client who wants to be authenticated, the
authentication server is the server that validates
the credentials transferred by the supplicant for
determining its access, typically a RADIUS server,
and the authenticator is the intermediate node
that controls the communication between the
supplicant and authentication server. Figure 4b
shows the corresponding message exchanges
between the supplicant, O-RAN fronthaul authen-
ticator, and the O-RAN authentication server for
establishing secure MAC connectivity.

|P SECURITY-BASED AUTHENTICATION
O-RAN facilitates having different components,
such as the O-RU and O-DU, supplied and man-
aged by independent vendors that may implement
different security mechanisms. Such heterogeneous
security measures can introduce system vulner-
abilities. However, it is not practical to maintain
such a network within O-RAN taking into consid-
eration the challenges of managing the complex
infrastructure across multiple vendors over geo-
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IPsec is used for securing
non-3GPP access to the
56 core network [15].
[Psec is designed hased
on an authentication
header (AH), encapsulating
security payload (ESP), and
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provide authentication for
the source and content of
P packets and, optionally,
cipher the payload data.
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FIGURE4. a)Mutual authentication between the O-RAN PTP client and the O-RAN authentication server
via X.509 certificates; b) IEEE 802.1x authentication procedures for secure MAC connectivity.

graphically dispersed areas. Alternatively, Internet
Protocol security (IPsec) can be implemented over
the fronthaul interface of O-RAN at the IP layer for
securing host-to-host IP packets and all other high-
er-layer protocols. IPsec is used for securing non-
3GPP access to the 5G core network [15]. [Psec is
designed based on an authentication header (AH),
encapsulating security payload (ESP), and Internet
key exchange (IKE) transportlevel protocols to pro-
vide authentication for the source and content of
IP packets and, optionally, cipher the payload data.
These three protocols empower [IPsec to provide
authentication; specifically, proof of data source,
data integrity, and replay protection.

In order to validate the benefits of IPsec, we
have set up an O-RAN emulation platform. Figure

5a shows the network topology that we consid-
er. We assume that there are two O-RUs coming
from different vendors, Vendor X and Vendor Z,
where the O-RU from Vendor X is authenticat-
ed and the O-RU from Vendor Z is not in the
authenticated O-RU list. Both the authenticated
O-RU and the non-authenticated and potentially
malicious O-RU aim to connect to the O-CU via
an O-DU through the open fronthaul. We imple-
ment the IPsec tunnel that allows traffic coming
from authenticated sources while blocking any
traffic coming from unauthenticated entities. With-
out loss of generality, we assume time division
multiple access for multiplexing the two O-RU
transmissions. Each transmission phase is a simula-
tion time unit that is characterized by four packet
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transmissions. Figure 5b plots the decrypted pack-
ets by the O-RAN fronthaul termination at the
O-DU over time. It shows that the implemented
IPsec mechanism at the open fronthaul blocks
packets coming from the non-authenticated/mali-
cious O-RU and lets packets through from the
authenticated radio.}

CONCLUSIONS

The new RAN technologies and paradigm shift
toward open, disaggregated, interoperable,
multi-vendor, and Al empowered hierarchical net-
works expand the attack surface, introducing new
security challenges and resultant risks. This article
surveys the security vulnerabilities and threats tar-
geting the O-RAN components with a focused
study on the open fronthaul interface and the
associated management, synchronization, control
and data planes. Based on the identified threats,
we discuss countermeasures to improve the secu-
rity related to the open fronthaul in a multi ven-
dor O-RU/O-DU context. Research platforms like
Open Al Cellular (OAIC) can be used to imple-
ment and test the proposed open fronthaul secu-
rity solutions and conduct further research. This
article is expected to spur research and encour-
age industry to establish guidelines, standards,
and best practices for safe and secure implemen-
tations of O-RAN'’s open fronthaul interface.
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