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Abstract. We prove sharp spectral transition in the arithmetics of phase between localization and
singular continuous spectrum for Diophantine almost Mathieu operators. We also determine exact
exponential asymptotics of eigenfunctions and of corresponding transfer matrices throughout the
localization region. This uncovers a universal structure in their behavior governed by the exponential
phase resonances. The structure features a new type of hierarchy, where self-similarity holds upon
alternating reflections.
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1. Introduction

Since this paper continues the program started in [36], we advise the readers less familiar
with the subject to start with the first section of [36] or recent reviews [31,32] for general
background and useful introductory remarks. To avoid repetitions, we focus here only on
the additional introductory considerations more directly relevant to the subject at hand.

Unlike random, one-dimensional quasiperiodic operators (3) feature spectral transi-
tions with changes of parameters. The transitions between absolutely continuous and
singular spectrum are governed by vanishing/non-vanishing of the Lyapunov exponent
[19,39,45]. In the regime of positive Lyapunov exponents (also called supercritical in the
analytic case, with the name inspired by the almost Mathieu operator) there are also more
delicate transitions: between localization (point spectrum with exponentially decaying
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eigenfunctions) and singular continuous spectrum. They are governed by the resonances:
eigenvalues of box restrictions that are too close to each other in relation to the distance
between the boxes, leading to small denominators in various expansions. All known
proofs of localization are based, in one way or another, on avoiding resonances and
removing resonance-producing parameters, while all known proofs of singular contin-
uous spectrum and even some of the absolutely continuous spectrum [2] are based on
showing their abundance.

For quasiperiodic operators, one category of resonances are the ones determined
entirely by the frequency. Indeed, for smooth potentials, large coefficients in the con-
tinued fraction expansion of the frequency lead to almost repetitions and thus resonances,
regardless of the values of other parameters. Such resonances were first understood and
exploited to show singular continuous spectrum for the Liouville frequencies in [9, 10],
based on [24].1 The strength of frequency resonances is measured by the arithmetic
parameter

ˇ.˛/ D lim sup
k!1

�
ln kk˛kR=Z

jkj
(1)

where kxkR=Z D inf`2Z jx � `j. Another class of resonances, appearing for all even poten-
tials, was discovered in [38], where it was shown for the first time that the arithmetic
properties of the phase also play a role and may lead to singular continuous spectrum
even for the Diophantine frequencies. Indeed, for even potentials, phases with almost
symmetries lead to resonances, regardless of the values of other parameters. The strength
of phase resonances is measured by the arithmetic parameter

ı.˛; ✓/ D lim sup
k!˙1

�
ln k2✓ C k˛kR=Z

jkj
: (2)

In both these cases, the strength of the resonances is in competition with the exponen-
tial growth controlled by the Lyapunov exponent. It was conjectured in 1994 [28] that for
the almost Mathieu family – the prototypical quasiperiodic operator – the above two types
of resonances are the only ones that appear and the competition between the Lyapunov
growth and resonance strength resolves, in both cases, in a sharp way.

Namely, separating frequency and phase resonances, the frequency conjecture was that
for the ˛-Diophantine phases, there is a transition from singular continuous to pure point
spectrum precisely at ˇ.˛/DL;whereL is the Lyapunov exponent. The phase conjecture
was that for Diophantine frequencies, there is a transition from singular continuous to pure
point spectrum precisely at ı.˛; ✓/ D L:

The frequency conjecture was recently proved [8,36]. In this paper, we prove the phase
conjecture (Theorem 1.1). Moreover, our proof of the pure point part of the conjecture
uncovers a universal structure of the eigenfunctions throughout the entire pure point spec-
trum regime (Theorem 1.2), which, in the presence of exponentially strong resonances,

1According to [46], the fact that the Diophantine properties of the frequencies should play a
role was first observed in [44].
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demonstrates a new phenomenon that we call a reflective hierarchy, when the eigenfunc-
tions feature self-similarity upon proper reflections (Theorem 1.3). While the existence
of the continued fraction based hierarchy in the behavior of eigenfunctions was predicted
already in [11], the phenomenon of reflective hierarchy was not even previously described
in the (vast) physics literature, presumably because the dependence on the phase is still
underappreciated by the physics community, and in particular numerical experiments tend
to be performed for phase zero only.

This paper is both dual and complementary to the recent work [36]. There we found
a sharp way to deal with frequency resonances, leading to both the discovery of a uni-
versal hierarchical structure of eigenfunctions driven by the continued fraction expansion
of ˛ and the sharp spectral transition in frequency. We note that the sharp transition in
frequency for a.e. phase was first proved in [8], with pure point part being based on dual
reducibility, without the analysis of the eigenfunctions. In contrast, sharp transition in
phase that we prove here is not currently approachable by any other means. While several
results approaching the transition in frequency have been obtained in the last 15 years,
e.g. [6], there have been no results on the transition in phase for 0 < ı < 1: Moreover,
the palindromic nature of phase resonances is fundamentally different from the repetition
nature of the frequency ones, requiring very different technical and conceptual solutions
in order to go sharp, and leading to a completely different, reflective, hierarchy.

The universality of the hierarchical structure described in Theorem 1.3 is twofold:
not only the same universal function governs the behavior around each exponential phase
resonance upon reflection and renormalization, it is the same structure for all the param-
eters involved: Diophantine frequency ˛, phase ✓ with ı.˛; ✓/ < L and eigenvalue E.
Moreover, we expect this picture to be universal for a large class of potentials with
symmetry-based resonances. While the hierarchical structure governed by the frequency
resonances in [36] is conjectured to hold, for a.e. phase, throughout the entire class
of analytic potentials, the structure discovered here requires evenness of the function
defining the potential, and moreover, in general, resonances of other types may also be
present. However, we conjecture that for general even analytic potentials for a.e. fre-
quency only finitely many other exponentially strong resonances will appear, thus the
structure described in this paper will hold for the corresponding class, with ln� replaced
by the Lyapunov exponent L.E/ throughout.

The almost Mathieu operator (AMO) is the (discrete) quasiperiodic Schrödinger oper-
ator on `2.Z/:

.H�;˛;✓u/.n/ D u.nC 1/C u.n � 1/C 2�v.✓ C n˛/u.n/; (3)

with v.✓/ D cos 2⇡✓; where � is the coupling, ˛ is the frequency, and ✓ is the phase.
It is the central quasiperiodic model for a multitude of reasons (see, e.g., [31]). In

particular, it comes from physics and attracts continued interest there. It first appeared in
Peierls [43], and arises as related, in two different ways, to a two-dimensional electron
subject to a perpendicular magnetic field. It plays the central role in the Thouless et al.
theory of the integer quantum Hall effect. For further background, history, and surveys of
results see [16, 18, 30–32, 40, 42] and references therein.
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The frequency ˛ is called Diophantine if there exist ; ⌧ > 0 such that for k ¤ 0,

kk˛kR=Z �
⌧

jkj
: (4)

From now on, unless otherwise noted, we will always assume ˛ is Diophantine. When we
need to refer to (4) in a non-quantitative way, we will sometimes call it the Diophantine
condition (DC) on ˛.2

The operator H D H�;˛;✓ is said to have Anderson localization if it has pure point
spectrum with exponentially decaying eigenfunctions.

We have

Theorem 1.1. (1) H�;˛;✓ has Anderson localization if j�j > eı.˛;✓/.

(2) H�;˛;✓ has purely singular continuous spectrum if 1 < j�j < eı.˛;✓/.

(3) H�;˛;✓ has purely absolutely continuous spectrum if j�j < 1.

Remark. (1) We will prove part (2) for all irrational ˛; and general even Lipschitz v
in (3); see Theorem 4.2.

(2) Part (3) is known for all ˛; ✓ [3] and is included here for completeness.

(3) Parts (1) and (2) of Theorem 1.1 verify the phase part of the conjecture in [28], as
stated there. The frequency part was recently proved in [8, 36].

Singular continuous spectrum was first established for 1 < j�j < e
cı.˛;✓/, for suffi-

ciently small c [38]. One can see that even with tight upper semicontinuity bounds the
argument of [38] does not work for c > 1=2: Here we introduce new ideas to remove the
factor of 2 and approach the actual threshold.

Anderson localization for Diophantine ˛ and ı.˛; ✓/ D 0 was proved in [29]. The
argument was theoretically extendable to j�j > e

Cı.˛;✓/ for a large C but not beyond.
Therefore, the case of ı.˛; ✓/ > 0 was completely open before. In fact, the localiza-
tion method of [29] could not deal with exponentially strong resonances. The first way
to handle exponentially strong frequency resonances was developed in [6]. That method
however could not approach the threshold. An important technical achievement of [36]
was to develop a way to handle frequency resonances that works up to the very transition
and leads to sharp bounds. In this paper we develop the first, and at the same time the
sharp, way to treat exponential phase resonances.

Recently, it became possible to prove pure point spectrum in a non-constructive way,
avoiding the localization method, using instead reducibility for the dual model [8] (see
also [33]), as was first done, in the perturbative regime, in [12]. Coupled with recent
arguments [4, 5, 27, 49] that allow one to conjugate the global transfer-matrix cocycle
into the local almost reducibility regime3 and proceed by almost reducibility, this offers a

2It is rather straightforward to extend all the results to the case ˇ.˛/ D 0; without any changes
in formulations. We present the proof under condition (4) just for a slight simplification of some
arguments.

3For the Diophantine case this is Eliasson’s regime [20].
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powerful technique that led to a solution of the measure-theoretic version of the frequency
part of the conjecture of [28] by Avila–You–Zhou [8] and a corresponding sharp result for
the supercritical regime in the extended Harper model [25]. However, those methods lose
control on phases, thus are not applicable to study transitions in phase. More recently, after
the appearance of an earlier version of this paper, there has been an important achievement
in the work of Ge–You [22] who developed arithmetic Aubry duality, allowing one to
obtain localization statements for arithmetically specific sets of phases based on structural
reducibility estimates for dual operators, a method that works also in the multidimensional
case. It seems to have the potential for an alternative proof of localization in the regime
j�j > eı.˛;✓/, which would be quite interesting. Conversely, the current analysis has the
potential for making certain deeper reducibility-related conclusions based on duality in
the opposite direction, as in e.g. [7].

Our proof of localization is based on determining the exact asymptotics of the gen-
eralized eigenfunctions for j�j > e

ı.˛;✓/. Namely, exponential phase resonances lead to
a certain reflection in the exponential shape of the eigenfunction, of magnitude and at
scales determined by the strength of the resonance. Clearly, the potential cos 2⇡.✓ C n˛/

is symmetric with respect to x0 2 Z such that sin⇡.2✓ C x0˛/ D 0 and “almost” sym-
metric if sin⇡.2✓ C x0˛/ is small. It turns out that the asymptotics can be determined by
following such local minima.

Namely, for any `, let x0 2 Z (we can choose any one if x0 is not unique) be such that

jsin⇡.2✓ C x0˛/j D min
jxj2j`j

jsin⇡.2✓ C x˛/j:

Let ⌘ D 0 if 2✓ C x0˛ 2 Z, otherwise let ⌘ 2 .0;1/ be given by

jsin⇡.2✓ C x0˛/j D e
�⌘j`j

: (5)

Define f W Z ! RC as follows:

f .`/ D

´
e

�j`j ln j�j if x0 � `  0;

e
�.jx0jCj`�x0j/ ln j�j

e
⌘j`j C e

�j`j ln j�j if x0 � ` > 0:

We say that � 6D 0 is a generalized eigenfunction ofH with generalized eigenvalue E
if for some C < 1 and all k 2 Z,

H� D E� and j�.k/j  OC.1C jkj/: (6)

For a fixed generalized eigenvalue E and corresponding generalized eigenfunction �
of H�;˛;✓ , let U.`/ D

� �.`/
�.`�1/

�
. We have

Theorem 1.2. Assume ln j�j > ı.˛; ✓/. Then for any " > 0, there exists K such that for
any j`j � K, U.`/ satisfies

f .`/e
�"j`j

 kU.`/k  f .`/e
"j`j
: (7)

In particular, the eigenfunctions decay at the rate ln j�j � ı.˛; ✓/.
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Remark. ✏ For ı D 0 we have, for any " > 0,

e
�.ln j�jC"/j`j

 f .`/  e
�.ln j�j�"/j`j

:

This implies that the eigenfunctions decay precisely at the rate of the Lyapunov expo-
nent ln j�j.

✏ For ı > 0, by the definition of ı and f we have, for any " > 0,

f .`/  e
�.ln j�j�ı�"/j`j

: (8)

✏ By the definition of ı again, there exists a subsequence π`iº such that

jsin⇡.2✓ C `i˛/j  e
�.ı�"/j`i j

:

By the DC on ˛, one has

jsin⇡.2✓ C `i˛/j D min
jxj2j`i j

jsin⇡.2✓ C x˛/j:

Then
f .`i / � e

�.ln j�j�ıC"/j`i j
: (9)

This implies the eigenfunctions decay precisely at the rate ln j�j � ı.˛; ✓/.
✏ If x0 is not unique, then by the DC on ˛, ⌘ in (5) is necessarily smaller than any ✏ for
` large. Then

e
�.ln j�jC"/j`j

 kU.`/k  e
�.ln j�j�"/j`j

:

The behavior described in Theorem 1.2 happens around every point.4 This, coupled
with effective control of parameters at the local maxima, allows us to uncover the self-
similar nature of the eigenfunctions. Hierarchical behavior of solutions, despite significant
numerical studies and even a discovery of Bethe Ansatz solutions [1, 48], has remained
an important open challenge even at the physics level. In [36] we obtained universal hier-
archical structure of the eigenfunctions for all frequencies ˛ and phases with ı.˛; ✓/ D 0.
In studying the eigenfunctions of H�;˛;✓ for ı.˛; ✓/ > 0 we obtain a different kind of
universality throughout the pure point spectrum regime, which features a self-similar hier-
archical structure upon proper reflections.

Assume the phase ✓ satisfies 0 < ı.˛; ✓/ < ln j�j. Fix 0 < & < ı.˛; ✓/:
Let k0 be the position of a global maximum point of j�j.5 Let Ki be the positions of

exponential resonances of the phase ✓ 0 D ✓ C k0˛ defined by

k2✓ C .2k0 CKi /˛kR=Z  e
�& jKi j

: (10)

This means that jv.✓ 0 C `˛/ � v.✓
0 C .Ki � `/˛/j  Ce

�& jKi j, uniformly in `; or, in
other words, the potential vn D v.✓ C n˛/ is e�& jKi j-almost symmetric with respect to
.k0 CKi /=2:

4While the required largeness K in Theorem 1.2 depends on E; the more technically relevant
local version, Theorem 5.1, only requires largeness bigger than a constant that depends only on ˛;�:

5One can take any one if there are several.
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Since ˛ is Diophantine, we have

jKi j � ce
cjKi�1j

; (11)

where c depends on & and ˛ through the Diophantine constants ; ⌧: On the other hand,
Ki is necessarily an infinite sequence.

Let � be an eigenfunction, and U.k/ D
� �.k/
�.k�1/

�
. We say k is a local K-maximum

if kU.k/k � kU.k C s/k for all s � k 2 Œ�K; Kç. We emphasize that by a “local K-
maximum” we mean, from now on, its position in Z, not the value.

We first describe the hierarchical structure of local maxima informally. There exists a
constant OK such that there is a local cKj -maximum bj within distance OK of each reso-
nance Kj . The exponential behavior of the eigenfunction in the local cKj -neighborhood
of each such local maximum, normalized by the value at the local maximum, is given
by the reflection of f . Moreover, this describes the entire collection of local maxima of
depth 1, that is, K such that K is a local cK-maximum. Then we have a similar pic-
ture in the vicinity of bj : there are local cKi -maxima bj;i , i < j; within distance OK2

of each Kj � Ki : The exponential (on the Ki scale) behavior of the eigenfunction in
the local cKi -neighborhood of each such local maximum, normalized by the value at
the local maximum, is given by f . Then we get the next level maxima bj;i;s , s < i ,
in the OK3-neighborhood of Kj � Ki C Ks and reflected behavior around each, and so
on, with reflections alternating with steps. At the end we obtain a complete hierarchical
structure of local maxima that we denote by bj0;j1;:::;js ; with each “depth s C 1” local
maximum bj0;j1;:::;js being in the corresponding vicinity of the “depth s” local maximum
bj0;j1;:::;js�1

⇡ k0 C
Ps�1
iD0.�1/

i
Kji

and with universal behavior at the corresponding
scale around each. The quality of the approximation of the position of the next maximum
gets lower with each level of depth, with bj0;j1;:::;js�1

determined with OKs precision, thus
it presents an accurate picture as long as Kjs � OKs :

We now describe the hierarchical structure precisely.

Theorem 1.3. Assume the sequence Ki satisfies (10) for some & > 0. Then there exists
OK.˛; �; ✓; &/ < 16 such that for any j0 > j1 > � � � > jk � 0 with Kjk

� OKkC1, for
each 0  s  k there exists a local &

2 ln�Kjs -maximum7
bj0;j1;:::;js such that the following

holds:

(I) jbj0;j1;:::;js � k0 �
Ps
iD0.�1/

i
Kji

j  OKsC1:

(II) For any " > 0, if C OKkC1  jx � bj0;j1;:::;jk
j 

&
4 ln� jKjk

j, where C is a large con-
stant depending on ˛;�; ✓; & and ", then for each s D 0; 1; : : : ; k;

f ..�1/
sC1

xs/e
�"jxs j


kU.x/k

kU.bj0;j1;:::;js /k
 f ..�1/

sC1
xs/e

"jxs j
; (12)

where xs D x � bj0;j1;:::;js .

6 OK depends on ✓ through 2✓ C k˛; see (2).
7Actually, it can be a local . &ln� � "/Kjs

-maximum for any " > 0.
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Remark 1.4. Actually (12) holds for x withC OKkC1  jx�bj0;j1;:::;jk
j  .

&
2 ln��"/jKjk

j

for any " > 0.

Thus the behavior of �.x/ is described by the same universal f in each &
2 ln�Kjs

window around the corresponding local maximum bj0;j1;:::;js after alternating reflections.
The positions of the local maxima in the hierarchy are determined up to errors that at all
but possibly the last step are superlogarithmically small in Kjs : We call such a structure
reflective hierarchy.

We are not aware of previous results describing the structure of eigenfunctions for
Diophantine ˛ (the structure in the regime ˇ > 0 is described in [36]). Certain results indi-
cating the hierarchical structure in the corresponding semiclassical/perturbative regimes
were previously obtained in the works of Sinai, Helffer–Sjöstrand, and Buslaev–Fedotov
(see [21, 26, 47], and also [51] for another model).

Reflective self-similarity of an eigenfunction

I II

II0 I0

Kj1

bj1

Kj0

bj0
bj0;j1

0

Kj1

Fig. 1. This depicts reflective self-similarity of an eigenfunction with global maximum at 0. The
self-similarity: I0 is obtained from I by scaling the x-axis proportional to the ratio of the heights of
the maxima in I and I0. II0 is obtained from II by scaling the x-axis proportional to the ratio of the
heights of the maxima in II and II0. The behavior in the regions I0, II0 mirrors the behavior in I, II
upon reflection and corresponding dilation.

Our final main result is the asymptotics of the transfer matrices. Let A0 D I and for
k � 1,

Ak.✓/ D

0Y
jDk�1

A.✓ C j˛/ D A.✓ C .k � 1/˛/A.✓ C .k � 2/˛/ � � �A.✓/;

A�k.✓/ D A
�1
k .✓ � k˛/;

where

A.✓/ D

✓
E � 2� cos 2⇡✓ �1

1 0

◆
:
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Ak is called the (k-step) transfer matrix. As is clear from the definition, it also depends
on ✓ , � and E, but since those parameters will usually be fixed, we omit them from the
notation.

We define a new function g W Z ! RC as follows:

g.`/ D

8̂
<̂
ˆ̂:

e
j`j ln j�j if x0 � `  0 or jx0j > j`j,
e
.ln j�j�⌘/j`j C e

j2x0�`j ln j�j if x0 � ` � 0 and jx0j  j`j  2jx0j,
e
.ln j�j�⌘/j`j if x0 � ` � 0 and j`j > 2jx0j:

We have

Theorem 1.5. Under the conditions of Theorem 1.2, we have

g.`/e
�"j`j

 kA`k  g.`/e
"j`j
: (13)

Let  .`/ denote any solution to H�;˛;✓ D E that is linearly independent of �.`/.
Let QU.`/ D

�  .`/
 .`�1/

�
. An immediate counterpart of (13) is the following

Corollary 1.6. Under the conditions of Theorem 1.2, the vectors QU.`/ satisfy

g.`/e
�"j`j

 k QU.`/k  g.`/e
"j`j
: (14)

Our analysis also gives

Corollary 1.7. Under the conditions of Theorem 1.2, we have

(i)

lim sup
k!1

ln kAkk

k
D lim sup

k!1

� ln kU.k/k

k
D ln j�j;

(ii)

lim inf
k!1

ln kAkk

k
D lim inf

k!1

� ln kU.k/k

k
D ln j�j � ı;

(iii) outside a sequence of lower density 1=2,

lim
k!1

� ln kU.k/k

jkj
D ln j�j; (15)

(iv) outside a sequence of lower density 0,

lim
k!1

ln kAkk

jkj
D ln j�j: (16)

Thus our analysis presents the second, after [36], study of the dynamics of Lyapunov–
Perron non-regular points, in a natural setting. It is interesting to remark that (16) also
holds throughout the pure point regime of [36]. As in [36], the fact that g is not always
the reciprocal of f leads to exponential tangencies between contracted and expanded
directions with the rate approaching �ı along a subsequence. Tangencies are an attribute
of non-uniform hyperbolicity and are usually viewed as a difficulty to avoid through e.g.
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the parameter exclusion (e.g. [13, 15, 50]). Our analysis allows studying them in detail
and uncovers the hierarchical structure of exponential tangencies positioned precisely at
resonances. This will be explored in future work.

While many of our statements are on the surface parallel (in fact, dual) to those
of [36], the shape of the universal structure is completely different for phase vs frequency
resonances, and the treatment of symmetry-based resonances required development of
completely new techniques both for sharp small denominator analysis around the phase
resonances and sharp palindromic arguments for the lower bounds. In fact, the only two
technical ingredients that are similar to the arguments used in [36] to prove localization
in the presence of exponential frequency resonance are those presented, in universal ver-
sions, in Theorem 3.2 (a uniformity statement for any Diophantine ˛) and Theorem 3.3
(a resonant block expansion theorem for any one-dimensional operator), proved in Appen-
dices A and B respectively. Those statements can be of use for proving localization for
other models. The rest of the argument is based on new ideas specific to the phase reso-
nance situation.

Moreover, we mention that the methods developed in this paper have made it possible
to determine the exact exponent of the exponential decay rate in expectation for the two-
point function [35], the first result of this kind for any model. In particular, even despite a
remarkable progress in arguments based on quantitative dual reducibility, the lower bound
is not currently accessible by other means [23]. Methods of this paper have also recently
led to the first ever example of dynamical localization in absence of SULE [37].

The rest of this paper is organized as follows. We list the definitions and standard
preliminaries in Section 2. Section 3 is devoted to the upper bound on the generalized
eigenfunction in Theorem 1.2, establishing sharp upper bounds for any eigensolution in
the resonant case.

In Section 4 we prove the sharp transition in Theorem 1.1, and a lower bound on the
generalized eigenfunctions in Theorem 1.2. The part on the singular continuous spectrum,
in particular, requires a new approach to the palindromic argument in order to remove a
factor of 4 inherent in the previous proofs, and the sharp lower bound in the localization
regime requires an even more delicate approach. In Section 5, we use the local version
of Theorem 1.2 and establish reflective hierarchical structure of resonances to prove the
reflective hierarchical structure in Theorem 1.3. In Section 6, we study the growth of
transfer matrices and prove Theorem 1.5, and Corollaries 1.6 and 1.7. Except for the
(mostly standard) statements listed in the preliminaries and Lemma A.1, this paper is
entirely self-contained.

2. Preliminaries

Without loss of generality, we assume �> 1 and ` > 0. If 2✓ 2 ˛Z C Z, then ı.˛;✓/D 0,
in which case Theorem 1.2 follows from [34] and Theorem 1.3 by vacuousness. Thus in
what follows we always assume 2✓ … ˛Z C Z.
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For any solution of H�;˛;✓' D E' we have, for any k;m,
✓

'.k Cm/

'.k Cm � 1/

◆
D Ak.✓ Cm˛/

✓
'.m/

'.m � 1/

◆
: (17)

The Lyapunov exponent is given by

L.E/ D lim
k!1

1

k

Z
R=Z

ln kAk.✓/k d✓: (18)

The Lyapunov exponent can be computed precisely for E in the spectrum of H�;˛;✓ . We
denote the spectrum by †�;˛ (it does not depend on ✓ ).

Lemma 2.1 ([17]). For E 2 †�;˛ and � > 1, we have L.E/ D ln�.

Recall that we always assume E 2 †�;˛ , so by upper semicontinuity and unique
ergodicity, one has

ln� D lim
k!1

sup
✓2R=Z

1

k
ln kAk.✓/k; (19)

that is, the convergence in (19) is uniform with respect to ✓ 2 R. More precisely, for all
" > 0,

kAk.✓/k  e
.ln�C"/k for k large enough: (20)

We start with the basic setup going back to [29]. Let us denote

Pk.✓/ D det.RŒ0;k�1ç.H�;˛;✓ �E/RŒ0;k�1ç/;

where RŒa;bç is the coordinate restriction to Œa; bç ⇢ Z:
It is easy to check that

Ak.✓/ D

✓
Pk.✓/ �Pk�1.✓ C ˛/

Pk�1.✓/ �Pk�2.✓ C ˛/

◆
: (21)

For any interval I ⇢ Z, define the Green’s function as

GI D
�
RI .H�;˛;✓ �E/RI

��1

if RI .H �E/RI is invertible. We remark that GI depends on E;�; ˛ and ✓ .
By Cramer’s rule for given x1 and x2 D x1 C k � 1, with y 2 I D Œx1; x2ç ⇢ Z, one

has

jGI .x1; y/j D

ˇ̌
ˇ̌Px2�y.✓ C .y C 1/˛/

Pk.✓ C x1˛/

ˇ̌
ˇ̌; (22)

jGI .y; x2/j D

ˇ̌
ˇ̌Py�x1

.✓ C x1˛/

Pk.✓ C x1˛/

ˇ̌
ˇ̌: (23)

By (20) and (21), the numerators in (22) and (23) can be bounded uniformly with respect
to ✓ . Namely, for any " > 0,

jPk.✓/j  e
.ln�C"/k (24)

for k large enough.
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Definition 2.2. Fix ⌧ > 0. A point y 2 Z will be called .⌧; k/ regular if there exists an
interval Œx1; x2ç containing y, where x2 D x1 C k � 1, such that

jGŒx1;x2ç.y; xi /j < e
�⌧ jy�xi j and jy � xi j �

1

40
k for i D 1; 2:

It is easy to check that for any solution of H�;˛;✓' D E',

'.x/ D �GŒx1;x2ç.x1; x/'.x1 � 1/ �GŒx1;x2ç.x; x2/'.x2 C 1/; (25)

where x 2 I D Œx1; x2ç ⇢ Z.

Definition 2.3. We say that the set π✓1; : : : ; ✓kC1º is ✏-uniform if

max
x2Œ�1;1ç

max
iD1;:::;kC1

kC1Y
jD1; j¤i

jx � cos 2⇡✓j j

jcos 2⇡✓i � cos 2⇡✓j j
< e

k✏
: (26)

Let Ak;r D π✓ 2 R j Pk.✓ C
1
2 .k � 1/˛/j  e

.kC1/rº with k 2 N and r > 0. We have
the following lemma.

Lemma 2.4 ([6, Lemma 9.3]). Suppose π✓1; : : : ; ✓kC1º is ✏1-uniform. Then there exists
some ✓i in π✓1; : : : ; ✓kC1º such that ✓i … Ak;ln��✏ if ✏ > ✏1 and k is sufficiently large.

3. Localization

Let ˛ be Diophantine and ı.˛; ✓/ be given by (2).
Recall that for � a generalized eigenfunction and E the corresponding generalized

eigenvalue ofH�;˛;✓ , we denote U.`/ D
� �.`/
�.`�1/

�
. In this part we will prove the localiza-

tion part of Theorem 1.1 and the upper bound of Theorem 1.2.

Theorem 3.1. Suppose ln�> ı.˛;✓/. For any " > 0 and any generalized eigenfunction �
there exists K such that for any j`j � K, U.`/ satisfies

kU.`/k  f .`/e
"j`j
: (27)

In particular,H�;˛;✓ satisfies Anderson localization, and the following upper bound holds
for the generalized eigenfunction:

kU.`/k  e
�.ln��ı�"/j`j

: (28)

By Schnol’s Theorem [14] if every generalized eigenfunction of H decays exponen-
tially, then H satisfies Anderson localization. Therefore, in order to prove Theorem 3.1,
it suffices to prove only its first part.

Without loss of generality assume j�.0/j2 C j�.�1/j2 D 1. Let  be any solution of
H�;˛;✓ D E linearly independent of �, i.e., j .0/j2 C j .�1/j2 D 1 and

�.�1/ .0/ � �.0/ .�1/ D c;

where c ¤ 0.
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Then by the constancy of the Wronskian, one has

�.y � 1/ .y/ � �.y/ .y � 1/ D c: (29)

We will also denote by ' an arbitrary solution, so either  or �, and denote U '.y/ D

.
'.y/
'.y�1/

/. Let U.y/ D .
�.y/
�.y�1/

/ and QU.y/ D .
 .y/
 .y�1/

/.
Below, " > 0 is always sufficiently small and pn

qn
is the nth convergent of the continued

fraction expansion of ˛.
We will make repeated use of the following two theorems that can be useful also in

other situations. The first theorem is an arithmetic statement that holds for any Diophan-
tine ˛.

Theorem 3.2 (Uniformity Theorem). Let I1; I2 be two disjoint intervals in Z such that
#I1 D s1qn and #I2 D s2qn, where s1; s2 2 ZC. Suppose jj j  Csqn for any j 2 I1 [ I2

and s  q
C
n , where s D s1 C s2. Let � > 0 be such that

e
��sqn D min

i;j2I1[I2

jsin⇡.2✓ C .i C j /˛/j: (30)

Then for any " > 0, π✓j D ✓ C j˛ºj2I1[I2
is � C "-uniform if n is large enough .not

depending on �/.

The second theorem holds for any one-dimensional (not necessarily quasiperiodic or
even ergodic) Schrödinger operator. It is the technique to establish exponential decay with
respect to the distance to the resonances. Let H W `2.Z/ ! `

2
.Z/ be given by

.Hu/.n/ D u.nC 1/C u.n � 1/C vnu.n/; (31)

Fix � > 0. For a generalized eigenfunction ' ofH we set r'y WD maxj� j10� j'.y C �k/j.
We have

Theorem 3.3 (Block Expansion Theorem). Suppose y1;y2 2 Z are such that y2�y1 D k.
Suppose there exists some ⌧ > 0 such that for any y 2 Œy1 C �k;y2 � �kç, y is .⌧; k1/ reg-
ular for some �

20k < k1 
1
2 min πjy � y1j; jy � y2jº. Then for large enough k .depending

on ⌧ and �/,

r
'
y  max

®
r
'
y1

expπ�⌧.jy � y1j � 3�k/º; r
'
y2

expπ�⌧.jy � y2j � 3�k/º
¯

(32)

for all y 2 Œy1 C 10�k; y2 � 10�kç.

These two theorems are similar in spirit to the statements in [36], with the ones related
to Theorem 3.2 being in turn modifications of the ones appearing in [6]. While these
techniques were developed specifically to treat the non-Diophantine case, these ideas turn
out to be relevant for the case of phase resonances as well. Theorem 3.3 is essentially
the block-expansion technique of multiscale analysis, coupled with certain extremality
arguments, an idea used also in [36]. We expect Theorem 3.2 to be useful for various one-
frequency quasiperiodic problems, and Theorem 3.3 for general one-dimensional models.
We present the proofs in Appendices A and B respectively.
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Now we return to H�;˛;✓ . The following lemma establishes the non-resonant decay
for any Diophantine ˛ and any ✓:

Lemma 3.4. Suppose k0 2 Œ�2Ck; 2Ckç is such that

jsin⇡.2✓ C ˛k0/j D min
jxj2Ck

jsin⇡.2✓ C ˛x/j;

where C � 1 is a constant. Let �; " be small positive constants. Let y1 D 0; y2 D k0; y3 2

Œ�2Ck; 2Ckç. Assume y 2 Œyi ; yj ç with jyi � yj j � k and ys … Œyi ; yj ç for s ¤ i; j . Sup-
pose jyi j; jyj j  Ck and jy � yi j � 10�k and jy � yj j � 10�k. Then for large enough k,

r
'
y  max

®
r
'
yi

expπ�.L � "/.jy � yi j � 3�k/º; r
'
yj

expπ�.L � "/.jy � yj j � 3�k/º
¯
:

(33)

Remark 3.5. We note that this lemma establishes, in particular, almost localization in the
sense of [7] with decay rate ln� � " for any " > 0; ✓ 2 R;� > 1; and ˛ in DC.

Proof of Lemma 3.4. By the DC on ˛, there exist ⌧ 0
; 

0
> 0 such that for any x ¤ k0 and

jxj  2Ck,
jsin⇡.2✓ C x˛/j � ⌧

0
=k

0
: (34)

Fix y0. For any p satisfying jp � y0j � �k, jpj � �k and jp � k0j � �k, let

dp D
1
10 min πjpj; jp � k0j; jp � y

0
jº:

Let pn

qn
be the nth convergent of the continued fraction expansion of ˛. Let n be the largest

integer such that
2qn  dp;

and let s be the largest positive integer such that 2sqn  dp . Notice that 2qnC1 > dp and
by the Diophantine condition on ˛, we have s  q

C
n .

Case 1: 0  k0 < p. We define intervals

I1 D Œ�2sqn;�1ç; I2 D Œp � 2sqn; p C 2sqn � 1ç:

Case 2: 0  p < k0. If p  k0=2, we set

I1 D Œ�2sqn; 2sqn � 1ç; I2 D Œp � 2sqn; p � 1ç:

If p > k0=2, we set

I1 D Œ�2sqn; 2sqn � 1ç; I2 D Œp; p C 2sqn � 1ç:

Case 3: p < k0  0. We set

I1 D Œ0; 2sqn � 1ç; I2 D Œp � 2sqn; p C 2sqn � 1ç:

Case 4: k0 < p < 0. If p  k0=2, we set

I1 D Œ�2sqn; 2sqn � 1ç; I2 D Œp � 2sqn; p � 1ç:
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If p > k0=2, we set

I1 D Œ�2sqn; 2sqn � 1ç; I2 D Œp; p C 2sqn � 1ç:

Case 5: k0  0 < p. We set

I1 D Œ0; 2sqn � 1ç; I2 D Œp � 2sqn; p C 2sqn � 1ç:

Case 6: p < 0  k0. We set

I1 D Œ�2sqn;�1ç; I2 D Œp � 2sqn; p C 2sqn � 1ç:

Using the small divisor condition (34) and the construction of I1; I2, we have in any case

min
i;j2I1[I2

jsin⇡.2✓ C .i C j /˛/j � ⌧
0
=k

0
:

By Theorem 3.2, for any " > 0, we see that in each case π✓j D ✓ C j˛ºj2I1[I2

is "-uniform. Hence by Lemma 2.4, there exists some j0 2 I1 [ I2 such that ✓j0
…

A6sqn�1;ln��".
We have the following simple lemma, to be used repeatedly in the rest of the paper.

Lemma 3.6. Let an ! 1 and 0 < t < 1: Then for sufficiently large n and jj j < tan we
have ✓j D ✓ C j˛ 2 A2an�1;ln��":

Proof. Assume ✓j … A2an�1;ln��" for some jj j < tan.
Let I D Œj � an C 1; j C an � 1ç D Œx1; x2ç. We have x1 < 0 < x2 and

jxi j > .1 � t /an: (35)

By (22)–(24), one has

jGI .0; xi /j  e
.ln�C"/.2an�1�jxi j/�.2an�1/.ln��"/

:

Using (25), we obtain

j�.�1/j; j�.0/j 

X
iD1;2

e
"an j'.x

0
i /je

�jxi j ln�
; (36)

where x0
1 D x1 � 1 and x

0
2 D x2 C 1. Because of (35), the inequality (36) implies

j�.�1/j; j�.0/j  e
�.1�t�"/ ln�an . This contradicts j�.�1/j2 C j�.0/j2 D 1.

Lemma 3.6 implies that j0 must belong to I2.
Set I D Œj0 � 3sqn C 1; j0 C 3sqn � 1ç D Œx1; x2ç. By (22)–(24) again, one has

jGI .p; xi /j  e
.ln�C"/.6sqn�1�jk�xi j/�.6sqn�1/.ln��"/

 e
"sqne

�jp�xi j ln�
:

Notice that jp � x1j; jp � x2j � sqn � 1. Thus for any p 2 Œyi C �k; yj � �kç, p is
.6sqn � 1; ln� � "/ regular. Block expansion (Theorem 3.3) now implies the lemma.
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Remark 3.7. Recall that U '.y/ D .
'.y/
'.y�1/

/. By (17) and (20), we have

Ce
�.ln�C"/jk1�k2j

kU
'
.k2/k  kU

'
.k1/k  Ce

.ln�C"/jk1�k2j
kU

'
.k2/k: (37)

Thus (33) implies

kU
'
.y/k  max

®
kU

'
.yi /k expπ�.ln� � "/.jy � yi j � 14�k/º;

kU
'
.yj /k expπ�.ln� � "/.jy � yj j � 14�k/º

¯
: (38)

Lemma 3.8. Fix 0 < t < ln�. Suppose

jsin⇡.2✓ C ˛K/j D e
�t jKj

: (39)

Then for large jKj .depending on , ⌧ and t /,

kU
'
.K/k  max πkU

'
.0/k; kU

'
.2K/kº e

�.ln��t�"/jKj
: (40)

Proof. Without loss of generality assume K > 0. By the DC on ˛, we have

jsin⇡.2✓ C ˛K/j D min
jxj8K

jsin⇡.2✓ C ˛x/j:

Furthermore, there exist ⌧ 0
; 

0
> 0 such that for any x ¤ K and jxj  8K ,

jsin⇡.2✓ C x˛/j � ⌧
0
=K0

:

Let � be any small positive constant and define r'y D maxj� j10� j'.y C �K/j. Let pn

qn
be

the nth convergent of the continued fraction expansion of ˛. Let n be the largest integer
such that ✓

t C C"

ln� � t � C"
C 1

◆
qn 

K

2
;

where C is a large constant depending on �; t . Let s be the largest positive integer such
that sqn 

1
2K . Then s > tCC"

ln��t�C" . Since also .s C 1/qn �
1
2K , we obtain

2s
qn

K
>

t

ln�
C C": (41)

We define intervals

I1 D Œ�sqn; sqn � 1ç; I2 D ŒK � sqn;K C sqn � 1ç:

Let ✓j D ✓ C j˛ for j 2 I1 [ I2. The set π✓j ºj2I1[I2
consists of 4sqn elements.

By Theorem 3.2 and (39), the set π✓j ºj2I1[I2
is . tK4sqn

C "/-uniform. In view of
Lemma 2.4, there exists some j0 2 I1 [ I2 such that ✓j0

… A4sqn�1;ln��
tK

4sqn
�".

First assume j0 2 I2.
Set I D Œj0 � 2sqn C 1; j0 C 2sqn � 1ç D Œx1; x2ç. By (22)–(24), one has

jGI .K; xi /j  e
.ln�C"/.4sqn�1�jK�xi j/�.4sqn�1/.ln��

tK
4sqn

�"/
:
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Using (25), we obtain

j'.K � 1/j; j'.K/j 

X
iD1;2

e
.tC"/K

j'.x
0
i /je

�jK�xi j ln�
; (42)

where x0
1 D x1 � 1 and x0

2 D x2 C 1.
Fix small � D "=C , where C is a large constant depending on �; t .
If x0

i 2 Œ�10�K; 10�Kç, x0
i 2 ŒK � 10�K;K C 10�Kç or x0

i 2 Œ2K � 10�K;

2K C 10�Kç, we bound '.x0
i / in (42) by r'0 , r'K or r'2K respectively. In other cases,

we bound '.x0
i / in (42) with (33) using k0 D K; y D x

0
i and y0 D �K; 2K or 3K . Then

we have

j'.K � 1/j; j'.K/j

 max
®
r
'
K˙2K expπ�.2 ln� � t � C� � "/Kº; r

'
K˙K expπ�.ln� � t � C� � "/Kº;

r
'
K expπ�.ln� � "/2sqn C .t C C�/Kº

¯
:

However, by (41), the inequality

j'.K � 1/j; j'.K/j  r
'
K expπ�.ln� � "/2sqn C .t C C�/Kº  e

�"K
r
'
K

cannot happen, so we must have

j'.K �1/j; j'.K/j  expπ�.ln�� t�C��"/Kºmax πr
'
K˙K ; e

�K ln�
r
'
K˙2Kº: (43)

Notice that by (37), one has

r
'
K˙2K  e

.ln�CC�/K
r
'
K˙K :

Then (43) becomes

kU
'
.K/k  expπ�.ln� � t � C� � "/Kº max πr

'
0 ; r

'
2Kº:

By (37) again, one has

r
'
y e

�.ln�C"/10�K
 kU

'
.y/k  r

'
y e

.ln�C"/10�K
:

Thus

kU
'
.K/k  max πkU

'
.0/k; kU

'
.2K/kº e

�.ln��t�C��"/jKj

 max πkU
'
.0/k; kU

'
.2K/kº e

�.ln��t�"/jKj
: (44)

This implies (40). Thus in order to prove the lemma, it suffices to exclude the case j0 2 I1.
Suppose j0 2 I1. Notice that I1 C K D I2 (i.e., I2 can be obtained from I1 by moving

by K units). Following the proof of (44), we get (move �K units in (44))

kU
'
.0/k  max πkU

'
.�K/k; kU

'
.K/kº e

�.ln��t�"/jKj
:

This contradicts kU �.0/k D 1.
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Proof of Theorem 3.1. Without loss of generality, assume ` > 0.
For any " > 0, let � D "=C > 0, where C is a large constant that may depend on �

and ı. Let x0
0 (we can choose any one if x0

0 is not unique) be such that

jsin⇡.2✓ C x
0
0˛/j D min

jxj4j`j
jsin⇡.2✓ C x˛/j:

Let ⌘0 2 .0;1/ be given by the equation

jsin⇡.2✓ C x
0
0˛/j D e

�⌘0j`j
: (45)

Case 1: jsin⇡.2✓ C x
0
0˛/j ¤ jsin⇡.2✓ C x0˛/j. This implies jx0

0j > 2`. In this case for
any " > 0, we have ⌘  " if ` is large enough by the Diophantine condition. Let y D `,
C D 2, k D 2`, and y0 D 2` in Lemma 3.4. Then k0 D x

0
0 and we obtain

j�.`/j; j�.` � 1/j  e
�.ln��C�/`

:

This implies the right inequality of (7) in this case.

Case 2: jsin⇡.2✓ C x
0
0˛/j D jsin⇡.2✓ C x0˛/j, so ⌘ D ⌘

0. If x0  0, let y D `, C D 2,
k D 2` and y0 D 2` in Lemma 3.4. Then Theorem 3.1 holds by (33).

Now we consider the case x0 > 0. We split the proof into two subcases.

Subcase (i): ⌘ � . Fix some y 2 Œ�`;2`� �`ç. Let n be such that qn 
1
20 minπy;2`� yº

< qnC1, and let s be the largest positive integer such that sqn 
1
20 min πy; 2` � yº. We

set
I1 D Œ�2sqn; 2sqn � 1ç; I2 D Œy � 2sqn; y � 1ç:

By the definition of ⌘0
; ⌘ and of I1; I2, we have

min
i;j2I1[I2

jsin⇡.2✓ C .j C i/˛/j � e
�⌘0`

D e
�⌘`

:

By Theorem 3.2, the set π✓j D ✓ C j˛ºj2I1[I2
is 2� -uniform. As in the proof of

Lemma 3.4, there exists some j0 2 I2 such that ✓j0
… A6sqn�1;ln��3� . Thus y is

.ln � � 3�; 6sqn/-regular. By block expansion (Theorem 3.3 with y1 D 0; y2 D 2`; ⌧ D

ln� � 3� ), we get
j�.`/j; j�.` � 1/j  e

�.ln��C�/`
;

This implies the right inequality of (7).

Subcase (ii): ⌘ � � . By the definition of ı.˛; ✓/ and the fact that ı.˛; ✓/ < ln�, we must
have

�

ln�
`  jx0j  2`: (46)

Applying Lemma 3.8 with K D x0 to the generalized eigenfunction �.k/, we have

kU.x0/k D kU
�
.x0/k  e

�.ln��"/jx0j
e
⌘`
: (47)

Applying Lemma 3.4 with y D `, k D 2`, C D 2, y0 D 2`, k0 D x0, ' D �, considering
` > x0 and `  x0 separately, and using (47), we obtain Theorem 3.1.
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Remark 3.9. By (20), we have

kU.`/k � kA`k
�1

kU.0/k � e
�.ln�C"/`

:

This already implies the left inequality of (7), except for Subcase (ii).

4. Palindromic arguments

4.1. Singular continuous spectrum

We first show that if 0 < ln j�j < ı.˛; ✓/, then H�;˛;✓ has purely singular continuous
spectrum, which is the second part of Theorem 1.1:

Theorem 4.1. LetH�;˛;✓ be an almost Mathieu operator with j�j > 1. For any irrational
number ˛ and ✓ 2 R, define ı.˛; ✓/ 2 Œ0;1ç by (2). Then H�;˛;✓ has purely singular
continuous spectrum if ln j�j < ı.˛; ✓/.

Actually, we can prove a more general result.

Theorem 4.2. Let Hv;˛;✓ be a discrete Schrödinger operator,

.Hv;˛;✓u/.n/ D u.nC 1/C u.n � 1/C v.✓ C n˛/u.n/;

where v W T ! R is an even Lipschitz continuous function. For any irrational number ˛
and ✓ 2 R, define ı.˛; ✓/ 2 Œ0;1ç by (2). Then Hv;˛;✓ has no eigenvalues in the regime
πE 2 R W L.E/ < ı.˛; ✓/º, where L.E/ is the Lyapunov exponent.

Theorem 4.1 follows directly from Theorem 4.2, Lemma 2.1 and Kotani theory
[39, 41].

By the definition of ı.˛; ✓/, for any " > 0 there exists a sequence πkiº
1
iD1 such that

k2✓ C ki˛kR=Z  e
�.ı�"/jki j

: (48)

Without loss of generality assume ki > 0.

Proof of Theorem 4.2. Suppose not and let u be an `2.Z/ solution, i.e., Hv;˛;✓u D Eu,
with L.E/ < ı.˛; ✓/. Without loss of generality assume

kuk
2
`2 D

X
n

ju.n/j
2

D 1:

We let ui .n/ D u.ki � n/, V.n/ D v.✓ C n˛/ and Vi .n/ D v.✓ C .ki � n/˛/. Then
by (48), evenness and Lipschitz continuity of v one has, for all n 2 Z,

jV.n/ � Vi .n/j  Ce
�.ı�"/jki j

: (49)

We also have

u.nC 1/C u.n � 1/C V.n/u.n/ D Eu.n/; (50)

ui .nC 1/C ui .n � 1/C Vi .n/ui .n/ D Eui .n/: (51)
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Let W.n/ D W.f; g/ D f .nC 1/g.n/ � f .n/g.nC 1/ be the Wronskian, as usual, and
let

ˆ.n/ D

✓
u.n/

u.n � 1/

◆
; ˆi .n/ D

✓
ui .n/

ui .n � 1/

◆
:

By a standard calculation using (49)–(51), we have

jW.u; ui /.n/ �W.u; ui /.n � 1/j  jV.n/ � Vi .n/j ju.n/ui .n/j

 Ce
�.ı�"/jki j

ju.n/ui .n/j:

This implies, for any m > 0 and n,

jW.u; ui /.nCm/ �W.u; ui /.n � 1/j  Ce
�.ı�"/jki j

m�1X
jD0

ju.nC j /ui .nC j /j

 Ce
�.ı�"/jki j

; (52)

where the second inequality holds because kuk`2 D kuik`2 D 1:

Notice that
P
n jW.u; ui /.n/j  2. Thus for some n,

jW.u; ui /.n/j  Ce
�.ı�"/jki j

:

By (52), we must have
jW.u; ui /.n/j  Ce

�.ı�"/jki j (53)

for all n.
Now we split the discussion into the cases of ki odd or even.

Case 1: ki is even. Let mi D ki=2. Then

ˆ.mi / D

✓
u.mi /

u.mi � 1/

◆
; ˆi .mi / D

✓
u.mi /

u.mi C 1/

◆
:

Applying (53) with n D mi � 1, we have

ju.mi /j ju.mi C 1/ � u.mi � 1/j  Ce
�.ı�"/jki j

:

This implies
ju.mi /j  Ce

�
1
2 .ı�"/jki j (54)

or
ju.mi C 1/ � u.mi � 1/j  Ce

�
1
2 .ı�"/jki j

: (55)

If (54) holds, by (50) we also have

ju.mi C 1/C u.mi � 1/j  Ce
�

1
2 .ı�"/jki j

: (56)

Putting (54) and (56) together, we get

kˆ.mi /Cˆi .mi /k  Ce
�

1
2 .ı�"/jki j

: (57)
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If (55) holds, we have

kˆ.mi / �ˆi .mi /k  Ce
�

1
2 .ı�"/jki j

: (58)

Thus in Case 1 there exists ◆ 2 π�1; 1º such that

kˆ.mi /C ◆ˆi .mi /k  Ce
�

1
2 .ı�"/jki j

:

Let T 1i and T 2i be the transfer matrices with potentials V and Vi respectively, taking
ˆ.mi /; ˆi .mi / to ˆ.0/;ˆi .0/.

By (20), (49), the usual uniform upper semicontinuity and telescoping, one has

kT
1
i k; kT

2
i k  Ce

.L.E/C"/mi ; kT
1
i � T

2
i k  Ce

.L.E/�2ıC"/mi :

Then

kˆ.0/C ◆ˆi .0/k D kT
1
i ˆ.mi /C ◆T

2
i ˆi .mi /k

D kT
1
i ˆ.mi /C ◆T

1
i ˆi .mi / � ◆T

1
i ˆi .mi /C ◆T

2
i ˆi .mi /k

 kT
1
i kkˆ.mi /C ◆ˆi .mi /k C kT

1
i � T

2
i k kˆi .mi /k

 e
�.ı�L.E/�"/mi C e

.L.E/�2ıC"/mi

 2e
�.ı�L.E/�"/mi : (59)

This implies kˆ.0/k � kˆ.2mi C 1/k ! 0, which is impossible because u 2 `2.Z/:

Case 2: ki is odd. Let Qmi D
ki �1
2 . Then

ˆ. Qmi C 1/ D

✓
u. Qmi C 1/

u. Qmi /

◆
; ˆi . Qmi C 1/ D

✓
u. Qmi /

u. Qmi C 1/

◆
:

Applying (53) with n D Qmi , we have

ju. Qmi /C u. Qmi C 1/j ju. Qmi / � u. Qmi C 1/j  Ce
�.ı�"/jki j

:

This implies
ju. Qmi /C u. Qmi C 1/j  Ce

�
1
2 .ı�"/jki j

or
ju. Qmi C 1/ � u. Qmi /j  Ce

�
1
2 .ı�"/jki j

:

Thus in Case 2, there also exists ◆ 2 π�1; 1º such that

kˆ. Qmi C 1/C ◆ˆi . Qmi C 1/k  Ce
�

1
2 .ı�"/jki j

;

and by the arguments of Case 1, we can also get a contradiction.

4.2. Lower bound on the eigenfunctions

Now we turn to the proof of the left inequality in (7). Our key argument for the lower
bound is
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Lemma 4.3. Suppose for some K > 0 and 0 < t < ln�,

k2✓ C K˛kR=Z D e
�tK

:

Then for any " > 0 we must have, for large K ,

kU.K/k � e
�.ln��tC"/K

: (60)

Proof. We define O�.n/ D �.K � n/, V.n/ D 2� cos 2⇡.✓ C n˛/ and OV .n/ D 2�

� cos 2⇡.✓ C .K � n/˛/. Then by the assumption one has, for all n 2 Z,

jV.n/ � OV .n/j  Ce
�tK

: (61)

We also have

�.nC 1/C �.n � 1/C V.n/u.n/ D E�.n/; (62)
O�.nC 1/C O�.n � 1/C OV .n/ O�.n/ D E O�.n/: (63)

Let
OU.n/ D

✓
O�.n/

O�.n � 1/

◆
:

Suppose for some small � > 0,

kU.K/k  e
�.ln��tC�/K

:

By Lemma 3.4 and (37) (k0 D K; y D n; y
0 D 2n), for any K  jnj  CK we have

kU.n/k  e
�jn�Kj ln�

e
"jnj

kU.K/k C e
�.ln��"/jnj

 e
�.ln��"/jnj

e
.t��/K

:

By Lemma 3.4 again, for jnj  K we have

kU.n/k  max πe
�jnj ln�

; e
�jn�Kj ln�

kU.K/j jº e
"K

C e
�.ln��"/jnj

 e
�jnj ln�

e
"K

C e
�.2K�jnj/ ln�

e
.t��C"/K

:

This implies, for jnj  CK ,

j O�.n/j j�.n/j D j�.K � n/j j�.n/j  e
�.ln��tC��"/K

C e
�.ln��"/K

:

By a standard calculation using (61)–(63), for any jnj  C jKj we have

jW.�; O�/.n/ �W.�; O�/.n � 1/j  jV.n/ � OV .n/k�.n/ O�.n/j

 e
�tK

j�.n/ O�.n/j  e
�.ln�C� 0�"/K

;

where � 0 D min π�; tº. This implies, for any 0 < m  CK and jnj  CK ,

jW.�; O�/.nCm/ �W.�; O�/.n � 1/j 

m�1X
jD0

e
�.ln�C� 0�"/K

 e
�.ln�C� 0�"/K

: (64)
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By (28), for some n0 D CK we must have

j�.n0/j; j�.n0 � 1/j  e
�.ln��ı�"/n0  e

�.ln�C� 0/K
:

This implies
jW.�; O�/.n0/j  e

�.ln�C� 0/K
:

Combining this with (64), we must have

jW.�; O�/.n/j  e
�.ln�C� 0�"/K (65)

for all jnj  CK .
Now we split the discussion into the cases of odd or even K .

Case 1: K is even. Let m D K=2. Then

U.m/ D

✓
�.m/

�.m � 1/

◆
; OU.m/ D

✓
�.m/

�.mC 1/

◆
:

Applying (65) with n D m � 1, we have

j�.m/j j�.mC 1/ � �.m � 1/j  e
�.ln�C� 0�"/K

:

This implies
j�.m/j  e

�
1
2 .ln�C� 0�"/K (66)

or
j�.mC 1/ � �.m � 1/j  e

�
1
2 .ln�C� 0�"/K

: (67)

If (66) holds, by (62) we also have

j�.mC 1/C �.m � 1/j  e
�

1
2 .ln�C� 0�"/K

: (68)

Putting (66) and (68) together, we get

kU.m/C OU.m/k  e
�

1
2 .ln�C� 0�"/K

: (69)

If (67) holds, we have

kU.m/ � OU.m/k  e
�

1
2 .ln�C� 0�"/K

: (70)

Thus in Case 1 there exists ◆ 2 π�1; 1º such that

kU.m/C ◆ OU.m/k  e
�

1
2 .ln�C� 0�"/K

:

Let T and OT be the transfer matrices associated to potentials V and OV , takingU.m/; OU.m/

to U.0/; OU.0/ respectively.
By (20), (61), the usual uniform upper semicontinuity and telescoping, one has

kT k; k OT k  e
.ln�C"/m

: kT � OT k  e
.ln��2tC"/m

:
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By the right inequality of (7) (` D m; x0 D K), it is easy to see that

k OU.m/k  e
�.ln��"/m

: (71)

Then, as in (59), we have

kU.0/C ◆ OU.0/k  kT k kU.m/C ◆ OU.m/k C kT � OT k k OU.m/k

 e
.ln�C"/m

e
�

1
2 .ln�C� 0�"/K

C e
.ln��2tC"/m

e
�m ln�

:

This implies kU.0/k � kU.2mC 1/k ! 0, which is impossible because � 2 `2.Z/:

Case 2: K is odd. Let Qm D
K�1
2 . Then

U. QmC 1/ D

✓
�. QmC 1/

�. Qm/

◆
; OU. QmC 1/ D

✓
�. Qm/

�. QmC 1/

◆
:

Combining this with (65), we have

j�. Qm/C �. QmC 1/j j�. Qm/ � �. QmC 1/j  e
�.ln�C� 0�"/K

:

This implies
j�. Qm/C �. QmC 1/j  e

�
1
2 .ln�C� 0�"/K

;

or
j�. QmC 1/ � �. Qm/j  e

�
1
2 .ln�C� 0�"/K

:

Thus in Case 2, there also exists ◆ 2 π�1; 1º such that

kU. QmC 1/C ◆ OU. QmC 1/k  Ce
�

1
2 .ln�C� 0�"/K

:

As before, we also get a contradiction.

Proof of the left inequality of (7). The left inequality of (7) already follows except for
Subcase (ii) in the proof of Theorem 3.1, by Remark 3.9.

Thus we only need to consider the case when ⌘� � D "=C . Letting t D ⌘j`j=jx0j and
K D x0 in Lemma 4.3, we obtain

kU.x0/k � e
�.ln�C"/jx0j

e
⌘j`j
:

Together with (37), this completes the proof.

5. Universal reflective hierarchical structure

We first present the local version of Theorem 1.2. The definition of f .`/ in Theorem 1.2
depends on ✓ and ˛. Thus sometimes we will write f˛;✓ .`/ to make clear what ✓ is used.
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Theorem 5.1. Fix ı with 0 < ı < ln �. Suppose ˛ is Diophantine. Let " > 0 be small
enough. Then there existsL0 DL0.�;˛; ı;

OC/ 8 such that if for all k withL1  jkj C j`j

we have
k2✓ C 2s0˛ C k˛kR=Z � e

�.ıC"/jkj
; (72)

and the solution ofH� DE� satisfies (6) for all k with jk � s0j C j`j and kU.s0/k D 1,
where C D C.˛; ı; �/ is a large constant and L0  L1  j`j=C , then the following
statement holds:

Let x0 .we can choose any one if x0 is not unique/ be such that

jsin⇡.2✓ C 2s0˛ C x0˛/j D min
jxj2j`j

jsin⇡.2✓ C 2s0˛ C x˛/j:

Then if jx0j � L1, we have

f˛;✓Cs0˛.`/e
�"j`j

 kU.`/k  f˛;✓Cs0˛.`/e
"j`j
: (73)

If jx0j  L1, we have

e
� ln�j`j

e
�"j`j

 kU.`/k  e
� ln�j`j

e
"j`j
: (74)

Proof. Case 1: jx0j � L1. In Sections 3 and 4, we completed the proof of Theorem 1.2.
It is immediate that if we shift the operator by s0 units9 and replace the definition of
the generalized eigenfunctions � with the assumption of (6) only on the scale C j`j, our
arguments will hold for (73) directly. In order to avoid repetition, we omit the proof.

Case 2: jx0j  L1. In this case (74) follows directly from Lemma 3.4 by shifting the
operator by s0 units.

Remark 5.2. In order to obtain (73), we only need condition (72) for j`j=C  jkj  C j`j

and condition (6) for jkj  C j`j. Moreover, if we assume that condition (72) also holds
for jkj  L1, then (73) holds in both cases.

We will now prove Theorem 1.3.

Theorem 5.3. Fix &1 > 0, 0 < ı < ln � and s0 2 Z. Then there exists a constant L0 D

L0.˛;�; ı; &1/ such that the following statement holds. Let L1 � L0. SupposeK satisfies
jKj � CL1 and

k2✓ C 2s0˛ CK˛kR=Z  e
�&1jKj

; (75)

and for all k with L1  jkj  C jKj,

k2✓ C 2s0˛ C k˛kR=Z � e
�.ıC"/jkj

; (76)

8We omit the dependence on " whenever " is (implicitly) present in the statement.
9Given s0 2 Z and an operatorH1 on `2.Z/, we callH2 D U

�1
H1U the s0 shift ofH1, where

U is the unitary operator on `2.Z/ given by .Uf /.n/ D f .n � s0/; f 2 `2.Z/.
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and s0 is a CK-local maximum, where C D C.˛;�; ı; &1/ is a large constant. Then there
exists a 3&1

4 ln�K-local maximum10
bK such that

jbK �K � s0j  2L1: (77)

Proof. By shifting the operator, we can assume s0 D 0. Let ✏ be such that

k2✓ C 2s0˛ CK˛kR=Z D e
�✏jKj

:

Then &1  ✏  ı C ".
By Theorem 5.111 with ` D x0 D K, one has

e
�.ln��✏C"/jKj


kU.s0 CK/k

kU.s0/k
 e

�.ln��✏�"/jKj
: (78)

By Theorem 5.1 again, one has

sup
jkj"jKj

kU.K C k/k D sup
jkj

3&1
4 ln � jKj

kU.K C k/k: (79)

Thus there exists a 3&1

4 ln� jKj-local maximum bK such that

jbK �Kj  "jKj: (80)

Suppose (77) does not hold. Then there exists k0 with 2L1  jk0j  "K such that

kU.K C k0/k D sup
jkj"jKj

kU.K C k/k D sup
jkj

3&1
4 ln � jKj

kU.K C k/k: (81)

where L1 is such that (75) and (76) hold.

Case 1: minjkj2jk0j k2✓ C k˛kR=Z � e
�"jk0j. Let pn

qn
be the nth convergent of the con-

tinued fraction expansion of ˛. For � > 0 (we will let � D "=C ), let n be the largest
integer such that

2qn  � jk0j;

and let s be the largest positive integer such that 2sqn  � jk0j.
We define intervals I1 D Œsqn; sqn � 1ç and I2 D ŒK C k0 � sqn;K C k0 C sqn � 1ç.

Claim 1. We have

min
i;i 02I1[I2

k2✓ C .i C i
0
/˛kR=Z � e

�"jk0j (82)

and for any distinct i; i 0 2 I1 [ I2,

k.i � i
0
/˛kR=Z � e

�"jk0j
: (83)

10
3=4 can be replaced with 1 � " for any " > 0.

11
s0 is a local maximum so that OC in (6) is 1, thus the largeness in Theorem 5.1 does not depend

on OC :
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By Theorem 3.2 and the DC condition on ˛, π✓iºi2I1[I2
is "-uniform. In view of

Lemma 2.4, there exists some i0 with i0 2 I1 [ I2 such that ✓i0 … A4sqn�1;ln��". By
Lemma 3.6, i0 cannot be in I1 so must be in I2. Set I D Œi0 � 2sqn C 1; i0 C 2sqn � 1çD

Œx1; x2ç. By (22)–(24) again, one has

jGI .K C k0; xi /j  e
.ln�C"/.4sqn�1�jKj Ck0�xi j/�.4sqn�1/.ln��"/

 e
"sqne

�jKCk0�xi j ln�
:

Notice that jK C k0 � x1j; jK C k0 � x2j � sqn � 1. By (25) and (81),

j�.K C k0/j  e
�.ln��"/sqn.j�.x1/j C j�.x0/j/  e

�.ln��"/sqnkU.K C k0/k:

Similarly,
j�.K C k0 � 1/j  e

�.ln��"/sqnkU.K C k0/k:

The last two inequalities imply that

kU.K C k0/k  e
�.ln��"/sqnkU.K C k0/k: (84)

Since 2.s C 1/qn � � jk0j and jk0j � 2L1, (84) is impossible.

Case 2: minjkj2jk0j k2✓ C k˛kR=Z  e
�"jk0j for some " > 0. In this case we define, as

before, intervals I1 around 0 and I2 around K C k0.
Suppose i 2 I1. For i 0 2 I2, we have

k2✓ C .i C i
0
/˛kR=Z � k.i C i

0
�K/˛kR=Z � k2✓ CK˛kR=Z

� k.i C i
0
�K/˛kR=Z � e

�✏jKj (85)

and

k.i � i
0
/˛kR=Z � k2✓ C .i � i

0
CK/˛kR=Z � k�2✓ �K˛kR=Z

� k2✓ C .i � i
0
CK/˛kR=Z � e

�✏jKj
: (86)

Suppose i 2 I2. For i 0 2 I1, we have

k2✓ C .i C i
0
/˛kR=Z � k.i �K C i

0
/˛kR=Z � k2✓ CK˛kR=Z

� k.i �K C i
0
/˛kR=Z � e

�✏jKj (87)

and

k.i � i
0
/˛kR=Z � k2✓ � .i �K � i

0
/˛kR=Z � k2✓ CK˛kR=Z

� k2✓ � .i �K � i
0
/˛kR=Z � e

�✏jKj
: (88)

For i 0 2 I2, we have

k2✓ C .i C i
0
/˛kR=Z � k�2✓ C .i �K C i

0
�K/˛kR=Z � k4✓ C 2K˛kR=Z

� k2✓ � .i �K C i
0
�K/˛kR=Z � 2e

�✏jKj (89)
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and

k.i � i
0
/˛kR=Z D k.i �K � .i

0
�K//˛kR=Z: (90)

Conditions (85)–(90) imply that the small divisor conditions on ✓i C ✓i 0 and ✓i � ✓i 0 get
swapped upon shifting the elements in I2 by K units.

Let jx0j  2jk0j be such that k2✓ C x0˛kR=Z  e
�"jk0j.

Case 2.1: jk0 C x0j � "jk0j. In this case let Œx1; x2çD ŒK C k0 � "jk0j;K C k0 C "jk0jç.
By the small divisor conditions (85)–(90) and following the proof of (33), and (38), we
get

kU.K C k0/k  e
�.ln��"/jx1�K�k0j

kU.x1/k C e
�.ln��"/jx2�K�k0j

kU.x2/k

 e
�.ln��"/"jk0j

kU.x1/k C e
�.ln��"/"jk0j

kU.x2/k

 e
�.ln��"/"jk0j

kU.K C k0/k; (91)

where the third inequality holds becauseKC k0 is the local maximum. (91) is also impos-
sible for jk0j � 2L1.

Case 2.2: jk0 C x0j  "jk0j. In this case, jx0j �
1
2 jk0j � L1 so that condition (76) holds

for all jkj � jx0j. By the small divisor conditions (85)–(90) again, and following the proof
of (40), we get (using (81))

kU.K C k0/k  kU.K C k0/ke
�.ln��ı�"/jk0j

:

This is also impossible.

Proof of Claim 1. Without loss of generality assume i 2 I1. For i 0 2 I2, by the DC con-
dition on ˛ we have

k2✓ C .i C i
0
/˛kR=Z � k.i C i

0
�K/˛kR=Z � k2✓ CK˛kR=Z � e

�"jk0j

and

k.i � i
0
/˛kR=Z � k2✓ C .i � i

0
CK/˛kR=Z � k�2✓ �K˛kR=Z � e

�"jk0j
:

For i 0 2 I1, the proof is trivial.

Proof of Theorem 1.3. Without loss of generality, assume k0 D 0. Let OK D L0.˛;�; ı; &/

in Theorem 5.3.
By Theorem 5.3 with s0 D 0, K D Kj0

, &1 D & and L1 D OK, there exists a local
3&
4 ln�Kj0

-maximum bj0
such that jbj0

�Kj0
j  2 OK. Let bj0

�Kj0
D b

0
j0

with jb0
j0

j  2 OK.
Shifting the operator H�;˛;✓ by bj0

units, we get H�;˛;✓Cbj0
˛ . By the conditions of

Theorem 1.3, ⇣ < ı C " < ln�; we have

k2.✓ C bj0
˛/C k˛kR=Z � k2✓ � .2b

0
j0
˛ C k˛/kR=Z � k4✓ C 2Kj0

˛kR=Z

� k2✓ � .2b
0
j0
˛ C k˛/kR=Z � 2e

�.&C"/jKj0
j

� e
�.ıC"/.jkjC4 OK/

� e
�.ıC"/jkj (92)
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for all 12 OK2  jkj 
&

ln� jKj0
j. Similarly,

k2.✓ C bj0
˛/C .�Kj1

� 2b
0
j0
/˛kR=Z  k2✓ CKj1

˛kR=Z C k4✓ C 2Kj0
˛kR=Z

 k2✓ CKj1
˛kR=Z � 2e

�.&C"/jKj0
j

 e
�

3
4& j�Kj1

�2b0
j0

j
: (93)

By Theorem 5.3 with s0 D bj0
, K D �Kj1

� 2b
0
j0

, &1 D
3
4& and L1 D

1
2

OK2, there
exists a local 9&

16 ln�Kj�1-maximum bKj0
;Kj1

such that

jbj0;j1
� bj0

� .�Kj1
� 2b

0
j0
/j  OK

2
:

This implies bj0;j1
D Kj0

� b0
j0

�Kj1
C b

0
j1

with jb0
j1

j  OK2.
Shifting the operator H�;˛;✓ by bj0;j1

units, we get H�;˛;✓Cbj0;j1
˛ . Thus

k2.✓ C bj0;j1
˛/C k˛kR=Z

� k2✓ � 2b
0
j0
˛ C 2b

0
j1
˛ C k˛/kR=Z � 2k2✓ CKj0

˛kR=Z � 2k2✓ CKj1
˛kR=Z

� k2✓ C .�2b
0
Kj0

C 2b
0
j1

C k/˛/kR=Z � 4e
�.&C"/jKj1

j

� e
�.ıC"/.jkjC2 OKC2 OK2/

� e
�.ıC"/jkj (94)

for all 12 . OK C OK2/ OK  jkj 
&

ln� jKj�1j. Similarly,

k2.✓ C bj0;j1
˛/C .Kj�2 C 2b

0
Kj

� 2b
0
j1
/˛kR=Z  k2✓ CKj2

˛kR=Z C 2e
�.&C"/jKj1

j

 e
�

3
4& jKj2

C2b0
j0

�2b0
j1

j
: (95)

By Theorem 5.3 with s0 D bj0;j1
, K D Kj2

C 2b
0
j0

� 2b
0
j1

, &1 D
3
4& and L1 D

1
2 .

OK2 C OK3/, there exists a local 9&
16 ln�Kj2

-maximum bj0;j1;j2
such that

bj0;j1;j2
D Kj0

C b
0
j0

�Kj1
� b

0
j1

CKj2
C b

0
j2

with jb0
j2

j  OK2 C OK3.
Define an D OK2. OK C 1/

n�2 for n � 2 and a1 D OK. Then an D OK
Pn�1
iD1 ai . Notice

that by (11),
sX
iD0

k2✓ CKji
˛kR=Z 

sX
iD0

e
�.&C"/jKji

j
 2e

�.&C"/jKjs j
: (96)

We will prove that for any 1  s  k there exists a local 9&
16 ln�Kjs -maximum bj0;j1;:::;js

such that

bj0;j1;:::;js D

sX
iD0

Œ.�1/
i
Kji

C .�1/
i�s
b

0
ji
ç (97)

with jb0
ji

j  aiC1 by induction on s:
Assume that (97) holds for s. We will prove that it holds for s C 1.
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Shifting the operator H�;˛;✓ by bj0;j1;:::;js units, we get H�;˛;✓Cbj0;j1;:::;js˛
. Arguing

as in (94) we have

k2.✓ C bj0;j1;:::;js˛/C k˛kR=Z

�

���2✓ C

⇣
2

sX
iD0

.�1/
iC1
b

0
ji

⌘
˛ C .�1/

sC1
k˛

���
R=Z

� 2

sX
iD0

k2✓ CKji
˛kR=Z

�

���2✓ C

⇣
2

sX
iD0

.�1/
iC1
b

0
ji

⌘
˛ C .�1/

sC1
k˛

���
R=Z

� 2

sX
iD0

e
�.&C"/jKji

j (98)

� e
�.ıC"/.jkjC2

PsC1
iD1

ai /

� e
�.ıC"/jkj (99)

for all 12asC2  jkj 
&

ln� jKjs j, since
PsC1
iD1 ai D

1
OK
asC2. Similarly to (93), we have

���2.✓ C bj0;j1;:::;js˛/C

⇣
.�1/

sC1
KjsC1

C 2

sX
iD0

.�1/
sCiC1

b
0
ji

⌘
˛

���
R=Z

 k2✓ CKjsC1
˛kR=Z C 4e

�.&C"/jKj1
j

 e
�

3
4& j.�1/sC1KjsC1

C2
Ps

iD0.�1/
sCiC1b0

ji
j
: (100)

By Theorem 5.3 with s0 D bj0;j1;:::;js , K D .�1/sC1KjsC1
C 2

Ps
iD0.�1/

sCiC1
b

0
ji

,
&1 D

3
4& and L1 D

1
2asC2, there exists a local 9&

16 ln�KjsC1
-maximum bj0;j1;:::;jsC1

such
that

bj0;j1;:::;jsC1
D bj0;j1;:::;js C .�1/

sC1
KjsC1

C 2

sX
iD0

.�1/
sCiC1

b
0
ji

C b
0
jsC1

D

s�1X
iD0

Œ.�1/
i
Kji

C .�1/
i�s�1

b
0
ji
ç

with jb0
jsC1

j  asC2.
Since

ˇ̌
ˇbj0;j1;:::;js �

sX
iD0

.�1/
i
Kji

ˇ̌
ˇ 

sX
iD0

jb
0
ji

j 

sC1X
iD1

ai  . OK C 1/
sC1

;

the proof of item (I) of Theorem 1.3 is complete.
Now we start to prove (II). Fix some 0  s  k. Let us consider a local 9&

16 ln�Kjs -
maximum bj0;j1;:::;js and shift the operator by bj0;j1;:::;js units. We get the operator
H�;˛;✓Cbj0;j1;:::;js˛

. As in (98), we also have

k2.✓ C bj0;j1;:::;js˛/C k˛kR=Z



���2✓ C

⇣
2

sX
iD0

.�1/
iC1
b

0
ji

⌘
˛ C .�1/

sC1
k˛

���
R=Z

C 2

sX
iD0

e
�.&C"/jKji

j (101)

for all asC2  jkj 
&

ln� jKjs j.
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Actually, the definition of f .`/ in Theorems 1.2 and 5.1 depends on ✓ and ˛. Thus
we will use f˛;✓ .`/ with j`j � CasC2. Let `0 be such that

jsin⇡.2✓ C 2bj0;j1;:::;js˛ C `0˛/j D min
jxj2j`j

jsin⇡.2✓ C 2bj0;j1;:::;js˛ C x˛/j:

By (98) and (101), for j`0j � asC2 we have

e
�"j`j

f˛;✓ ..�1/
sC1

`/  f˛;✓Cbj0;j1;:::;js˛
.`/  f˛;✓ ..�1/

sC1
`/e

"j`j
: (102)

If j`0j  asC2, we have

e
�"j`j

e
� ln�j`j

 f˛;✓ .`/  e
� ln�j`j

e
"j`j
; (103)

since j`j � CasC2.
Let xs D x � bj0;j1;:::;js . If jxsj 2 ŒCasC2;

1
C

&
ln� jKjs jç, assertion (II) of Theorem 1.3

follows from Theorem 5.1 and (102) and (103).
If jxsj 2 Œ

1
C

&
ln� jKjs j;

&
4 ln� jKjs jç, (II) follows from Lemma 3.4 and the fact that

bj0;j1;:::;js is a local 9&
16 ln�Kjs -maximum. Notice that in this case

e
�"jxs j

e
� ln�jxs j

 f˛;✓ ..�1/
sC1

xs/  e
� ln�jxs j

e
"jxs j

:

6. Asymptotics of the transfer matrices

Proof of Theorem 1.5. Without loss of generality, we consider ` > 0. First assume x0 < 0
or ⌘  � D "=C : By Theorem 1.2, in those cases, one has

kU.`/k  e
�.ln��"/`

:

By (17), we have
kA`k � kU.`/k

�1
� e

.ln��"/`
:

Combining this with (20), the conclusion follows.
Now we turn to the case when x0 > 0 and ⌘ > � . We will assume ` > 0 is large

enough. By (46), x0 > 0 is large enough. Thus below we always assume x0 is large.

Theorem 6.1. Under the above assumptions, let k be such that jx0  k < .j C 1/x0

with k � x0=8, where j D 0; 1. Then

kAkk  max πe
�jk�jx0j ln�

kAjx0
k; e

�jk�.jC1/x0j ln�
kA.jC1/x0

kº e
"k
; (104)

kAkk � max πe
�jk�jx0j ln�

kAjx0
k; e

�jk�.jC1/x0j ln�
kA.jC1/x0

kº e
�"k

: (105)

Proof. Apply (38) with k0 D x0; y D k y
0 D 2x0 and ' D  . For jx0  k < .j C 1/x0

with k � x0=8, we have

k QU.k/k  max πe
�jk�jx0j ln�

k QU.jx0/k; e
�jk�.jC1/x0j ln�

k QU..j C 1/x0/kº e
"k
: (106)
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By Last–Simon’s arguments [41, (8.6)], one has

kAkk � kAk
QU.0/k � ckAkk: (107)

Then (104) holds by (107) and (106).
(105) holds directly by (20).

Lemma 6.2. For any 2x0  k  Cx0,

e
�"x0kA2x0

ke
ln�jk�2x0j

 kAkk  e
"x0kA2x0

ke
ln�jk�2x0j

:

Proof. The right inequality holds directly. It suffices to show the left inequality.
By (40) and noting t  ı C ", we have

k QU.x0/k  max πe
�.ln��ı�"/x0k QU.0/k; e

�.ln��ı�"/x0k QU.2x0/kº:

Clearly, k QU.x0/k  e
�.ln��ı�"/x0k QU.0/k cannot happen: otherwise, since kU.x0/k 

e
�.ln��ı�"/x0kU.0/k, we must have

j�.x0/ .x0 � 1/ � �.x0 � 1/ .x0/j  e
�.ln��ı�"/x0 ;

contrary to (29).
Thus we must have

k QU.x0/k  e
�.ln��ı�"/x0k QU.2x0/k: (108)

The lemma holds directly if k  2x0 C
"
C x0. If k � 2x0 �

"
C x0, by (38) again (k0 D

x0; y D 2x0; y
0 D k; � D "=C ) one has

k QU.2x0/k  max πe
�.ln��"/x0k QU.x0/k; e

�.ln��"/jk�2x0j
k QU.k/kº:

Combining this with (108), we must have

k QU.k/k � e
.ln��"/jk�2x0j

k QU.2x0/k:

In view of (107), we get the left inequality.

Lemma 6.3. The following holds:

e
.ln��"/x0  kAx0

k  e
.ln�C"/x0 ; (109)

e
.ln��"/2x0e

�⌘`
 kA2x0

k  e
.ln�C"/2x0e

�⌘`
: (110)

Proof. We first prove (109). The right inequality holds by (20) directly. Thus it suffices
to show the left one. By (38), for any x0=8  k < x0, one has

kU.k/k  max πe
�k ln�

; e
�jk�x0j ln�

kU.x0/kº e
"k
:

Clearly
kAkk � kU.k/k

�1
; (111)
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so by (104) we must have, for any x0=8  k < x0,

max πe
�k ln�

; e
�jk�x0j ln�

kAx0
kº e

"k
� .max πe

�k ln�
; e

�jk�x0j ln�
kU.x0/kº/

�1
e

�"k
:

(112)
Recall that by (47) and (60),

e
�.ln��⌘0C"/x0  kU.x0/k  e

�.ln��⌘0�"/x0 ; (113)

where ⌘0 D
`
x0
⌘. Let

k0 D x0 �
⌘

0

2 ln�
x0:

One has k0 � x0=2, so by (113),

max πe
�k0 ln�

; e
�jk0�x0j ln�

kU.x0/kº  e
�.ln��⌘0=2/x0e

"k0 :

Combining this with (112), one has

max πe
�k0 ln�

; e
�jk0�x0j ln�

kAx0
kº � e

.ln��⌘0=2/x0e
�"k0 :

This implies
kAx0

k � e
.ln��"/x0 :

Now we prove (110). By (7) (` D 2x0), one has

e
�.ln�C"/2x0e

⌘0x0  kU.2x0/k  e
�.ln��"/2x0e

⌘0x0 : (114)

Combining this with (111), one has

kA2x0
k � e

.ln��"/2x0e
�⌘0x0 :

Thus it remains to prove the right inequality of (110). By [41, (8.5) and (8.7)] we have

kAkU.0/k
2

 kAkk
2
m.k/

2
C kAkk

�2
; (115)

where

m.k/  C

1X
pDk

1

kApk2
: (116)

If k � Cx0 (C may depend on ln�; ı), by Theorem 1.2 we have

kAkk � kU.k/k
�1

� e
.ln��ı�"/k (117)

and by (20) we have
kA2x0

k  e
.ln�C"/2x0 :

Combining this with (117), we obtain

kAkk � kA2x0
ke

ln ��ı
2 k (118)

for k � Cx0, where C is large enough.
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If 2x0  k  Cx0, by Lemma 6.2 we have

kAkk � kA2x0
ke
.ln��"/jk�2x0j

e
�"x0 : (119)

Thus by (116), (118) and (119),

m.2x0/  kA2x0
k

�2
e
"x0 : (120)

Let k D 2x0 in (115). Then

kU.2x0/k 
e
"x0

kA2x0
k
:

Thus by (114), we obtain
kA2x0

k  e
.2 ln��⌘0�"/x0 :

Theorem 1.5 for the remaining case (⌘ � � D "=C and x0 > 0) now follows directly
from Theorem 6.1 and Lemmas 6.2 and 6.3.

Proof of Corollary 1.6. The corollary follows from Theorem 1.5 and (107).

Proof of Corollary 1.7. (i) and (ii) follow from Theorem 1.5 and Corollary 1.6 directly.
Fix some small "1; "2 > 0. By the definition of ı, there exists a sequence nj (assume

nj > 0 for simplicity) such that

e
�.ıC"1/nj  k2✓ C nj˛kR=Z  e

�
ı
2nj :

By the Diophantine condition on ˛, we have

njC1 � e
nj =C :

We prove (15) first. By Theorem 1.2, for any jkj 2 Œ"2njC1; njC1=2ç one has

kU.k/k  e
�.ln��"1/jkj

:

This implies (15) by the arbitrariness of "1; "2.
Now we turn to the proof of (16). By Theorem 1.5, for any jkj 2 Œ"2njC1; njC1ç one

has
kAkk � e

.ln��"1/jkj
:

This implies (16).

Appendix A. Uniformity

The following lemma is critical when we prove Theorem 3.2.

Lemma A.1 ([6, Lemma 9.7]). Let ˛ 2 RnQ, x 2 R and 0  k0  qn � 1 be such that
jsin⇡.xC k0˛/j D inf0kqn�1 jsin⇡.xC k˛/j. Then for some absolute constant C > 0,

�C ln qn 

qn�1X
kD0; k¤k0

ln jsin⇡.x C k˛/j C .qn � 1/ ln 2  C ln qn: (121)
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Proof of Theorem 3.2. Let i0; j0 2 I1 [ I2 be such that jsin ⇡.2✓ C .i0 C j0/˛/j D

mini;j2I1[I2
jsin ⇡.2✓ C .i C j /˛/j. By the Diophantine condition on ˛, there exist

⌧
0
; 

0
> 0 such that for any i C j ¤ i0 C j0 and i; j 2 I1 [ I2,

jsin⇡.2✓ C .i C j /˛/j �
⌧

0

.sqn/
0 : (122)

Also for all distinct i; j 2 I1 [ I2, we have

jsin⇡.j � i/˛j �
⌧

0

.sqn/
0 : (123)

In (26), let x D cos 2⇡a, k D sqn � 1 and take the logarithm. Then

ln
Y

j2I1[I2; j¤i

jcos 2⇡a � cos 2⇡✓j j

jcos 2⇡✓i � cos 2⇡✓j j

D

X
j2I1[I2; j¤i

ln jcos 2⇡a � cos 2⇡✓j j �

X
j2I1[I2; j¤i

ln jcos 2⇡✓i � cos 2⇡✓j j:

First, we estimate
P
j2I1[I2; j¤i ln jcos 2⇡a � cos 2⇡✓j j. Obviously,

X
j2I1[I2; j¤i

ln jcos 2⇡a � cos 2⇡✓j j

D

X
j2I1[I2; j¤i

ln jsin⇡.aC ✓j /j C

X
j2I1[I2; j¤i

ln jsin⇡.a � ✓j /j C .sqn � 1/ ln 2

D †C C†� C .sqn � 1/ ln 2:

Both †C and †� consist of s terms of the form of (121), plus s terms of the form

ln min
jD0;1;:::;qn

jsin⇡.x C j˛/j;

minus ln jsin⇡.a˙ ✓i /j. Thus, using (121) s times for †C and †� respectively, one has
X

j2I1[I2; j¤i

ln jcos 2⇡a � cos 2⇡✓j j  �sqn ln 2C Cs ln qn: (124)

If a D ✓i , we obtain
X

j2I1[I2; j¤i

ln jcos 2⇡✓i � cos 2⇡✓j j

D

X
j2I1[I2; j¤i

ln jsin⇡.✓i C ✓j /j C

X
j2I1[I2; j¤i

ln jsin⇡.✓i � ✓j /j C .sqn � 1/ ln 2

D †C C†� C .sqn � 1/ ln 2; (125)

where

†C D

X
j2I1[I2; j¤i

ln jsin⇡.2✓ C .i C j /˛/j; †� D

X
j2I1[I2; j¤i

ln jsin⇡.i � j /˛j:
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We will estimate†C. Set J1 D Œ1; s1ç and J2 D Œs1 C 1; sç, which are two adjacent disjoint
intervals of length s1; s2 respectively. Then I1 [ I2 can be represented as a disjoint union
of segments Bj ; j 2 J1 [ J2; each of length qn. Applying (121) to each Bj , we obtain

†C � �sqn ln 2C

X
j2J1[J2

ln jsin⇡ O✓j j � Cs ln qn � ln jsin 2⇡.✓ C i˛/j; (126)

where
jsin⇡ O✓j j D min

`2Bj

jsin⇡.2✓ C .`C i/˛/j: (127)

By (30) and (122), we have
X

j2J1[J2

ln jsin⇡ O✓j j � ��sqn � Cs ln sqn: (128)

Putting (128) in (126), we get

†C � �sqn ln 2 � �sqn � Cs ln sqn: (129)

Similarly, replacing (30), (122) with (123), and arguing as in the proof of (129), we obtain

†� > �sqn ln 2 � Cs ln sqn: (130)

From (125), (129) and (130), one has
X

j2I1[I2; j¤i

ln jcos 2⇡✓i � cos 2⇡✓j j � �sqn ln 2 � �sqn � Cs ln sqn: (131)

By (124) and (131), we have

max
i2I1[I2

Y
j2I1[I2; j¤i

jx � cos 2⇡✓j j

jcos 2⇡✓i � cos 2⇡✓j j
< e

sqn.�CC ln sqn
qn

/
:

By the assumption s  q
C
n we get, for any " > 0 and large n,

max
i2I1[I2

Y
j2I1[I2; j¤i

jx � cos 2⇡✓j j

jcos 2⇡✓i � cos 2⇡✓j j
< e

sqn.�C"/
:

This completes the proof.

Appendix B. Block Expansion Theorem

Proof of Theorem 3.3. For any Oy 2 Œy1 C �k; y2 � �kç, by the assumption there exists
an interval I. Oy/ D Œx1; x2ç ⇢ Œy1; y2ç such that Oy 2 I. Oy/ with �

20k  jI. Oy/j 
1
2 dist.y; πy1; y2º/, and

dist. Oy; @I. Oy// �
1

40
jI. Oy/j �

�

800
k (132)
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and
jGI. Oy/. Oy; xi /j  e

�⌧ j Oy�xi j
; i D 1; 2; (133)

where πx1; x2º D @I. Oy/ is the boundary of I. Oy/. For z 2 @I. Oy/, let z0 be the neighbor
of z (i.e., jz � z0j D 1) not belonging to I. Oy/.

If x2 C 1  y2 � �k or x1 � 1 � y1 C �k, we can expand '.x2 C 1/ or '.x1 � 1/

using (25). We can continue this process until we arrive at z such that z C 1 > y2 � �k

or z � 1 < y1 C �k, or the number of iterations reaches b1600=�c. Then, by (25),

'.y/ D

X
sIziC12@I.z0

i
/

GI.y/.k; z1/GI.z0
1/
.z

0
1; z2/ � � �GI.z0

s/
.z

0
s; zsC1/'.z

0
sC1/; (134)

where in each term of the summation one has y1 C �k C 1  zi  y2 � �k � 1, i D

1; : : : ; s; and either zsC1 … Œy1 C �kC 1;y2 C �k � 1ç and sC 1 < b1600=�c, or sC 1D

b1600=�c. We should mention that zsC1 2 Œy1; y2ç.
If zsC1 2 Œy1; y1 C �kç and s C 1 < b1600=�c, this implies

j'.z
0
sC1/j  r

'
y1
:

By (133), for such terms we have

jGI.y/.y; z1/GI.z0
1/
.z

0
1; z2/ � � �GI.z0

s/
.z

0
s; zsC1/'.z

0
sC1/j

 r
'
y1
e

�⌧.jy�z1jC
Ps

iD1 jz0
i
�ziC1j/

 r
'
y1
e

�⌧.jy�zsC1j�.sC1//

 r
'
y1
e

�⌧.jy�y1j��k�1600=�/
: (135)

If zsC1 2 Œy2 � �k; y2ç and s C 1 < b1600=�c, by the same arguments we have

jGI.y/.y; z1/GI.z0
1/
.z

0
1; z2/ � � �GI.z0

s/
.z

0
s; zsC1/'.z

0
sC1/j  r

'
y2
e

�⌧.jy�y2j��k�1600=�/
:

(136)
If s C 1 D b1600=�c; using (132) and (133) we obtain

jGI.y/.y; z1/GI.z0
1/
.z

0
1; z2/ � � �GI.z0

s/
.z

0
s; zsC1/'.z

0
sC1/j  e

�⌧ �
800kb1600=�c

j'.z
0
sC1/j:

(137)

Notice that the total number of terms in (134) is at most 2b1600=�c and jy � y1j; jy � y2j �

10�k. By (135)–(137), we have

j'.y/j  max
°
r
'
y1
e

�⌧.jy�y1j�3�k/
; r
'
y2
e

�⌧.jy�y2j�3�k/
; max
p2Œy1;y2ç

e
�⌧k

j'.p/j

±
: (138)

Now we will show that for any p 2 Œy1; y2ç, one has j'.p/j  max πr
'
y1
; r
'
y2

º. Then (138)
implies Theorem 3.3. Otherwise, by the definition of r'y1

and r'y2
, if j'.p0

/j is the largest
j'.z/j with z 2 Œy1 C 10�kC 1;y2 � 10�k � 1ç, then j'.p0

/j>max πr
'
y1
; r
'
y2

º. Applying
(138) to '.p0

/ and noticing that jp0 � y1j; jp
0 � y2j � 10�k, we get

j'.p
0
/j  max πe

�7⌧�k
r
'
y1
; e

�7⌧�k
r
'
y2
; e

�⌧k
j'.p

0
/jº:

This is impossible because j'.p0
/j > max πr

'
y1
; r
'
y2

º.



S. Jitomirskaya, W. Liu 2834

Acknowledgments. The work of S.J. was supported by the Simons Foundation 681675 and the
Simons Fellows program, NSF DMS-1901462, DMS-2052899. W.L. was supported by NSF DMS-
1700314/DMS-2015683, DMS-2000345, DMS-2052572 and the AMS-Simons Travel Grant 2016-
2018. We are grateful to the Isaac Newton Institute for Mathematical Sciences, Cambridge, for its
hospitality, supported by EPSRC Grant Number EP/K032208/1, during the programme Periodic
and Ergodic Spectral Problems where this work was started.

References

[1] Abanov, A. G., Talstra, J. C., Wiegmann, P. B.: Hierarchical structure of Azbel–Hofstadter
problem: strings and loose ends of Bethe ansatz. Nuclear Phys. B 525, 571–596 (1998)
Zbl 1047.82511 MR 1639312

[2] Aizenman, M., Warzel, S.: Resonant delocalization for random Schrödinger operators on tree
graphs. J. Eur. Math. Soc. 15, 1167–1222 (2013) Zbl 1267.47064 MR 3055759

[3] Avila, A. The absolutely continuous spectrum of the almost Mathieu operator.
arXiv:0810.2965 (2008)

[4] Avila, A.: Almost reducibility and absolute continuity I. arXiv:1006.0704 (2010)
[5] Avila, A., Fayad, B., Krikorian, R.: A KAM scheme for SL.2;R/ cocycles with Liouvillean

frequencies. Geom. Funct. Anal. 21, 1001–1019 (2011) Zbl 1277.37089 MR 2846380
[6] Avila, A., Jitomirskaya, S.: The Ten Martini Problem. Ann. of Math. (2) 170, 303–342 (2009)

Zbl 1166.47031 MR 2521117
[7] Avila, A., Jitomirskaya, S.: Almost localization and almost reducibility. J. Eur. Math. Soc. 12,

93–131 (2010) Zbl 1185.47028 MR 2578605
[8] Avila, A., You, J., Zhou, Q.: Sharp phase transitions for the almost Mathieu operator. Duke

Math. J. 166, 2697–2718 (2017) Zbl 06803180 MR 3707287
[9] Avron, J., Simon, B.: Singular continuous spectrum for a class of almost periodic Jacobi matri-

ces. Bull. Amer. Math. Soc. (N.S.) 6, 81–85 (1982) Zbl 0491.47014 MR 634437
[10] Avron, J., Simon, B.: Almost periodic Schrödinger operators. II. The integrated density of

states. Duke Math. J. 50, 369–391 (1983) Zbl 0544.35030 MR 700145
[11] Azbel, M. Ya.: Energy spectrum of a conduction electron in a magnetic field. Soviet Physics

JETP 19, 634–645 (1964)
[12] Bellissard, J., Lima, R., Testard, D.: A metal-insulator transition for the almost Mathieu model.

Comm. Math. Phys. 88, 207–234 (1983) Zbl 0542.35059 MR 696805
[13] Benedicks, M., Carleson, L.: The dynamics of the Hénon map. Ann. of Math. (2) 133, 73–169

(1991) Zbl 0724.58042 MR 1087346
[14] Berezanskiı̆, Yu. M.: Expansions in Eigenfunctions of Selfadjoint Operators. Transl. Math.

Monogr. 17, Amer. Math. Soc., Providence, RI (1968) Zbl 0157.161601 MR 0222718
[15] Bjerklöv, K.: The dynamics of a class of quasi-periodic Schrödinger cocycles. Ann. Henri

Poincaré 16, 961–1031 (2015) Zbl 1312.81061 MR 3317790
[16] Bourgain, J.: Green’s Function Estimates for Lattice Schrödinger Operators and Applications.

Ann. of Math. Stud. 158, Princeton Univ. Press, Princeton, NJ (2005) Zbl 1137.35001
MR 2100420

[17] Bourgain, J., Jitomirskaya, S.: Continuity of the Lyapunov exponent for quasiperiodic opera-
tors with analytic potential. J. Statist. Phys. 108, 1203–1218 (2002) Zbl 1039.81019
MR 1933451

[18] Damanik, D.: Schrödinger operators with dynamically defined potentials. Ergodic Theory
Dynam. Systems 37, 1681–1764 (2017) Zbl 06823048 MR 3681983

[19] Deift, P., Simon, B.: Almost periodic Schrödinger operators. III. The absolutely continuous
spectrum in one dimension. Comm. Math. Phys. 90, 389–411 (1983) Zbl 0562.35026
MR 719297

https://zbmath.org/?q=an:1047.82511
https://mathscinet.ams.org/mathscinet-getitem?mr=1639312
https://zbmath.org/?q=an:1267.47064
https://mathscinet.ams.org/mathscinet-getitem?mr=3055759
https://arxiv.org/abs/0810.2965
https://arxiv.org/abs/1006.0704
https://zbmath.org/?q=an:1277.37089
https://mathscinet.ams.org/mathscinet-getitem?mr=2846380
https://zbmath.org/?q=an:1166.47031
https://mathscinet.ams.org/mathscinet-getitem?mr=2521117
https://zbmath.org/?q=an:1185.47028
https://mathscinet.ams.org/mathscinet-getitem?mr=2578605
https://zbmath.org/?q=an:06803180
https://mathscinet.ams.org/mathscinet-getitem?mr=3707287
https://zbmath.org/?q=an:0491.47014
https://mathscinet.ams.org/mathscinet-getitem?mr=634437
https://zbmath.org/?q=an:0544.35030
https://mathscinet.ams.org/mathscinet-getitem?mr=700145
https://zbmath.org/?q=an:0542.35059
https://mathscinet.ams.org/mathscinet-getitem?mr=696805
https://zbmath.org/?q=an:0724.58042
https://mathscinet.ams.org/mathscinet-getitem?mr=1087346
https://zbmath.org/?q=an:0157.161601
https://mathscinet.ams.org/mathscinet-getitem?mr=0222718
https://zbmath.org/?q=an:1312.81061
https://mathscinet.ams.org/mathscinet-getitem?mr=3317790
https://zbmath.org/?q=an:1137.35001
https://mathscinet.ams.org/mathscinet-getitem?mr=2100420
https://zbmath.org/?q=an:1039.81019
https://mathscinet.ams.org/mathscinet-getitem?mr=1933451
https://zbmath.org/?q=an:06823048
https://mathscinet.ams.org/mathscinet-getitem?mr=3681983
https://zbmath.org/?q=an:0562.35026
https://mathscinet.ams.org/mathscinet-getitem?mr=719297


Universal reflective-hierarchical structure of quasiperiodic eigenfunctions 2835

[20] Eliasson, L. H.: Floquet solutions for the 1-dimensional quasi-periodic Schrödinger equation.
Comm. Math. Phys. 146, 447–482 (1992) Zbl 0753.34055 MR 1167299

[21] Fedotov, A. A.: The monodromization method in the theory of almost periodic equations.
Algebra i Analiz 25, 203–233 (2013) (in Russian); English transl.: St. Petersburg Math. J. 25,
303–325 (2014) Zbl 1326.39011 MR 3114856

[22] Ge, L., You, J.: Arithmetic version of Anderson localization via reducibility. Geom. Funct.
Anal. 30, 1370–1401 (2020) Zbl 1454.82017 MR 4181827

[23] Ge, L., You, J., Zhou, Q.: Exponential dynamical localization: Criterion and applications. Ann.
Sci. École Norm. Sup., to appear

[24] Gordon, A. Ya.: The point spectrum of the one-dimensional Schrödinger operator. Uspekhi
Mat. Nauk 31, no. 4, 257–258 (1976) (in Russian) Zbl 0342.34012 MR 0458247

[25] Han, R., Jitomirskaya, S.: Full measure reducibility and localization for quasiperiodic Jacobi
operators: a topological criterion. Adv. Math. 319, 224–250 (2017) Zbl 06776225
MR 3695874

[26] Helffer, B., Sjöstrand, J.: Semiclassical analysis for Harper’s equation. III. Cantor structure of
the spectrum. Mém. Soc. Math. France (N.S.) 39, 124 pp. (1989) Zbl 0725.34099
MR 1041490

[27] Hou, X., You, J.: Almost reducibility and non-perturbative reducibility of quasi-periodic linear
systems. Invent. Math. 190, 209–260 (2012) Zbl 1294.37027 MR 2969277

[28] Jitomirskaya, S. Y.: Almost everything about the almost Mathieu operator. II. In: XIth Interna-
tional Congress of Mathematical Physics (Paris, 1994), Int. Press, Cambridge, MA, 373–382
(1995) Zbl 1052.82539 MR 1370694

[29] Jitomirskaya, S. Y.: Metal-insulator transition for the almost Mathieu operator. Ann. of Math.
(2) 150, 1159–1175 (1999) Zbl 0946.47018 MR 1740982

[30] Jitomirskaya, S.: Ergodic Schrödinger operators (on one foot). In: Spectral Theory and Math-
ematical Physics: a Festschrift in Honor of Barry Simon’s 60th Birthday, Proc. Sympos. Pure
Math. 76, Amer. Math. Soc., Providence, RI, 613–647 (2007) Zbl 1129.82018 MR 2307750

[31] Jitomirskaya, S.: Critical phenomena, arithmetic phase transitions, and universality: some
recent results on the almost Mathieu operator. In: Current Developments in Mathematics 2019,
Int. Press, Somerville, MA, 1–42 (2019) Zbl 07442143

[32] Jitomirskaya, S.: One-dimensional quasiperiodic operators: global theory, duality, and sharp
analysis of small denominators. In: Proc. ICM 2022

[33] Jitomirskaya, S., Kachkovskiy, I.:L2-reducibility and localization for quasiperiodic operators.
Math. Res. Lett. 23, 431–444 (2016) Zbl 1351.81048 MR 3512893

[34] Jitomirskaya, S., Koslover, D. A., Schulteis, M. S.: Localization for a family of one-
dimensional quasiperiodic operators of magnetic origin. Ann. Henri Poincaré 6, 103–124
(2005) Zbl 1062.81029 MR 2121278

[35] Jitomirskaya, S., Krüger, H., Liu, W.: Exact dynamical decay rate for the almost Mathieu
operator. Math. Res. Lett. 27, 789–808 (2020) Zbl 1461.37029 MR 4216568

[36] Jitomirskaya, S., Liu, W.: Universal hierarchical structure of quasiperiodic eigenfunctions.
Ann. of Math. (2) 187, 721–776 (2018) Zbl 1470.47025 MR 3779957

[37] Jitomirskaya, S., Liu, W., Mi, L.: Palindromic argument for dynamical delocalization of
almost periodic operators. Preprint

[38] Jitomirskaya, S., Simon, B.: Operators with singular continuous spectrum. III. Almost periodic
Schrödinger operators. Comm. Math. Phys. 165, 201–205 (1994) Zbl 0830.34074
MR 1298948

[39] Kotani, S.: Ljapunov indices determine absolutely continuous spectra of stationary random
one-dimensional Schrödinger operators. In: Stochastic Analysis (Katata/Kyoto, 1982), North-
Holland Math. Library 32, North-Holland, Amsterdam, 225–247 (1984) Zbl 0549.60058
MR 780760

https://zbmath.org/?q=an:0753.34055
https://mathscinet.ams.org/mathscinet-getitem?mr=1167299
https://zbmath.org/?q=an:1326.39011
https://mathscinet.ams.org/mathscinet-getitem?mr=3114856
https://zbmath.org/?q=an:1454.82017
https://mathscinet.ams.org/mathscinet-getitem?mr=4181827
https://zbmath.org/?q=an:0342.34012
https://mathscinet.ams.org/mathscinet-getitem?mr=0458247
https://zbmath.org/?q=an:06776225
https://mathscinet.ams.org/mathscinet-getitem?mr=3695874
https://zbmath.org/?q=an:0725.34099
https://mathscinet.ams.org/mathscinet-getitem?mr=1041490
https://zbmath.org/?q=an:1294.37027
https://mathscinet.ams.org/mathscinet-getitem?mr=2969277
https://zbmath.org/?q=an:1052.82539
https://mathscinet.ams.org/mathscinet-getitem?mr=1370694
https://zbmath.org/?q=an:0946.47018
https://mathscinet.ams.org/mathscinet-getitem?mr=1740982
https://zbmath.org/?q=an:1129.82018
https://mathscinet.ams.org/mathscinet-getitem?mr=2307750
https://zbmath.org/?q=an:07442143
https://zbmath.org/?q=an:1351.81048
https://mathscinet.ams.org/mathscinet-getitem?mr=3512893
https://zbmath.org/?q=an:1062.81029
https://mathscinet.ams.org/mathscinet-getitem?mr=2121278
https://zbmath.org/?q=an:1461.37029
https://mathscinet.ams.org/mathscinet-getitem?mr=4216568
https://zbmath.org/?q=an:1470.47025
https://mathscinet.ams.org/mathscinet-getitem?mr=3779957
https://zbmath.org/?q=an:0830.34074
https://mathscinet.ams.org/mathscinet-getitem?mr=1298948
https://zbmath.org/?q=an:0549.60058
https://mathscinet.ams.org/mathscinet-getitem?mr=780760


S. Jitomirskaya, W. Liu 2836

[40] Last, Y.: Spectral theory of Sturm–Liouville operators on infinite intervals: a review of recent
developments. In: Sturm–Liouville Theory, Birkhäuser, Basel, 99–120 (2005)
Zbl 1098.39011 MR 2145079

[41] Last, Y., Simon, B.: Eigenfunctions, transfer matrices, and absolutely continuous spectrum of
one-dimensional Schrödinger operators. Invent. Math. 135, 329–367 (1999) Zbl 0931.34066
MR 1666767

[42] Marx, C. A., Jitomirskaya, S.: Dynamics and spectral theory of quasi-periodic Schrödinger-
type operators. Ergodic Theory Dynam. Systems 37, 2353–2393 (2017) Zbl 1384.37011
MR 3719264

[43] Peierls, R.: Zur Theorie des Diamagnetismus von Leitungselektronen. Z. Phys. 80, 763–791
(1933) JFM 59.1576.09

[44] Sarnak, P.: Spectral behavior of quasiperiodic potentials. Comm. Math. Phys. 84, 377–401
(1982) Zbl 0506.35074 MR 667408

[45] Simon, B.: Kotani theory for one-dimensional stochastic Jacobi matrices. Comm. Math. Phys.
89, 227–234 (1983) Zbl 0534.60057 MR 709464

[46] Simon, B.: Almost periodic Schrödinger operators. IV. The Maryland model. Ann. Phys. 159,
157–183 (1985) Zbl 0595.35032 MR 776654

[47] Sinaı̆, Ya. G.: Anderson localization for one-dimensional difference Schrödinger operator with
quasiperiodic potential. J. Statist. Phys. 46, 861–909 (1987) Zbl 0682.34023 MR 893122

[48] Wiegmann, P. B., Zabrodin, A. V.: Quantum group and magnetic translations Bethe ansatz for
the Asbel–Hofstadter problem. Nuclear Phys. B 422, 495–514 (1994) Zbl 0990.82506
MR 1287576

[49] You, J., Zhou, Q.: Embedding of analytic quasi-periodic cocycles into analytic quasi-periodic
linear systems and its applications. Comm. Math. Phys. 323, 975–1005 (2013)
Zbl 1286.37004 MR 3106500

[50] Young, L.-S.: Lyapunov exponents for some quasi-periodic cocycles. Ergodic Theory Dynam.
Systems 17, 483–504 (1997) Zbl 0873.28013 MR 1444065

[51] Zhitomirskaya, S. Ya.: Singular spectral properties of a one-dimensional Schrödinger operator
with almost periodic potential. In: Dynamical Systems and Statistical Mechanics (Moscow,
1991), Adv. Soviet Math. 3, Amer. Math. Soc., Providence, RI, 215–254 (1991)
Zbl 0734.34075 MR 1118164

https://zbmath.org/?q=an:1098.39011
https://mathscinet.ams.org/mathscinet-getitem?mr=2145079
https://zbmath.org/?q=an:0931.34066
https://mathscinet.ams.org/mathscinet-getitem?mr=1666767
https://zbmath.org/?q=an:1384.37011
https://mathscinet.ams.org/mathscinet-getitem?mr=3719264
https://zbmath.org/?q=an:59.1576.09
https://zbmath.org/?q=an:0506.35074
https://mathscinet.ams.org/mathscinet-getitem?mr=667408
https://zbmath.org/?q=an:0534.60057
https://mathscinet.ams.org/mathscinet-getitem?mr=709464
https://zbmath.org/?q=an:0595.35032
https://mathscinet.ams.org/mathscinet-getitem?mr=776654
https://zbmath.org/?q=an:0682.34023
https://mathscinet.ams.org/mathscinet-getitem?mr=893122
https://zbmath.org/?q=an:0990.82506
https://mathscinet.ams.org/mathscinet-getitem?mr=1287576
https://zbmath.org/?q=an:1286.37004
https://mathscinet.ams.org/mathscinet-getitem?mr=3106500
https://zbmath.org/?q=an:0873.28013
https://mathscinet.ams.org/mathscinet-getitem?mr=1444065
https://zbmath.org/?q=an:0734.34075
https://mathscinet.ams.org/mathscinet-getitem?mr=1118164

	1. Introduction
	2. Preliminaries
	3. Localization
	4. Palindromic arguments 
	4.1. Singular continuous spectrum
	4.2. Lower bound on the eigenfunctions

	5. Universal reflective hierarchical structure
	6. Asymptotics of the transfer matrices
	A. Uniformity
	B. Block Expansion Theorem
	References

