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Abstract. Automated writing evaluation (AWE) systems automatically assess
and provide students with feedback on their writing. Despite learning benefits,
students may not effectively interpret and utilize Al-generated feedback, thereby
not maximizing their learning outcomes. A closely related issue is the accuracy
of the systems, that students may not understand, are not perfect. Our study in-
vestigates whether students differentially addressed false positive and false neg-
ative Al-generated feedback errors on their science essays. We found that stu-
dents addressed nearly all the false negative feedback; however, they addressed
less than one-fourth of the false positive feedback. The odds of addressing a false
positive feedback was 99% lower than addressing a false negative feedback, rep-
resenting significant missed opportunities for revision and learning. We discuss
the implications of these findings in the context of students’ learning.
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1 Introduction

Studies on artificial intelligence (Al) systems are increasingly exploring how to support
classroom activities, by automating routine parts of teachers’ work, and allowing them
to provide more meaningful support to students [1, 2]. However, Al systems are often
imperfect, resulting in frustration and trust issues among users [3], possibly from an
incomplete understanding of how Al works and its capabilities. To thrive in a world
increasingly permeated by Al, which includes educational spaces, students need to de-
velop a critical understanding of what Al is and how it works so they can competently
interact with it and utilize Al-generated output [4]. While it is important that the output
is accurate for students to use it effectively, Al systems are not infallible. Therefore, we
need to better understand how students respond to errors in Al-generated output, to
inform best practices for scaffolding the use of Al in educational contexts. This study
investigates the extent to which students addressed false positive and false negative
errors in Al-generated feedback in the context of revising their science writing.

Al technologies, particularly Natural Language Processing (NLP) techniques are in-
creasingly being used to assess students’ writing, particularly essays that are hard to
assess in a timely manner [5], such as written explanations of scientific phenomena that
students often struggle with. This automated feedback, tailored to individual student
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needs, allows for ongoing formative assessment [6]. Further, teachers can use the Al-
generated feedback to identify gaps in students’ understanding and drive instruction,
while students can use the feedback to critically evaluate and refine their work, thereby
deepening their understanding and improving their learning outcomes.

The accuracy of automated feedback on writing is an ongoing challenge. Building
realistic expectations and understanding of Al-generated outputs in end-users plays a
role in their user experience and acceptance of Al technologies [7], which, in turn, can
impact their engagement and learning. False positive errors, where an incorrect answer
is marked as correct, can be particularly challenging to address, as students may not be
able to identify the errors. Studies have found that students often ignore feedback from
a false positive output as they may not have identified it as missing or incorrect [8], and
may be reluctant to correct something they thought they already had right [9], thus,
missing opportunities to revise and learn. On the other hand, while false negative errors
(where correct answers are marked as wrong) can lead to more engagement as students
spend more time reviewing their answers [9], these errors more readily contribute to
students’ dissatisfaction and perceptions of unfairness [10], leading to trust issues with
the system and a lower propensity for future tool use [3, 11].

While studies have explored students’ perceptions and/or revision behaviors using
automated feedback on short answers [9, 10] or writing quality on English essays [3, 8,
11], few have investigated student revision behaviors using automated feedback on the
science content in essays; fewer have focused on the extent to which students address
Al assessment and feedback errors when revising scientific essays. Our previous study
found that although students included significantly more science ideas in their revised
essays, the NLP system we used made errors about 25% of the time [12]. This study
further investigates the nature of the errors —i.e., false positive versus false negative—
and whether students addressed the feedback by revising ideas in their essays (or not)
when they received erroneous feedback. The research questions guiding our study are:

1. What were the rates of false positive and false negative feedback errors generated
by our NLP system?

2. When students received erroneous feedback, did they address the false positive or
false negative feedback in similar ways?

3. To what extent did addressing erroneous feedback impact students’ learning?

2 Methods

2.1  Study Design and Context

A total of 238 students from three 8th-grade public middle school science classrooms
in the midwestern US participated in this study (#:=96, n2=80, and n5=62). Students
conducted experiments using a virtual roller coaster simulation to explore relationships
between height, mass, and energy. They wrote an essay using data from their trials to
explain the scientific phenomena behind their roller coaster design. They submitted
these essays to our NLP system, PyrEval (described below), which assessed the essays
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and provided automated feedback. Students were supposed to use this feedback to iden-
tify missing ideas, revise, and submit their revised essays to PyrEval for re-assessment.
Students were aware they were receiving Al-generated feedback that may not be 100%
accurate. Students took the same multiple-choice test before and after the unit.

2.2 PyrEval Assessment and Feedback

PyrEval, the NLP system that provided automated feedback on students’ writing in this
study, uses a wise-crowd model to identify weighted vectors of key content ideas [13],
known as content units or CUs; more important ideas are more highly weighted. For
this unit, PyrEval identified 6 high-weighted CUs aligned with the important ideas or
relationships students should have included in their essays (see Fig. 1).

Once students submitted their essays, PyrEval parsed each essay into separate sen-
tences and examined each sentence for the presence or absence of each of the 6 highly
weighted CUs. If PyrEval detected a certain CU, it would produce a vector score of 1,
whereas a vector score of 0 indicated that PyrEval did not detect that CU in the essay.
These vector scores were presented to the students in the form of a feedback chart (see
Fig. 1), indicating which ideas may have been present or missing from their essays. The
chart also provided a “My Confidence” column, indicating PyrEval’s estimated accu-
racy in detecting or not detecting a particular CU in the essay. Students were asked to
also attend to this column when considering what feedback to address when revising.

Feedback My Confidence
Height and Potential Energy v Medium
Relation between Potential Energy and Kinetic Energy High
Total energy Low
Energy transformation and Law of Conservation of Energy High
Relation between initial drop and hill height v Medium
Mass and energy v High

Fig. 1. Sample feedback chart, showing each CU, if it was detected (green check mark) or not
(orange question mark) in the essay, and PyrEval’s approximate accuracy about the detection.

The vector scores for each essay were recorded in the backend in the following (ex-
ample) format: [1,0,0,1,0,1], with a 1 or 0 indicating the presence or absence of an idea
in that essay, respectively. Thus, in the above example, PyrEval detected CUs 0, 3, and
5 in a particular essay, but did not detect CUs 1, 2, and 4. These vector scores were then
used to assess student’s performance for each essay as well as PyrEval’s accuracy.
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2.3  Data Sources and Analyses

Out of the students who submitted both an initial and revised essay, we randomly chose
20 students from each teacher’s classes, for a total of 60 students and 120 corresponding
essays (60 x (1 initial essay + 1 revised essay)). For an in-depth look into how students
responded to erroneous automated feedback, we first determined the percent of false
positive and false negative feedback errors in their initial essays and then examined
whether students addressed the feedback by making revisions. As false positive errors
can result in missed learning opportunities, we also used students’ scores on the pre to
post content knowledge test and their responses to erroneous feedback to understand
how students’ responses (or lack thereof) may have impacted their science learning.

PyrEval Accuracy. To assess PyrEval’s accuracy, two researchers independently
coded 20% of the 60 students’ initial and revised essays for each content unit, and com-
pared their codes to PyrEval’s vector scores. If PyrEval determined the presence of a
CU in an essay when it was absent, we considered it a false positive error. If PyrEval
failed to detect a CU present in the essay, we considered it a false negative error. The
two coders achieved substantial inter-rater reliability with Kappa = 0.768 [14]. Discrep-
ancies were resolved through discussion and one researcher coded the remaining data.
We calculated the percent error by adding the total false positive and false negative
errors, dividing it by 360 (60 essays x 6 CUs per essay), and multiplying by 100.

Addressing Feedback. To assess whether students addressed the automated feedback
or not, we parsed each student’s initial and revised essay into separate sentences and
then compared each sentence to examine the revisions. We then coded which CU was
addressed for each revision, i.e., each update to an existing idea or an addition of a new
idea. Two researchers independently coded 15% of the 60 students’ initial and revised
essays to determine which CUs students addressed in their revisions, achieving almost
perfect inter-rater reliability (Kappa = 0.911). One researcher then coded the remaining
data. We used this data in a Chi-square test of independence to explore whether there
were differences in the proportion of students who addressed false positive versus false
negative feedback. We also used this data to perform a logistic regression to determine
whether the type of feedback errors and students’ initial essay scores would predict
whether they would address erroneous feedback or not.

Physics Content Knowledge Test. Students took a multiple-choice content knowledge
test assessing their understanding of the relationships between the height of the initial
drop and mass of the roller coaster car and the amount of energy and speed on the ride.
It also assessed their understanding of energy transformation and conservation. Stu-
dents could score a maximum score of 11 points on the test. We used this data to explore
the extent to which addressing erroneous feedback may have impacted students’ sci-
ence content learning, conducting a multiple linear regression analysis.
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3 Results

We will first provide the descriptive statistics of PyrEval’s performance in detecting
CUs in the initial essays. We will then present the extent to which students addressed
the PyrEval feedback, followed by the results of the Chi-square and regression analyses.

PyrEval Accuracy. PyrEval searched for a total of 360 CUs in students’ initial essays.
We found that PyrEval was 74.7% accurate in correctly identifying whether the stu-
dents included or did not include the CUs. On the other hand, we found that PyrEval
made errors 25.2% of the time, with a total of 91 errors. Of these errors, 73.6% were
false positive errors and 26.4% were false negative errors. This means that PyrEval was
nearly three times as likely to make a false positive rather than a false negative error.

Nature of Students’ Revisions in Response to Automated Feedback. Of our 60-stu-
dent sample, 96.7% revised by updating one or more existing ideas or adding new ideas.
Two students made no revisions and resubmitted their initial essays. PyrEval identified
a total of 105 CUs that were missing from all initial essays (including 24 false nega-
tives), of which 76.1% were addressed in revisions. This indicated that the majority of
students revised based on PyrEval’s feedback that a CU was missing from their essays.
However, there were 67 instances where PyrEval gave students false positive feedback.
In this case, we found that only 15 of these false positive errors were addressed.

To examine whether students were significantly more likely to address false negative
or false positive feedback errors using a chi-squared analysis of independence, we cre-
ated a contingency table (Table 1) for the 91 total errors by PyrEval, indicating whether
errors were false positive or false negative and if students addressed them or not.

Table 1. Contingency table showing the frequency of whether students addressed or did not ad-
dress false positive or negative errors made by PyrEval.

Addressed feedback Did not address feedback  Total
False positive 15(0.22) 52 (0.78) 67
False negative 22(0.92) 2(0.08) 24
Total 37 54 91

Table 1 shows that while 92% of the students addressed false negative feedback,
only 22% addressed false positive feedback. We found that a significantly higher pro-
portion of students addressed false negative feedback than false positive feedback
(X?, n=91) = 35.150, p < 0.0001) when revising their essays.

To ensure these findings were not based on students’ performance on their initial
essays or the teacher they had, we performed a logistic regression. In the model, the
likelihood of a feedback being addressed or not was considered the outcome variable,
the error type as the independent variable, and students’ initial essay CU score and their
teacher as the covariate. The logistic regression output revealed a significant coefficient
for addressing false positive feedback (-3.62233), when addressing false negative feed-
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back was the baseline category (p<0.05). The odds of a student addressing a false pos-
itive feedback was 99% lower than addressing a false negative feedback, if all other
variables are constant, given an odds ratio of exp(-3.62233) = 0.026.

Thus, students were overwhelmingly more likely to address a false negative error
than a false positive error, leading us to investigate whether there was a relationship
between failing to address a false positive error and students’ science learning. We fo-
cused only on false positive feedback errors for two reasons: first, students addressed
most of the false negative feedback (see Table 1); second, studies found that failing to
address false positive feedback on students’ short answers negatively impacted learning
outcomes [9], and we wanted to explore this for students’ longer writing pieces.

Relationship between not addressing false positive feedback and science learning.
Of the 60 students in our sample, 43 received at least one false positive feedback. Of
these forty-three students, 34 had taken both the pre and post-tests. Thus, we had the
complete data for these 34 students, which was then used for the multiple linear regres-
sion. We calculated the percentage of false positive feedback students did not address
by dividing the total number of false positives each student addressed by the total num-
ber of false positives received, then multiplied by 100.

We conducted a multiple linear regression, using students’ post-test scores as the
dependent variable, the percent of false positive errors addressed as the independent
variable, and their pre-test score and initial essay score as covariates. The model ex-
plained 17.9% of the variance (R*=0.1786, F;330=2.175, p=0.1). While there was a
negative relationship between the percent of false positive errors not addressed and
post-test scores, it was not statistically significant (x=-0.5844, p=0.3415). The model
also indicated slight positive relationships with pre-test scores (x= 0.1783, p=0.1581)
and essay scores (x=0.3659, p=0.0692), but neither were statistically significant.

4 Discussion

While automated writing assessments can support students’ learning, students may not
effectively interpret and utilize the Al-generated feedback, especially when the system
provides inaccurate feedback. Our study investigated whether students responded dif-
ferently in addressing Al-generated feedback with false positive or false negative er-
rors, to understand if students were critically examining the Al feedback to make tar-
geted revisions based on what was truly missing in their essays.

We found that PyrEval made errors about the presence or absence of science ideas
in essays about one-fourth of the time and that it was three times more for a false posi-
tive error than a false negative error. Not only was the potential for receiving a false
positive error much higher than a false negative error, students were significantly more
likely to address a false negative error than a false positive error, thus magnifying the
potential for missed learning opportunities.

The majority of students had addressed at least some of PyrEval’s feedback, sug-
gesting that they were not averse to making revisions, as also seen in other studies [3,
11]. Therefore, false positive feedback errors represent lost opportunities for students
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to address missing ideas. Although we found that students who did not address false
positive feedback had lower learning outcomes, unlike other studies, it was not signif-
icant [9]. This may be due to a few reasons. First, there may be differences in students’
revisions on shorter writing assignments [9] versus long essays and in different sub-
jects. Second, our sample size was limited. Third, since the pre and post-tests were
identical, recall bias may have further affected the internal validity. Another potential
confound could be that students participated in other science activities apart from writ-
ing their essays in this unit, which may have influenced their conceptual learning. Fur-
ther, students may differ in their understanding of latent relationships between CUs, the
examination of which was beyond the scope of this study (e.g., students do not mention
CU2 if they mention CU3). Future research may address and expand on these issues.

Although students addressed all false negative errors in our study, it could create
trust issues with the feedback. This may lead to disengagement with the Al systems
integrated with schoolwork, which in turn, could affect learning outcomes. Other stud-
ies investigating user experiences with Al systems also found differences in users’ trust,
participation with, or acceptance of the Al system, such as a conversational agent [15]
or a scheduling assistant [7]. These studies highlight imperfections in Al outputs and
discuss the trade-off between favoring a false positive versus negative error. Despite
reducing the error in potentially more harmful contexts, there is still a reliance on tech-
nology that may cause other unanticipated issues in students’ participation or learning.

Thus, helping learners understand how Al output may contain potential errors and
how to identify and address them, may help mitigate some of the effects of both false
positive and false negative errors, as well as provide students with more agency over
their learning [4]. Instead of passively following automated feedback, students can be
encouraged to work in partnership with the technology to mindfully engage with the
feedback and critically apply it to improve and develop understanding [16]. Thus we
recommend that developing these competencies should be considered as a part of Al-
literacy as well as Al-related curricula. Our future work will be to investigate students’
perceptions and actions on using Al-generated output and help inform how to help
learners more effectively use automated feedback to maximize their learning.
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