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NUMERICAL ANALYSIS OF A MIXED FINITE ELEMENT

APPROXIMATION OF A COUPLED SYSTEM MODELING

BIOFILM GROWTH IN POROUS MEDIA WITH SIMULATIONS

AZHAR ALHAMMALI1,∗, MALGORZATA PESZYNSKA2, AND CHOAH SHIN2

Abstract. In this paper, we consider mixed finite element approximation of a coupled system of
nonlinear parabolic advection-diffusion-reaction variational (in)equalities modeling biofilm growth
and nutrient utilization in porous media at pore-scale. We study well-posedness of the discrete
system and derive an optimal error estimate of first order. Our theoretical estimates extend

the work on a scalar degenerate parabolic problem by Arbogast et al, 1997 [4] to a variational
inequality; we also apply it to a system. We also verify our theoretical convergence results with
simulations of realistic scenarios.

Key words. Parabolic variational inequality, nonlinear coupled system, mixed finite element
method, error estimates, biofilm–nutrient model, porous media.

1. Introduction

Biofilms play an important role in a variety of scientific and engineering appli-
cations including microbial enhanced oil recovery (MEOR) [26], CO2 sequestration
[29, 17], bioremediation engineering [30], and so on.

Biofilm growth in porous media is affected by the ambient fluid flow and nutrient
availability. It is also subject to a volume constraint. In this paper we consider a
model proposed in [35] which is a coupled system involving a nonlinear parabolic
variational inequality (PVI) equipped with a new nonlinear diffusivity term and
subject to Neumann boundary conditions assuming the system is isolated. The
model of the biofilm growth is discussed in detail in Sec. 2. We are particularly
interested in simulating this model on voxel grids at the pore-scale, i.e., grids cor-
responding to the x-ray tomography images of porous media at the pore-scale.

We approximate the model with mixed finite element method (MFEM). We
believe this choice is better for the problem than the finite element method (FEM)
we considered in our earlier work in [1], because of the conservative property of
MFEM and its natural way of handling Neumann boundary conditions. (We remark
that MFEM works also very well theoretically and computationally when Dirichlet
condition is imposed unlike FEM that we succeeded in [1] in deriving an error
estimate with Dirichlet conditions only.) Moreover, the implementation of MFEM
with the lowest order of Raviart Thomas elements on rectangles and cubes RT[0]
as cell centered finite difference method (CCFD) is very easy to implement and to
use for voxel grids. We recall that CCFD is equivalent to this mixed FE up to
quadrature order of O(h2) for smooth solutions [34, 40] where the later is more
convenient to implement in practice.

MFEM has been studied extensively in literature including the theory developed
in [11, 8]. However, most of the work is devoted to either unconstrained problems
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such as [13, 4, 23], etc, or constrained stationary problem as in [12]. Semi-
discrete mixed finite element approximation for unconstrained parabolic problem
was considered in [13] for the linear case and in [23] for the nonlinear case.

There are several challenges in analysing the biofilm–nutrient model considered in
this paper. One of challenges is the fact that PVI lacks of regularity. In particular,
the second derivative in time of the solution utt /∈ L2 [22, 6]. Johnson in his paper
[22] overcomes this challenge by setting some realistic assumptions on the domain
and derives the error estimate of the finite element approximation of his problem
using summation by parts. We implemented Johnson’s approach in our previous
work [1] with the finite element approximation of a simple model of biofilm–nutrient
dynamic proposed in [32]. However, there are some major differences between the
problem in [1] and the problem considered here in this work. In [1] we considered
a quasi-linear PVI, where the diffusivity depends only on the spatial variable with
no advection term and the boundary conditions are of Dirichlet type. In contrast,
the problem in this paper has nonlinear diffusivity and an advection term with
Neumann boundary conditions. Johnson’s technique used in [22] does not work
with MFEM. Therefore, we implement time integration approach used in [4].

Another difficulty is the nonlinearity involved in both the diffusivity and the
reaction terms. Woodward and Dawson [41] deal with the nonlinearity using the
expanded mixed finite element method which introduces a new variable, and then
solves the problem in three unknowns (the primary unknown, its flux, and the new
variable). However, as it is described in [33], ”the expanded mixed finite element
method is not equivalent with the standard mixed finite element method and their
results cannot be simply transferred to our method MFEM”. Arbogast et al. [4]
consider an unconstrained nonlinear parabolic problem, where the nonlinearity is
in the reaction term and under time derivative; the diffusivity is nonlinear if the
change of variable is used. To derive the error estimate, they use the weighted
projection on the approximated space which depends on the diffusivity beside the
time integration technique. When we implement this approach to our problem,
we need to assume some regularities on the solution which we do not guarantee
that they are realistic ones. Therefore, to deal with the nonlinear diffusivity, we
first linearize our problem using Kirchhoff transformation as in [33], and then we
implement the approach used in [4]. We would like to emphasize here that the
works in [4] and [33] are on scalar unconstrained problems whereas our problem is
a constrained coupled nonlinear system.
Moreover, there are some studies in literature that regularize the PVI first using
Lagrange multipliers then approximate it with finite element method as in [21, 28,
31]. In this paper we keep the PVI formulation in the theoretical analysis, yet use
the Lagrange multiplier in computations.

1.1. Outline. Below we set up the notation. In Sec. 2 we provide details of the
model. The paper is next broken into two parts: the first deals with the scalar PVI
involving nonlinear diffusivity, and the second next deals with the additional chal-
lenges due to the coupled nature of the system. In Sec. 3 we provide mathematical
details and formulate assumptions on the scalar PVI involving a nonlinear diffu-
sivity. In Sec. 4 we provide details of the discretization and prove well-posedness
of the discrete system. In Sec. 5 we prove the result on the convergence of MFEM
approximation to this scalar problem. In Sec. 6 we provide the analyses for the full
coupled system, and in Sec. 7 we provide examples in d = 1 and d = 2.

The theoretical results we prove require various assumptions which are specific to
the result. In particular, the well-posedness in Sec. 4 and Sec. 6 are derived under
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the assumption that advection terms are handled explicitly. However, the error
analysis in Sec. 5 and Sec. 6 allow for advection terms to be handled implicitly
in time. The techniques allow also the study of explicit advection, with small
modification, which we do not discuss.

1.2. Notations. Now we set up notation for this paper. Let Ω ⊂ Rd, d = 1, 2, or
3 be a bounded domain with sufficiently smooth boundary Γ, and let 0 < T < ∞
and J = (0, T ] be the time interval.

We shall use the following functional spaces that are suitable for the MFEM
when Neumann boundary conditions are considered.

X = H0(div,Ω) := {q ∈ H(div; Ω) : q · n|Γ = 0}, and M = L2(Ω).

Recall that H(div; Ω) = {q ∈ (L2(Ω))d;∇·q ∈ L2(Ω)} equipped with the following
scalar product and norm:

[q,ψψψ] = (q,ψψψ) + (∇ · q,∇ ·ψψψ), ∥q∥H(div,Ω) = [q,q]1/2,

and the normal trace q · n ∈ H− 1
2 (Γ). We also define the closed subset K ⊂M as:

K = {η ∈M ; 0 ≤ η ≤ u∗ a.e on Ω},
which includes the box constraint [0, u∗], where u∗ ∈ R.

In the sequel, we use standard notations on L∞(·), and Sobolev spaces Hs(·) for
some nonnegative integer s; see, e.g., [37] for more details on the Sobolev spaces.
Let ∥ · ∥0 denote the norm on L2(·), ∥ · ∥∞ the norm on L∞(·), and ∥ · ∥s the norm
on Hs(·). For the sake of abbreviation, we write L2(L2) to mean L2(J ;L2(Ω)),
and L2(Hdiv) to mean L2(J ;H(div; Ω)), similar abbreviation is applied to other
notations on functional spaces. Throughout this paper, let C be a generic constant
independent of h or τ , where h is the spatial step size and τ is the time step size.
1S is the characteristic function on S ⊂ Ω. We will also use an indicator function
IS defined below. Without abuse of notation, we write the reciprocal of a function
g as g−1.

2. Biofilm-nutrient model

Biofilm is a heterogeneous complex structure made of billions of bacterial cells,
attached to some wet solid surfaces, and a slimy extracellular polymeric substance
(EPS) excreted by the bacteria to protect them from the harsh environmental
conditions such as dehydration, ultra-violet radiation, antibacterial chemicals, bac-
teriophages and phagocytes [42, 3]. The majority of the bacteria exist in biofilm
communities in aqueous porous media [25, 14].

Biofilm develops and grows through a reaction process depending on the exis-
tence of substrates such as nutrient and oxygen, and also through diffusion and
advection process. Initially, the microbes grow in the void space of porous media
until their concentration reaches some density u∗ > 0 indicating that the biofilm
forms and becomes mature. Then the biofilm phase continues growing until it
reaches a certain density, denoted by u∗ > u∗, that cannot be exceeded because
micro-cells have finite volume, and only so many of them can fit in a particular
region. After this density is close to maximal, the majority of the growth occurs
through the interface between the biofilm and the ambient fluid [3], which is the
free boundary to be modeled. The bulk fluid may penetrate the biofilm region in
the permeable and partially permeable zones to transport the substrate so that
microbes continue growing in its domain [38, 35].
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The particular Biofilm-Nutrient model considered in this paper is proposed in [35]
as an enhancement of model in [32] consistent with the ideas which is proposed in
[15]. The model is a coupled system of two nonlinear parabolic advection-diffusion-
reaction PDEs in a biomass density u1(x, t), and a nutrient concentration u2(x, t)
required for the microbes to grow [15, 35].

∂tu1 + ∇ · (q̄u1) −∇ · (d1(u1)∇u1) + ∂I[0,u∗](u1) ∋ r1(u1, u2) in Ω,(1a)

∂tu2 + ∇ · (q̄u2) −∇ · (d2(u1)∇u2) = r2(u1, u2) in Ω,(1b)

for t > 0, where Ω is the non-rock domain in the porous medium filled with abun-
dant flowing fluid with some microbes and sufficient nutrient. In fact, Ω can be
viewed as the union of the domain of biofilm Ωb, the domain of fluid Ωn and the
interface between them Γbn; i.e. Ω = Ωb ∪ Ωn ∪ Γbn.

In the model (1) the advective flux q̄ is assumed given, and one can consider
different modeling variants in which q̄ is trivial or nontrivial inside the biofilm
domain. In particular, q̄ can be obtained by the heterogeneous Brinkman flow
model as in [35].

Model (1) can be considered as a free-boundary problem with the free boundary
being the interface between the biofilm and the bulk fluid. The free boundary at
time t is a set of points x where u(x, t) = u∗, i.e., were the biofilm reaches its
maximum density.

It is natural to assume that the initial biomass u1|t=0 amount is nonnegative.
Even though it is physically justified to expect that u1 would remain nonnegative
at all times, we are not able to prove a maximum principle for the PDE model to
show this. Furthermore, discrete mixed methods do not necessarily satisfy maxi-
mum principle, thus we impose the non-negativity constraint also on the numerical
solutions. In other words, u1 is subject to the box constraint 0 ≤ u1 ≤ u∗. The
role of the term ∂I[0,u∗](u1) in (1a) is to enforce this constraint, and ∂I is the sub-

gradient of the indicator function I[0,u∗] : L2(Ω) −→ R defined to be zero when
0 ≤ u1 ≤ u∗, and ∞ otherwise:

I[0,u∗](u1) =

{
0, 0 ≤ u1 ≤ u∗,
+∞ otherwise,

(2)

and hence,

∂I[0,u∗](u1) =

 (−∞, 0), u1 = 0,
0, 0 < u1 < u∗,
(0,∞) , u1 = u∗

(3)

is a multi-valued function, which explains the inclusion symbol ∋ in (1a). We note
here that in the distributional sense, ∂IK can be written as

(4) ∂IK(u) = {ϕ ∈ L2(Ω); (ϕ, η − u) ≤ 0, ∀ η ∈ K}, ∀u ∈ K.

In our model it is crucial to define the nonlinear diffusivities d1, d2. We postulate
that the biofilm diffusivity d1 = d1(u1), and nutrient diffusivity d2 = d2(u1) both
depend on the biomass density u1. In particular, the spreading of biofilm through
the interface between the region 0 ≤ u1 < u∗ and u1 = u∗ is modeled by ∂I as well
as by fast increasing d1(u1) as u1 approaches u∗ (see [15]). d1(u1) can be given in
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the following formula [35]:

d1(u1) = d1(α;u1) =


d0, u1 < 0,

d0

[(
u1

ū∗−u

)α
+ 1

]
, 0 ≤u1 ≤ u∗,

d∗, u1 > u∗;

(5)

with d∗ = d0

[(
u∗

ū∗−u∗

)α
+ 1

]
, where d0> 0 is the motility coefficient, u∗ is the

maximum density, and ū∗ > u∗ is a barrier parameter. The exponent α is a param-
eter which expresses the strength of spreading of the biomass u1 as it approaches
u∗. It is important to select α accurately to ensure the growth and spreading with-
out violating the constraint u1 ≤ u∗; (see the adaptive model in [35] that computes
the optimal α; it also shows that the optimal α has to be greater than or equal to
2). See also similar diffusivity formula in [19].

We explain now the similarities and the differences between our model with the
choice of bounded d1(u1) and the family of Eberl et al. models [15, 16, 19] where d1
is a graph at u1 = u∗. First, the formal difference is that the latter model ensures
the constraint u1 ≤ u∗ by admitting an “infinite diffusivity” close to the constraint.
Our model includes this constraint with the operator ∂I[0,u∗]. Thus both models
achieve the same purpose, even if the actual choice of diffusivity in our model may be
less than that in the Eberl et al. models. Second, in numerical implementation, the
formally infinite diffusivity requires very small time steps and this is impractical
in a fully implicit formulation especially if coupled to the flow. In the end, our
approach through variational inequality is more practical computationally.

In turn, the nutrient diffusivity d2 = d2(u1) depends significantly on the density
of biofilm phase in the medium. In particular, in the portion of biofilm phase where
biofilm is mature with u1 ≈ u∗, nutrient diffuses very slowly, but it diffuses some-
what faster in the active layer portion of the biofilm where u < u∗ [19]. Following
[19, 35], we define d2(u1) as:

d2(u1) =

 u∗dN,w, u1 < 0,
u∗dN,w + u1(dN,b − dN,w), 0 ≤ u1 ≤ u∗,

u∗dN,b, u1 > u∗;
(6)

where dN,w, dN,b are the nutrient diffusivity in the aqueous phase and the biofilm
phase, respectively, with dN,b << dN,w. Note that d2 is bounded from below by
u∗dN,b and from above by u∗dN,w.

The reaction terms r1 and r2 are given in terms of Monod function m(u2) =
β u2

u2+γ , where β and γ are fixed constants. β is the specific nutrient uptake rate,

and γ is called Monod half-life. r1 = κu1m(u2) involves the growth rate with a
growth constant κ, while r2 = −u1m(u2) involves the utilization rates.

3. Mathematical details of the nonlinear parabolic variational inequality

In this section we focus on the first component of (1) and study the parabolic
variational inequality (PVI): we fix u2, and rewrite (1a) in terms of u = u1 as
follows

∂tu+ ∇ · (q̄u) −∇ · (d(u)∇u) + ∂I[0,u∗](u) ∋ f(u) in Ω, t > 0,(7)

where f(u) = f0(x)+um(x), for some bounded function f0, and m(x) is the Monod
function defined in Sec.2. The diffusivity d(·) = d1(·) in (5). This function has the
following properties which we summarize below.
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Lemma 3.1. Let d be given by (5), and let ū∗ > u∗, d0 > 0, α ≥ 2 be fixed. Then
the function d : [0,∞) → [d0, d

∗] is Lipschitz continuous with some constant L0
d.

More precisely, we have∣∣d(u) − d(v)
∣∣ ≤ L0

d|u− v| , ∀u, v ≥ 0,(8a)

but also ∣∣d(u) − d(v)
∣∣ = d∗|u− v| , if u, v ≥ u∗.(8b)

The function 1/d(u) is well defined, it is bounded from above by d−1
0 , below by

(d∗)−1, and has a global Lipschitz constant L1
d. Finally, for a fixed u and some

2 ≤ α1 < α2, d(α1;u) ≤ d(α2;u).

Illustrations of the diffusivity d(·) and its reciprocal when u ≥ 0 are in Figure 1.

Figure 1. Left: biomass diffusivity d(u) = d(2;u). Right: its
reciprocal 1/d(u).

Now we introduce a new variable q = q̄u− d(u)∇u, and substitute in (7). The
model is completed with initial and homogeneous boundary conditions. We rewrite
it in the following mixed formulation

d−1(u)q = d−1(u)q̄u−∇u, in Ω, t > 0,(9a)

∂tu+ ∇ · q + ∂I[0,u∗](u) ∋ f(u) in Ω, t > 0,(9b)

q(s, t) · n = 0 on Γ, t > 0,(9c)

u(x, 0) = uinit in Ω.(9d)

Assumption 1. We make the following assumptions.

(A) q̄ = q̄(x) ∈ (L∞(Ω))d.
(B) f = f(x, t;u) is a continuous Lipschitz function with respect to u for each

x ∈ Ω, t > 0, with a global Lipschitz constant R .
(C) u∗ ∈ R is given.
(D) uinit ∈ H1(Ω), and 0 ≤ uinit ≤ u∗.

For the sake of numerical analysis, we assume the following regularity of
(q, u).

(E) u ∈ L2(H1), ut ∈ L2(H−1).
(F) q ∈ L2((H1)d), qt ∈ L2((H−1)d), ∇ · q ∈ L2(H1).

We would like to emphasise here that Assumptions (E) and (F) are not strong
regularity assumptions. We set them just for the sake of numerical analysis and
they do not depend on some theory. In literature, though, there are quite similar
assumptions but for unconstrained problem; see e.g. [4].
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Now for each t > 0, the solution (q(t), u(t)) ∈ X ×K of (9) may be thought as
a solution to the mixed formulation of the parabolic variational problem

(d−1(u)q,ψψψ) − (d−1(u)q̄u,ψψψ) − (∇ ·ψψψ, u) = 0 ∀ψψψ ∈ X,(10a)

(∂tu, η − u) + (∇ · q, η − u) ≥ (f(u), η − u) ∀η ∈ K,(10b)

u(0) = uinit,(10c)

To obtain (10a) from (9a), we have multiplied (9a) by some test function ψψψ ∈ X
and integrated by parts. The variational inequality (10b) is equivalent to (9b) by
the definition of ∂IK in the distributional sense (4).

The well-posedness of the weak formulation of the mixed problem (9) in the case
where q̄ = 0, and d = d(x) has been shown in [2] where we combined results from
[37] and [36]. We also mention the work in [27] where the solvability is shown for
similar models but not in mixed formulation.

4. Mixed FE discretization and CCFD implementation

We first explain how the unconstrained problem is discretized in time and in
space. Later we incorporate the constraints.

The advection term involving q̄ can be treated explicitly or implicitly in time.
In the error analysis we consider the implicit case, which is harder theoretically,
and we do not include the analysis of the explicit case. For well-posedness of the
discrete system we only discuss the explicit case, which is what we actually use in
the implementation.

4.1. Discrete formulation for the unconstrained problem. We first state
the time–discrete mixed formulation for an unconstrained version of (10), where we
replace η ∈ K by η ∈ M . We apply fully implicit in time formulation, except for
the term q̄u which we discretize explicitly, and diffusivities which can be obtained
by time-lagging. For some positive integer N , let τ = T

N , be the time step size,
and let tn = nτ , Jn = (tn−1, tn] for n = 1, . . . , N . At each time step tn we seek
(qn, un) ∈ X ×M . We use the symbols n∗ = n (fully implicit), or n∗ = n − 1
(time-lagging case). Since the advection term is discretized explicitly, we adapt
(9b) and (9a) as follows. We move −(∇ · (q̄un−1), η) from the left hand side to the
right hand side and absorb it within (fn, η) in (9b). We use now the symbol q only
for the diffusive flux, i.e., we also modify (9a) to have d−1(u)q = −∇u.

The time-discrete form is an identity, since we are not using constraints

(d−1(un
∗
)qn,ψψψ) − (un,∇ ·ψψψ) = 0, ∀ψψψ ∈ X,(11a)

(∇ · qn, η) + (un−un−1

τ , η) = (fn, η) = (fn0 + um, η), ∀η ∈M.(11b)

4.1.1. Discretization in space. The domain Ω is covered by quadrangulation T h

which contains rectangular cells denoted by ωij . We assume that their union covers
the domain Ω which is connected. Each cell (ij) has edges γi±1/2,j and γi,j±1/2. It
is also convenient to consider some global numbering of the cells (ωij)ij : we assign
to each (i, j) some index 1 ≤ c ≤ Nc; We also have a global numbering of each of
the edges γi±1/2,j , γi,j±1/2 as γe, e = 1, . . . Ne. Each edge e is between the cells in
c(e). In 2 dimensions, each edge e is associated with at most two neighboring cells,
and each cell c is adjacent to at most four edges.

We shall assume the grid T h is quasi-uniform, so that there is a lower hmin and
an upper hmax bound for each

∣∣ωij

∣∣ = hi×hj , with hmin = βhhmax and 0 < βh ≤ 1.
(A uniform square grid has βh = 1.)
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On this grid we build the well known spaces (Xh ×Mh) built on T h with Xh =
{q ∈ RT[0];q · n|Γ = 0}, where RT[0] is the lowest order Raviart-Thomas space on
rectangles [9, 4, 40]. That is,

RT[0] : = {q ∈ (L2(Ω))2; q|wij =

(
ax+ b
cy + d

)
, a, b, c, d ∈ P0 for each wij ∈ T h,

and q · n|e ∈ P0(e) on each edge e ∈ ∂wij}.

We choose these lower order approximation spaces because the solution to varia-
tional inequalities feature low regularity. The space Mh contains piecewise constants
on T h; i.e. Mh := M[0](T h) := {η ∈ L2(Ω); η|wij ∈ P0 for each wij ∈ T h}; the
basis functions spanning Mh are simply 1ωij , and uh|ωij = Uij associated with the
cell centers xij of each ωij .

The vector valued functions in Xh are tensor products of piecewise linears in one
coordinate with piecewise constants in the other. In particular, (qh)1 is identified by
their edge values at the left and right edges γi±1/2,j so we have, e.g, (qh)1|γi+1/2,j

=

Qi+1/2,j ; analogously (qh)2 is identified by values at the bottom and top edges
γi,j±1/2, respectively, (qh)2|γi,j−1/2

= Qi,j−1/2. The basis functions for the vector

valued functions in Xh are ψψψi±1/2,j for (qh)1 and ψψψi,j±1/2 for (qh)2. We also have
elementwise approximations dij ≈ d(α;u)|ωij .

In summary, (Q;U) is the vector of the degrees of freedom for (qh, uh) in their

bases. In particular, Q is a vector of Qi±1/2,j and Qi,j±1/2 (or of (Qe)
Ne
e=1), and U

is a vector of Uij (or of (Uc)
Nc
c=1).

4.1.2. Fully discrete formulation. Now we discuss how to obtain the approxi-
mations to the solutions to (11). These approximations satisfy discrete equations
obtained by setting a system similar to (11) but which now must hold in the finite
dimensional subspaces of the functional spaces used for (11). For the easiness of
implementation we also apply a particular numerical integration rule.

At each time step tn we seek the approximations (qn
h, u

n
h) ∈ Xh ×Mh to (q, u)

which satisfy a system similar to (11) in which we also apply numerical integration,
for ∀ψψψ ∈ Xh, ∀η ∈Mh, that

(d−1(un
∗

h )qn
h,ψψψ)h − (unh,∇ ·ψψψ) = 0,(12a)

(∇ · qn
h, η) + (

unh − un−1
h

τ
, η) = (fn, η) = (fn0 + unhm(·, tn), η).(12b)

The numerical integration (·, ·)h in (12a) to calculate (d−1qn
h,ψψψ)h is a combination

of the trapezoidal (T) and midpoint (M) integration rules, respectively, (TM) in x1
and (MT) in x2 spatial coordinate, with basis functions associated with the first
coordinate and second coordinate. This strategy leads to simplifications and an easy
interpretation of the system (12) as a cell-centered finite difference system [34]; see
also recent details in [7] recalled now here. Consider ψψψ = ψψψi+1/2,j associated with
the edge γi+1/2,j with support on ωij , ωi+1,j . Focus on the first component of the

inner product (d−1(un
∗

h )qn
h,ψψψ)h which is an integral of the product of piecewise

linear functions in x1 on ωij and ωi+1,j and of the coefficient d−1 which takes

piecewise constant values d−1
ij = d(α;Uij)

−1, d−1
i+1,j = d(α;Ui+1,j)

−1, respectively.
Once trapezoidal T rule in x1 direction followed by M in x2 direction are applied,

these yield
hj

2 (d−1
ij Qi+1/2,jhi + d−1

i+1,jQi+1/2,jhi+1). To simplify, we introduce
the notion of edge transmissivities, which are harmonic grid-weighted averages of
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diffusivities. For example, on γi+1/2,j we have

Qi+1/2,j = −Di+1/2,j(Ui+1,j − Ui,j);(13a)

D−1
i+1/2,j = (hid(α;Uij)

−1 + hi+1d(α;Ui+1,j)
−1)/2.(13b)

This formula defines Di+1/2,j as the harmonic grid-weighted average of dij and
di+1,j . Di,j+1/2 is defined similarly, and all (De)e are positive.

Now we are ready to rewrite (12) in the matrix–vector form. The first term of
(12a) becomes D−1(U)Qn, where

D−1 = D−1(U) = diag(D−1
e (U))e, D = diag(De)e(14)

are diagonal and is made of positive edge transmissivities or their inverses. The
second term in (12a) and the first in (12b) are written with the difference matrix
B made of rows which contain −1 and 1, as BTUn and −BQn, respectively. Here
the non-square matrix B : RNe → RNc , with BT : RNc → RNe . We have then

D−1Qn + BTUn = 0.(15a)

The second equation (12b) becomes

−BQn + 1
τU

n = MnUn +Gn.(15b)

Here the term MnUn comes from (munh, η), where the diagonal matrix Mn =
diag(Mn

c )c, with the entries Mn
c = m(xc, tn). We also have Gn = Fn

0 + 1
τU

n−1,
and where Fn

0 are found from integration of (f0, η) in (12b).
In (15), D−1 is diagonal, and depends on U which we write concisely as D−1 =

D−1(Un∗
). This means D−1 is computed by time-lagging with n∗ = n-1, or fully

implicitly if n∗ = n. Whether linear or linearized, the saddle-point structure of the
system (15) makes it harder to solve the linear system. However, since D−1 is diag-
onal, it is easy to transform (15) to a single equation with a positive definite matrix
which is easier to solve and precondition. We substitute Qn = −D(Un)BTUn in
the second equation multiplied by τ , and rewrite (15) as a single nonlinear system,
using A(Un∗

) = BD(Un∗
)BT . We thus obtain,

C(Un) = (τA(Un∗
) + I − τMn)Un = τGn.(16)

We seek the solution of (16) in W = RNc . If n∗ = n, the operator is nonlinear,
but in the time-lagged case, it is linear. In the time-lagged case, D = D(Un−1)
is known, and this coupled saddle-point system is linear, (without constraints, one
can apply Theorem [9](Prop.3.3.1 and Thm 3.6.2)), and we will not handle this
case separately.

The more complicated nonlinear case n∗ = n will be handled next when we
incorporate constraints.

4.2. Constrained problem. Now we incorporate the constraint in (11). In the
weak form we have a parabolic variational inequality, and we continue working
under the assumption that advection is discretized explicitly in time as in (12b).
In the fully discrete case, this means that at every time step tn, we are seeking the
solution Un ∈ Kh ⊂Mh to a modification of (16)

C(Un) + τΛ(Un)=τGn; Λ ∈ ∂IKh
(Un),(17)

where C, Gn are as in (16), and Kh = Mh ∩ K. Now Λ is a Lagrange multiplier
or penalty term which enforces the constraint so that Un ∈ Kh. Equivalently, the
variational inequality reads

⟨C(Un), η − Un⟩ ≥ τ⟨Gn, η − Un⟩, ∀η ∈ Kh.(18)
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4.2.1. Properties of D−1, D, and M. These properties will be needed in the
study of well-posedness of (17). We mention that these properties only work for
the present finite dimensional case.

Lemma 4.1. Let T h be quasi-uniform, and let d(α;u) be as in Lemma 3.1. Then
(i) the entries De are bounded from above by Dmax = d∗h−1

min and from below by
Dmin = d0h

−1
max, thus, since D is diagonal, for any induced matrix norm, ∥D∥ ≤

Dmax. (ii) We also have the global Lipschitz property for each e, with Le
D∣∣De(U) −De(V )

∣∣ ≤ Le
D max

c(e)
|Uc − Vc| , ∀U, V ∈Mh.(19a)

Thus also with some L0
D,∥∥D(U) −D(V )

∥∥
∞ ≤ L0

D∥U − V ∥ , ∀U, V ∈Mh.(19b) ∥∥A(U)U −A(V )V
∥∥ ≤ LA

D∥U − V ∥ , ∀U, V ∈Mh.(19c)

(iii) Finally, there is CJ such that

J (U, V ) = ⟨A(U)U −A(V )V, U − V ⟩ ≤ CJ ∥U − V ∥ 2; ∀U, V ∈Mh.(19d)

Proof. We prove the steps separately.
First, (i) is immediate from (13b).
For part (ii) note that for every edge e, De(U) given by (13b) is a differentiable

function of each Uc for c ∈ c(e) (and De(U) has globally bounded derivatives),
hence, (19a) follows, even if calculation of Le

D is tedious while it involves he. By
taking maximum over e, De(U) is Lipschitz in U ∈ RNe , in any norm, since RNe

is of finite dimension, thus (19b) holds with some L0
D. In consequence we get also∥∥A(U) −A(V )

∥∥ ≤ LA∥U − V ∥ where LA involves ∥B∥ . To prove (19c), it seems
we would need however some handle on∥U∥ ,∥V ∥ . However, we recall the piecewise
definition of d(u) exploited in Lemma 3.1 from which we see that also d(u)u is
globally Lipschitz since d(u) is globally bounded and in fact constant for u ≥ u∗.
Thus not only A(U) but also A(U)U is globally Lipschitz.
(iii) Now (19d) follows immediately by Cauchy–Schwarz inequality and (19c). �

Next we establish some bounds on the terms MnUn. Suppressing n, for every
tn on the right hand side of (15b) we have an obvious result.

Lemma 4.2. Assume m(x, t) is bounded and is nonnegative for all x, t. Let also
F (U) = MU +G where G is known. Then

⟨F (U) − F (V ), U − V ⟩ = ⟨MU −MV,U − V ⟩ ≥ 0.(20a)

We also have, with some constant CM which depends on ∥m∥∞∥∥F (U) − F (V )
∥∥ ≤ Cm∥U − V ∥ .(20b)

4.2.2. Solvability of (17). We will use the well known theorem from [43](Theorem
2.G), and [5](Theorems 5.1.4, 11.2.1, and Ex.11.2.8), and [20](Theorem 11.3.6). We
recall these without proof.

Theorem 4.3 (Existence and uniqueness of a nonlinear problem). Let V be a
Hilbert space, and T : V → V be strongly monotone i.e. ⟨T (u) − T (v), u − v⟩ ≥
cT ∥u− v∥ 2, and Lipschitz continuous i.e.

∥∥T (u) − T (v)
∥∥ ≤ LT ∥u− v∥ for some

cT , LT . Then (a) for any b ∈ V , there is a unique u ∈ V which solves

T (u) = b.(21)
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(b) Furthermore, let K ⊂ V be non-empty, closed and convex, and T be strongly
monotone and Lipschitz on K. Then for any b ∈ V there exists a unique u ∈ K
such that

(T (u), v − u) ≥ (b, v − u), ∀v ∈ K.(22)

We use this Theorem now for (17), and apply it to the coupled system (u1, u2)
system later in Sec. 6.1.

Proposition 1. Under the assumptions of Lemma 4.1 and Lemma 4.2 the problem
(17) is uniquely solvable for a sufficient small τ .

Proof. We apply Theorem 4.3 to (17) with T = C, V = Wh = RNc ,K = Kh. We
verify first that C is Lipschitz on K i.e.

∥∥C(U) − C(V )
∥∥ ≤ LC∥U − V ∥ . This follows

directly from Lipschitz continuity of A(U)U established in (19c) which holds on Kh,
and from (20b) in Lemma 4.2.
We next show that the operator C is strongly monotone i.e.,

⟨C(U) − C(V ), U − V ⟩ ≥ cC∥U − V ∥(23)

for some cC > 0 and any U, V ∈ Kh. We first expand

(24) ⟨C(U) − C(V ), U − V ⟩ = (U − V,U − V )

− τ(A(U)U −A(V )V, V − U) − τ⟨M(U − V ), U − V ⟩
=∥U − V ∥ 2 − τ(A(U)U −A(V )V, V − U) − τ⟨M(U − V ), U − V ⟩.

Now we handle the second and third terms. For the third, since M has only
nonnegative terms, by (20a) it satisfies −⟨M(U − V ), U − V ⟩ ≤ 0, but from (20b)
and Cauchy-Schwarz inequality we have ⟨M(U−V ), U−V ⟩ ≤ Cm∥U − V ∥ 2. Thus
−τ⟨M(U−V ), U−V ⟩ ≥ −τCm∥U − V ∥ 2. For the second term, if A is independent
of U such as in the time-lagging case, it is also a nonnegative definite linear operator,
thus we have ⟨A(U − V ), U − V ⟩ ≥ 0. In the nonlinear case, we treat the terms
involving A(U)U as a Lipschitz perturbation similar to the M terms: by (19d) we
have

⟨A(U)U −A(V )V,U − V ⟩ ≤ CA∥U − V ∥ 2.(25)

We get the lower bound (23) as long as τ is small enough so that cC = 1−τCA−
τCm > 0.
We conclude by applying Theorem 4.3 to (17). �

Remark 1. The proof of well-posedness in Proposition 1 applies, as stated, to the
case of explicit treatment of advection. For the implicit treatment of advection, the
well posedness is proved similarly as long as Assumption 1(A) that the advective
flux is bounded holds. Then the corresponding discrete advective operator ΞU is
globally Lipschitz in the problem

C̃(U) = (τA(Un∗
) + I + τΞ − τMn)Un = τGn.(26)

We treat ΞU as an additional Lipschitz perturbation to C in (16), and we see C̃ is
globally Lipschitz and monotone as long as τ is small enough.
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5. Error estimate for the fully implicit mixed finite approximation of the
PVI

Now we proceed to study the error analysis of the fully discrete problem corre-
sponding to the first unknown u1. Our techniques follows the work in [4] which
was formulated with a Kirchhof transformation for a variational equality, i.e., an
unconstrained problem. We also use some ideas from [33]. We annotate.

To deal with the nonlinear diffusivity, we transform the PVI (7) using Kirchhoff
transformation (as in [33]) defined as:

K : R −→ R, u −→
∫ u

0

d(s) ds.(27)

The Kirchhoff transformation can be inverted since d(s) is positive. We denote
its inverse by b(·), and take ξ = K(u), thus, we have u = b(ξ) = K−1(ξ) and

∇ξ = d(u)∇u. Since 0 ≤ u ≤ u∗, we have 0 ≤ ξ ≤ ξ∗, where ξ∗ =
∫ u∗

0
d(s) ds.

Thus (7) can be written as

∂tb(ξ) −∇ · (∇ξ − q̄b(ξ)) + ∂I[0,ξ∗](ξ) ∋ f(b(ξ)) in Ω, t > 0.(28)

Let us next define the closed subset K∗ := {η ∈ L2(Ω); 0 ≤ η ≤ ξ∗ a.e. on Ω}, and
denote w = −∇ξ + q̄b(ξ).

We complete the problem with some initial condition and homogeneous boundary
condition:

∂tb(ξ) + ∇ ·w + ∂I[0,ξ∗](ξ) ∋ f(b(ξ)) in Ω, t > 0,(29a)

w = −∇ξ + q̄b(ξ) in Ω, t > 0,(29b)

w(s, t) · n = 0 on Γ, t > 0,(29c)

ξ(x,0) = ξinit in Ω,(29d)

where ξinit = K(uinit).
By properties of d(·) in Lemma 3.1, we have the following result.

Lemma 5.1. The function b(·) ∈ C1 is nondecreasing and Lipschitz continuous
with Lipschitz constant Rb.

Remark 2. By Lemma 5.1, we have

∥b(ϕ1) − b(ϕ2)∥2 ≤ Rb(b(ϕ1) − b(ϕ2), ϕ1 − ϕ2), ∀ϕ1, ϕ2 ∈ L2,(30)

where Rb is the Lipschitz constant in Lemma 5.1. Furthermore, since ∂b(ξ)/∂ξ =
bξ(ξ) = 1/d(u), and by the property of d(·) in Lemma 3.1, there are two constants
C2 and C3 such that

0 < C2 ≤ bξ(ξ) ≤ C3 <∞ for all ξ ∈ R.

Thus,

C2|η1 − η2| ≤ |b(η1) − b(η2)| ≤ C3|η1 − η2|.(31)

Assumption 2. We assume the following for the solution (w, ξ).

(A) ξ ∈ L2(H1), ξt ∈ L2(H−1).
(B) ∇ ·w ∈ L2(H1), wt ∈ L2((H−1)d).

Furthermore, based on the assumptions above, we have

(C)
∫ t

0
w(s) ds ∈ H1((L2)d) ∩ L2(Hdiv).
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To overcome the low regularity of the solution we implement the time integration
technique used in [4]. We integrate (29a) in time from 0 to t ∈ J , and use (4) to
write problem (29) in the variational formulation. Thus, we have

(b(ξ(t)), η − ξ(t)) + (

∫ t

0

∇ ·w(s) ds, η − ξ(t))

≥ (

∫ t

0

f(b(ξ(s))) ds, η − ξ(t)) + (b(ξinit), η − ξ(t)), ∀η ∈ K∗,(32a)

(w(t),ψψψ) − (ξ(t),∇ ·ψψψ) − (q̄b(ξ(t)),ψψψ) = 0, ∀ψψψ ∈ X.(32b)

Using backward Euler scheme, the fully implicit mixed finite element approxi-
mation of (32) is as follows:

For n ∈ {1, . . . , N}, we seek a solution (wn
h , ξ

n
h ) ∈ Xh×K∗

h;K∗
h = K∗ ∩Mh such

that

(b(ξnh ), ηh − ξnh ) + τ(
n∑

j=1

∇ ·wj
h, ηh − ξnh )

≥ τ(
n∑

j=1

f(b(ξjh)), ηh − ξnh ) + (b(ξhinit), ηh − ξnh ), ∀ηh ∈ K∗
h,(33a)

(wn
h ,ψψψh) − (ξnh ,∇ ·ψψψh) − (q̄b(ξnh ),ψψψh) = 0, ∀ψψψh ∈ Xh,(33b)

where ξhinit = πhξinit.
To estimate the error between the exact solution and the approximate solution,

we need to use approximation properties of finite element spaces. We define the
following interpolation operator. (See e.g. ([10], page 150) and ([18], page 217)).

Definition 5.1. The interpolation operator

ρh : (H1)d → RT[0]

is defined by∫
e

(ψψψ − ρhψψψ) · n = 0 for each edge e of the cells in T h, ∀ψψψ ∈ (H1)d.

This means that the mean value of the normal component of a given function
ψψψ ∈ (H1)d coincides with the normal component of ρhψψψ on each edge.

This interpolation operator is related to the orthogonal L2-projection onto Mh

by the following property, for the proof we refer to ([8], Proposition 2.3.2, page
108).

Lemma 5.2 (Minimal Property). Let πh : M →Mh be the orthogonal L2-projection
onto Mh, i.e.

(v − πhv, µh) = 0, ∀v ∈M, ∀µh ∈Mh.

Then
πh(∇ ·ψψψ) = ∇ · (ρhψψψ), ∀ ψψψ ∈ (H1)d.

The operators ρh and πh defined above satisfy the following properties which we
state without proof. We refer to ([8], pages 107-108), ([10], page 151), and ([18],
page 217).

Lemma 5.3. Let ρh and πh be the operators defined in Definition 5.1 and Lemma 5.2,
respectively. Then we have the following properties.

(a) (∇ · ρhψψψ, vh) = (∇ ·ψψψ, vh) ∀vh ∈Mh, ∀ψψψ ∈ X,
(b) ∥ρhψψψ −ψψψ∥0 ≤ Ch|ψψψ|1 if ψψψ ∈ (H1)d,
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(c) ∥∇ · ρhψψψ∥0 ≤ C∥∇ ·ψψψ∥0 ∀ψψψ ∈ X,
(d) ∥∇ · (ψψψ − ρhψψψ)∥0 ≤ Ch|∇ ·ψψψ|1 if ∇ ·ψψψ ∈ H1,
(e) ∥πhv − v∥0 ≤ Ch|v|1 if v ∈ H1.

We mention that Radu et al. [33] employed Green operator technique to derive
the error estimate. Instead, we follow the technique developed in [4] which used
a weighted (L2(Ω))d projection on Xh that depends on the diffusivity. However,
since the diffusivity in (32) after the Kirchhoff transformaton is the constant 1,

we just apply the (L2(Ω))d projection on Xh: P̂h : (L2(Ω))d −→ Xh as for all
ψψψ ∈ (L2(Ω))d, we have

(P̂hψψψ −ψψψ,ψψψh) = 0, ∀ψψψh ∈ Xh.(34)

It is easy to show that

∥P̂hψψψ −ψψψ∥0 ≤ Ch|ψψψ|1, if ψψψ ∈ (H1)d.(35)

At the same time, in Sec. 6.2, we make use of the weighted (L2(Ω))d projection on
Xh.

In this section, we shall use the following lemma.

Lemma 5.4. For any vectors aj ∈ Rm; m ≥ 1 and j = 1, . . . , n, we have

2
n∑

j=1

(aj − aj−1, aj) = |an|2 − |a0|2 +
n∑

j=1

|aj − aj−1|2.(36)

Theorem 5.5. Let (w(t), ξ(t)) ∈ X × K∗ be a solution to (32), for each t > 0,
that satisfies Assumption 2, and let (wn

h , ξ
n
h ) ∈ Xh ×K∗

h be a solution to (33) for
n = 1, . . . , N . Then there exists a constant C > 0 that does not depend on h nor τ
such that

n∑
j=1

∥ξj − ξjh∥
2
0τ +

∥∥∥∥∥∥
∫ tn

0

w(s) ds−
n∑

j=1

wj
hτ

∥∥∥∥∥∥
2

0

≤ C
(
h2 + τ2

)
.

Proof. Define w̄n = 1
τ

∫ tn
tn−1

w(s) ds, In
w = τ

∑n
j=1 w̄

j =
∫ tn
0

w(s) ds, σn = w̄n −
wn

h , σ̂n = τ
∑n

j=1 σ
j = In

w − τ
∑n

j=1 w
j
h, en = ξn − ξnh .

The major difference between the problem (32) and the problem in [4] is that the
latter is a system of equalities while (32) involves an inequality. This requires some
manipulations to be able to get an estimate for the term (b(ξn) − b(ξnh ), ξn − ξnh ).
To this end, we take t = tn and η = ξnh in (32a), we obtain

(b(ξn), ξn − ξnh ) ≤ (

∫ tn

0

∇ ·w(s) ds, ξnh − ξn)

+ (

∫ tn

0

f(b(ξ(s))) ds, ξn − ξnh ) + (b(ξinit), ξ
n − ξnh ).(37)

Now take ηh = πhξ
n in (33a), we have

(b(ξnh ), ξnh − πhξ
n) ≤ τ(

n∑
j=1

∇ ·wj
h, πhξ

n − ξnh )

+ τ(

n∑
j=1

f(b(ξjh)), ξnh − πhξ
n) + (b(ξhinit), ξ

n
h − πhξ

n).(38)
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Using the definition of πh in Lemma 5.2, as b(ξnh ) ∈Mh, the left hand side of (38)
can be written as

(b(ξnh ), ξnh − πhξ
n) = (b(ξnh ), ξnh − ξn).(39)

Similarly, the third term of the right hand side of (38) can be written as

(b(ξhinit), ξ
n
h − πhξ

n) = (b(ξhinit), ξ
n
h − ξn).(40)

Combining (38)– (40), we obtain

(b(ξnh ), ξnh − ξn) ≤ τ(
n∑

j=1

∇ ·wj
h, πhξ

n − ξnh )

+ τ(
n∑

j=1

f(b(ξjh)), ξnh − πhξ
n) + (b(ξhinit), ξ

n
h − ξn).(41)

Add (41) to (37), we have

(b(ξn) − b(ξnh ), ξn − ξnh )

≤(

∫ tn

0

∇ ·w(s) ds, ξnh − ξn) + τ(
n∑

j=1

∇ ·wj
h, πhξ

n − ξnh )

+ (

∫ tn

0

f(b(ξ(s))) ds, ξn − ξnh ) − τ(
n∑

j=1

f(b(ξjh)), πhξ
n − ξnh )

+ (b(ξinit) − b(ξhinit), ξ
n − ξnh ).(42)

Take t = tn in (32b), and subtract (33b) from the obtained equality, we get

(wn −wn
h ,ψψψh) = (ξn − ξnh ,∇ ·ψψψh) + (q̄[b(ξn) − b(ξnh )],ψψψh), ∀ψψψh ∈ Xh.

Take ψψψh = P̂hσ̂
n in the last equality, and notice that by the definition of σ̂n, and

by adding and subtracting ρhσ̂
n, the function P̂hσ̂

n can be written as P̂hσ̂
n =

ρhσ̂
n + (P̂h − ρh)In

w, thus we get

(wn −wn
h , P̂hσ̂

n) = (ξn − ξnh ,∇ · ρhσ̂n)

+ (ξn − ξnh ,∇ · (P̂h − ρh)In
w) + (q̄[b(ξn) − b(ξnh )], P̂hσ̂

n).(43)

Using the definition (34), the left hand side of (43) is:

(wn −wn
h , P̂hσ̂

n) = (w̄n −wn
h , P̂hσ̂

n) + (wn − w̄n, P̂hσ̂
n)

= (σn, P̂hσ̂
n) + (wn − w̄n, P̂hσ̂

n)

= (P̂hσ
n, P̂hσ̂

n) + (wn − w̄n, P̂hσ̂
n).(44)
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Using the properties of πh and ρh in Lemma 5.2 and Lemma 5.3, respectively, the
1st term in the right hand side of (43) can be written as:

(∇ · ρhσ̂n, ξn − ξnh )

=(∇ · ρhIn
w, ξ

n − ξnh )
def. of σ̂n

− (∇ · τ
n∑

j=1

wj
h, ξ

n − ξnh )

=(∇ · In
w, ξ

n − ξnh ) + (∇ · (ρhIn
w − In

w), ξn − ξnh ) − (∇ · τ
n∑

j=1

wj
h, ξ

n − ξnh )σ̂n

=(∇ · In
w, ξ

n − ξnh ) +
Lemma 5.3 (a)

(∇ · (ρhIn
w − In

w), ξn − πhξ
n)

−

Lemma 5.2

(∇ · τ
n∑

j=1

wj
h, πhξ

n − ξnh ).(45)

Combining (43)–(45), we have

(P̂hσ
n, P̂hσ̂

n) =(w̄n −wn, P̂hσ̂
n) + (∇ · In

w, ξ
n − ξnh )

+ (∇ · (ρhIn
w − In

w), ξn − πhξ
n) − (∇ · τ

n∑
j=1

wj
h, πhξ

n − ξnh )

+ (∇ · (P̂h − ρh)In
w, ξ

n − ξnh ) + (q̄[b(ξn) − b(ξnh )], P̂hσ̂
n).(46)

Add (46) to (42), we get

(b(ξn) − b(ξnh ), ξn − ξnh ) + (P̂hσ
n, P̂hσ̂

n)

≤(w̄n −wn, P̂hσ̂
n) + (∇ · (ρhIn

w − In
w), ξn − πhξ

n)

+ (

∫ tn

0

f(b(ξ(s))) ds, ξn − ξnh ) − τ(
n∑

j=1

f(b(ξjh)), πhξ
n − ξnh )

+ (∇ · (P̂h − ρh)In
w, ξ

n − ξnh ) + (q̄[b(ξn) − b(ξnh )], P̂hσ̂
n)

+ (b(ξinit) − b(ξhinit), ξ
n − ξnh ).(47)

Since σ̂n ∈ X; ∀n, we have by (35)

(P̂hσ̂
n,ψψψh) = (σ̂n,ψψψh), ∀ψψψh ∈ Xh,

and

(P̂hσ̂
n−1,ψψψh) = (σ̂n−1,ψψψh), ∀ψψψh ∈ Xh.

Subtract the last two equations and note that σ̂n = σ̂n−1 + τσn, so we have

(P̂hσ̂
n − P̂hσ̂

n−1,ψψψh) = (σn,ψψψh)τ , ∀ψψψh ∈ Xh.

Take ψψψh = P̂hσ̂
n in the last equation, we obtain

(σn, P̂hσ̂
n)τ = (P̂hσ̂

n − P̂hσ̂
n−1, P̂hσ̂

n).(48)
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Now, replace n by j in (47) and multiply by τ and take the sum from 1 through n,
we have

n∑
j=1

(b(ξj) − b(ξjh), ξj − ξjh)τ +
n∑

j=1

(P̂hσ
j , P̂hσ̂

j)τ

≤
n∑

j=1

(w̄j −wj , P̂hσ̂
j)τ +

n∑
j=1

(∇ · (ρhIj
w − Ij

w), ξj − πhξ
j)τ

+
n∑

j=1

τ(

∫ tj

0

f(b(ξ(s))) ds, ξj − ξjh) − τ2
n∑

j=1

(

j∑
k=1

f(b(ξkh)), πhξ
j − ξjh)

+

n∑
j=1

(∇ · (P̂h − ρh)Ij
w, ξ

j − ξjh)τ +

n∑
j=1

(q̄[b(ξj) − b(ξjh)], P̂hσ̂
j)τ

+
n∑

j=1

(b(ξinit) − b(ξhinit), ξ
j − ξjh)τ.(49)

By (48) and Lemma 5.4, we have

n∑
j=1

(σj , P̂hσ̂
j)τ =

n∑
j=1

(P̂hσ̂
j − P̂hσ̂

j−1, P̂hσ̂
j)

=
1

2
∥P̂hσ̂

n∥20 −
1

2
∥P̂hσ̂

0∥20 +
1

2

n∑
j=1

∥P̂hσ̂
j − P̂hσ̂

j−1∥20.(50)

Combining (49)–(50) and using (30),(31) and (34), we get

C2

Rb

n∑
j=1

∥ej∥20τ +
1

2
∥P̂hσ̂

n∥20

≤
n∑

j=1

(b(ξj) − b(ξjh), ξj − ξjh)τ +
1

2
∥P̂hσ̂

n∥20+
1

2

n∑
j=1

∥P̂hσ̂
j − P̂hσ̂

j−1∥20

≤
6∑

l=1

Tl;(51)

where

T1 =

n∑
j=1

(w̄j −wj , P̂hσ̂
j)τ,(52)

T2 =
n∑

j=1

(∇ · (ρhIj
w − Ij

w), ξj − πhξ
j)τ,(53)

T3 =

n∑
j=1

τ(

∫ tj

0

f(b(ξ(s))) ds, ξj − ξjh) − τ2
n∑

j=1

(

j∑
k=1

f(b(ξkh)), πhξ
j − ξjh),(54)

T4 =
n∑

j=1

(∇ · (P̂h − ρh)Ij
w, ξ

j − ξjh)τ,(55)
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T5 =
n∑

j=1

(q̄[b(ξj) − b(ξjh)], P̂hσ̂
j)τ,(56)

T6 =
n∑

j=1

(b(ξinit) − b(ξhinit), ξ
j − ξjh)τ +

1

2
∥P̂hσ̂

0∥20.(57)

Now we estimate each Tl; l = 1, . . . , 6, and use the properties in Lemma 5.2,
Lemma 5.3, and (35), we have

T1 =

n∑
j=1

∫
Ω

P̂hσ
j

∫ tj

tj−1

(w(s) −wj) ds dx

=
n∑

j=1

∫
Ω

P̂hσ
j

∫ tj

tj−1

∫ s

tj

wt(t) dt ds dx

≤
n∑

j=1

∫ tj

tj−1

∫ tj

s

∫
Ω

|P̂hσ
j ||wt(t)| dx dt ds

≤
n∑

j=1

∫ tj

tj−1

∫ tj

s

∥P̂hσ
j∥0∥wt(t)∥0 dt ds

≤ τ3/2
n∑

j=1

∥P̂hσ
j∥0∥wt∥L2(Jj ;L2)

≤ ε1
2

n∑
j=1

∥P̂hσ
j∥20τ +

1

2ε1
τ2

n∑
j=1

∥wt∥2L2(Jj ;L2)

≤ ε1
2

n∑
j=1

∥P̂hσ
j∥20τ +

1

2ε1
τ2∥wt∥2L2(L2).(58)

T2 =

n∑
j=1

(∇ · (ρhIj
w − Ij

w), ξj − πhξ
j)τ

≤ 1

2

n∑
j=1

∥∇ · (ρhIj
w − Ij

w)∥20τ +
1

2

n∑
j=1

∥ξj − πhξ
j∥20τ

≤ C

2
h2

n∑
j=1

|∇ · Ij
w|21τ +

C

2
h2

n∑
j=1

|ξj |21τ.(59)

T3 =

n∑
j=1

τ

∫ tj

0

f(b(ξ(s))) ds− τ

j∑
k=1

f(b(ξkh)), ej


=

n∑
j=1

τ

∫ tj

0

f(b(ξ(s))) ds− τ

j∑
k=1

f(b(ξk)), ej


+

n∑
j=1

τ2

 j∑
k=1

[f(b(ξk)) − f(b(ξkh))], ej


= T31 + T32,(60)

with obvious notations of T31 and T32.
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Using the Lipschitz continuity of f and b in Assumption 1: (B), and Lemma 5.1,
respectively, we have

T31 = τ

n∑
j=1

∫ tj

0

f(b(ξ(s))) ds− τ

j∑
k=1

f(b(ξk)), ej


= τ

n∑
j=1

 j∑
k=1

∫ tk

tk−1

[f(b(ξ(s))) − f(b(ξk))] ds, ej


≤ RRbτ

n∑
j=1

 j∑
k=1

∫ tk

tk−1

|ξ(s) − ξk| ds, ej


= RRbτ
n∑

j=1

 j∑
k=1

∫ tk

tk−1

∫ tk

s

|ξt(t)| dt ds, ej


≤ RRbτ
n∑

j=1

∥ej∥0
j∑

k=1

∫ tk

tk−1

∫ tk

s

∥ξt(t)∥0 dt ds

≤ RRb

n∑
j=1

j∑
k=1

(∥ej∥0τ∥ξt(·)∥L2(Jk;L2)τ
3/2)

≤ ε2
2

n∑
j=1

j∑
k=1

(∥ej∥20τ)τ +
R2R2

b

2ε2

n∑
j=1

j∑
k=1

τ3∥ξt(·)∥2L2(Jk;L2)

≤ Tε2
2

n∑
j=1

∥ej∥20τ + τ2(
R2R2

bT

2ε2
∥ξt(·)∥2L2(L2)).(61)

T32 =
n∑

j=1

τ2

 j∑
k=1

[f(b(ξk)) − f(b(ξkh))], ej


≤ τ2RRb

n∑
j=1

j∑
k=1

∥ek∥0∥ej∥0

≤ ε3
2

n∑
j=1

 j∑
k=1

∥ek∥20τ

 τ +
R2R2

bT

2ε3

n∑
j=1

∥ej∥20τ.(62)

T4 =
n∑

j=1

(∇ · (P̂h − ρh)Ij
w, ξ

j − ξjh)τ

≤ 1

2ε4

n∑
j=1

∥(∇ · (P̂h − ρh)Ij
w∥20τ +

ε4
2

n∑
j=1

∥ej∥20τ

≤ 1

2ε4

n∑
j=1

∥(∇ · (P̂hIj
w − Ij

w)∥20τ

+
1

2ε4

n∑
j=1

∥(∇ · (Ij
w − ρhIj

w)∥20τ +
ε4
2

n∑
j=1

∥ej∥20τ

≤ h2
C

ε4

n∑
j=1

|∇ · Ij
w|21τ +

ε4
2

n∑
j=1

∥ej∥20τ.(63)
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T5 =
n∑

j=1

(q̄[b(ξj) − b(ξjh)], P̂hσ̂
j)τ

≤ ∥q̄∥∞Rbτ
n∑

j=1

∥ej∥0∥P̂hσ̂
j∥0

≤ ∥q̄∥2∞R2
bε5

2

n∑
j=1

∥ej∥20τ +
1

2ε5

n∑
j=1

∥P̂hσ̂
j∥20τ.(64)

T6 =
n∑

j=1

(b(ξinit) − b(ξhinit), ξ
j − ξjh)τ +

1

2
∥P̂hσ̂

0∥20

≤
n∑

j=1

R2
b

ε6
2
∥ξinit − ξhinit∥20τ +

1

2ε6

n∑
j=1

∥ej∥20τ +
1

2
∥P̂hσ̂

0∥20

≤ ε6TR
2
b

2
h2 +

1

2ε6

n∑
j=1

∥ej∥20τ +
1

2
∥P̂hσ̂

0∥20.(65)

Combining (51)–(65), and by appropriate choices of εi’s , we have
n∑

j=1

∥ej∥20τ + ∥P̂hσ̂
n∥20

≤ C

h2 + τ2 + ∥P̂hσ̂
0∥20 +

n∑
j=1

 j∑
k=1

∥ek∥20τ

 τ +
n∑

j=1

∥P̂hσ̂
j∥20τ

 .(66)

Using Gronwall’s Lemma, the proof is complete. �

6. Analysis of the nonlinear coupled system

Now consider the coupled biofilm-nutrient system which extends (17), and which
is solved for U = (U1;U2) with U1 denoting the biofilm concentration and U2

denoting the nutrient. We extend the inner ⟨·, ·⟩ product on M to the inner product
on M ×M , with ∥U∥2L2×L2 = ∥U1∥20 + ∥U2∥20, and we work with Kh ×Mh.

We seek (U1;U2) ∈ Kh ×Mh which satisfies C(U) = (C1(U); C2(U)) = τG =
τ(G1;G2) or the fully discrete system, a counterpart of (1). The unconstrained
system reads

C1(U1;U2) = (τA1(Un
1 ) + I − τM1(Un

2 ))Un
1 = τGn

1 ,(67a)

C2(U1;U2) = τM2(U2
n)Un

1 + (τA2(Un
1 ) + I)Un

2 = τGn
2 .(67b)

The coupling between the equations is in the diffusivity Ak = Ak(U1) for each
k = 1, 2 in each equation which depends on U1. In addition, each equation has
coupling terms representing the growth U1M1(U2) and decay = −U1M2(U2), where
each diagonal nonnegative matrix Mk(U2) = diag((mk(Uc))c is associated with a
nonnegative, bounded, and Lipschitz continuous functions mk(u2).

Under the constraints, we have a system extending (17)

C1(U1;U2) + τΛ1(Un
1 ) = τGn

1 ,(68a)

C2(U1;U2) = τGn
2 .(68b)

Below we first prove well-posedness of the coupled system. Next we derive error
estimates for this system.
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6.1. Well-posedness for the coupled system.

Proposition 2. Assume that each function mk : [0,∞) → R for k = 1, 2 is a
Lipschitz continuous nonnegative and nondecreasing function bounded from above.
We will also use assumptions on u∗, and the diffusivity as above. Then the system
(68) is solvable on the set Kh ×Mh ⊂Mh ×Mh as long as τ is small enough.

Proof. We will use Theorem 4.3 again following similar steps as in the proof of
Proposition 1. We first note that each of C1(U1, U2), C2(U1, U2) is globally Lipschitz
with respect to each U1, U2, since the individual operators Ak,Mk, k = 1, 2 are
either constant in each of the variables Uj or depend nonlinearly on a particular Uj ,
with the nonlinearity globally Lipschitz and bounded as in Proposition 1. Moreover,
Mk are globally bounded due to the properties of each mk.
Writing each Ck(U) = Uk + τΨk(U1, U2) where Ψ1(U) = A1(U1)U1 − M1(U2)U1

and Ψ2(U) = A2(U1)U2 + M2(U2)U1 we have that each Ψk is globally Lipschitz
in each Uj thus also in U = (U1, U2) in any product norm, thus we conclude that
C = (C1; C2) is also globally Lipschitz in U .
It remains to check that C is strongly monotone. However, each Ck is made of I
plus a globally Lipschitz term multiplied by τ . With τ small enough, we obtain
strong monotonicity of each Ck and in turn of C, since now

(69) (C(U) − C(V ), U − V ) =∥U1 − V1∥ 2 +∥U2 − V2∥ 2

+ τ(Ψ1(U) − Ψ1(V ), U1 − V1) + τ(Ψ2(U) − Ψ2(V ), U2 − V2).

The proof is complete after we apply Theorem 4.3. �

Remark 3. The well-posedness in Proposition 2 holds regardless whether advection
is treated explicitly or implicitly, as explained in Remark 1.

6.2. Error Estimate for the coupled system. Now we consider the coupled
system (1); we follow the same technique we used with the scalar PVI in Sec. (5).

Let ξ = K(u1); where

K(u1) =

∫ u1

0

d1(s) ds

is the Kirchhoff transformation, and let b(·) be its inverse. Using the following
notations

ξ∗ :=
∫ u∗

0
d1(s) ds,

w := −∇ξ + q̄b(ξ),
µ := u2,
z := −d2(b(ξ))∇µ+ q̄µ,

system (1) can be written equivalently in the following mixed formulation:
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For each t > 0, we seek a solution [(w(t), ξ(t)), (z(t), µ(t))] ∈ (X×K∗)×(X×M)
such that

(b(ξ(t)), η − ξ(t)) + (

∫ t

0

∇ ·w(s) ds, η − ξ(t))

≥ (

∫ t

0

r1(b(ξ(s)), µ(s)) ds, η − ξ(t)) + (b(ξinit), η − ξ(t)), ∀η ∈ K∗,(70a)

(w(t),ψψψ) − (ξ(t),∇ ·ψψψ) − (q̄b(ξ(t)),ψψψ) = 0, ∀ψψψ ∈ X,(70b)

(µ(t), γ) + (

∫ t

0

∇ · z(s) ds, γ) = (

∫ t

0

r2(b(ξ(s)), µ(s)) ds, γ)

+ (µinit, γ), ∀γ ∈M,(70c)

(d−1
2 (b(ξ))z(t), ζζζ) − (µ(t),∇ · ζζζ) − (d−1

2 (b(ξ))q̄µ,ζζζ) = 0, ∀ζζζ ∈ X,(70d)

where K∗ is defined analogously to that in Sec. 5.
The fully implicit MFE approximation of (70) is:
For n ∈ {1, . . . , N}, we seek a solution [(wn

h , ξ
n
h ), (znh,µ

n
h)] ∈ (Xh ×K∗

h) × (Xh ×
Mh);K∗

h = K∗ ∩Mh such that

(b(ξnh ), ηh − ξnh ) + τ(

n∑
j=1

∇ ·wj
h, ηh − ξnh )

≥ τ(
n∑

j=1

r1(b(ξjh), µj
h), ηh − ξnh ) + (b(ξhinit), ηh − ξnh ), ∀ηh ∈ K∗

h,(71a)

(wn
h ,ψψψh) − (ξnh ,∇ ·ψψψh) − (q̄b(ξnh ),ψψψh) = 0, ∀ψψψh ∈ Xh,(71b)

(µn
h, γh) + τ(

n∑
j=1

∇ · zjh, γh) = τ(

n∑
j=1

r2(b(ξjh), µj
h), γh)

+ (µh
init, γh), ∀γh ∈Mh,(71c)

(d−1
2 (b(ξnh ))znh, ζζζh) − (µn

h,∇ · ζζζh) − (d−1
2 (b(ξnh ))q̄µn

h, ζζζh) = 0, ∀ζζζh ∈ Xh,(71d)

where ξhinit = πhξinit and µh
init = πhµ

h
init.

Assumption 3. In this section we make use of the following assumptions

(A) d1 satisfies the same conditions d(·) satisfies in Lemma 3.1.
(B) By formula (6), d−1

2 (·) is a smooth function, and there are constants ν1 and
ν2 such that

0 < ν1 ≤ d−1
2 (s) ≤ ν2 for ∀s ∈ R.

Moreover, d−1
2 (·) is a continuous Lipschitz function with a Lipschitz con-

stant L2
d.

(C) q̄ = q̄(x) ∈ (L∞(Ω))d.
(D) r1(·, ·) and r2(·, ·) are smooth functions on R2 with a global Lipschitz con-

stant R, we also assume that r1 and r2 are uniformly bounded on R+ =
[0,∞).

We also assume the following regularities:
(E) ξ, µ ∈ L2(H1), ξt, µt ∈ L2(H−1), ξt ∈ L∞(L∞).
(F) ∇ ·w,∇ · z ∈ L2(H1), wt, zt ∈ L2((H−1)d).

Furthermore, based on the assumptions above, we have

(G)
∫ t

0
w(s) ds,

∫ t

0
z(s) ds ∈ H1((L2)d) ∩ L2(Hdiv).

To deal with the coupling, we also assume the following for (µ, z)
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(H) µ ∈ L∞(L∞) and z ∈ L∞((L∞)d).

To derive an error estimate between the solutions of (70) and (71), we shall
use the properties of the operators defined in Lemma 5.3, and the property of the
projection P̂h in (35).

We also define the following weighted projections P̂d2

h which depends on the
diffusivity d2(·) as:

P̂d2

h : (L2(Ω))d −→ Xh

such that

(d−1
2 (b(ξ(t))(P̂d2

h z− z), ζζζh) = 0, ∀ζζζh ∈ Xh.(72)

The weighted projector P̂d2

h satisfies the following property.

Lemma 6.1. Let P̂d2

h be defined as in (72), then if ψψψ ∈ (H1)d, we have

∥P̂d2

h ψψψ −ψψψ∥0 ≤ h|ψψψ|1.(73)

Proof. Using the properties of d−1
2 (·) in Assumption 3 (B), and the definition of

P̂d2

h in (72), we have for all ψψψ ∈ (H1)d

ν1∥P̂d2

h ψψψ −ψψψ∥20 ≤ (d−1
2 (u)(P̂d2

h ψψψ −ψψψ), P̂hψψψ −ψψψ)

= (d−1
2 (u)(P̂d2

h ψψψ −ψψψ), P̂hψψψ) − (d−1
2 (u)(P̂d2

h ψψψ −ψψψ),ψψψ)

= (d−1
2 (u)(P̂d2

h ψψψ −ψψψ), ρhψψψ −ψψψ) − (d−1
2 (u)(P̂d2

h ψψψ −ψψψ), ρhψψψ)

≤ ν2∥P̂d2

h ψψψ −ψψψ∥0∥ρhψψψ −ψψψ∥0.

Thus by the property (b) in Lemma 5.3, we have

∥P̂d2

h ψψψ −ψψψ∥0 ≤ ν2
ν1

∥ρhψψψ −ψψψ∥0 ≤ Ch|ψψψ|1.

�

Theorem 6.2. Let [(w(t), ξ(t)), (z(t), µ(t))] ∈ (X ×K∗) × (X ×M) be a solution
to (70), for each t > 0, that satisfies Assumption 3, and let [(wn

h , ξ
n
h ), (znh, µ

n
h)] ∈

(Xh ×K∗
h) × (Xh ×Mh) be a solution to (71) for n = 1, . . . , N . Then there exists

a constant C > 0 that does not depend on h nor τ such that

n∑
j=1

(
∥ξj − ξjh∥

2
0 + ∥µj − µj

h∥
2
0

)
τ +

∥∥∥∥∥∥
∫ tn

0

w(s) ds−
n∑

j=1

wj
hτ

∥∥∥∥∥∥
2

0

+

∥∥∥∥∥∥
∫ tn

0

z(s) ds−
n∑

j=1

zjhτ

∥∥∥∥∥∥
2

0

≤ C
(
h2 + τ2

)
.

Proof. As in Sec. 5, we define w̄n = 1
τ

∫ tn
tn−1

w(s) ds, In
w = τ

∑n
j=1 w̄

j =
∫ tn
0

w(s) ds.

Analogous notations for z̄n, and In
z . We also define σn

w = w̄n − wn
h , σ̂n

w =

τ
∑n

j=1 σ
j
w = In

w − τ
∑n

j=1 w
j
h. Analogous notations for σn

z and σ̂n
z . Also define

enξ = ξn − ξnh and enµ = µn − µn
h.
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Take t = tn and η = ξnh in (70a), and take ηh = πhξ
n in (71a). Using the

definition of πh, and add the result together, we obtain

(b(ξn) − b(ξnh ), ξn − ξnh )

≤ (

∫ tn

0

∇ ·w(s) ds, ξnh − ξn) − τ(
n∑

j=1

∇ ·wj
h, ξ

n
h − πhξ

n)

+ (

∫ tn

0

r1(b(ξ(s)), µ(s)) ds, ξn − ξnh ) − τ(
n∑

j=1

r1(b(ξjh), µj
h), ξn − ξnh )

+ (b(ξinit) − b(ξhinit), ξ
n − ξnh ).(74)

Now take t = tn and γ = µn − µn
h in (70c), and take γh = µn

h − πhµ
n in (71c), we

get

∥enµ∥20 = (

∫ tn

0

∇ · z(s) ds, µn
h − µn) − τ(

n∑
j=1

∇ · zjh, µ
n
h − πhµ

n)

+ (

∫ tn

0

r2(b(ξ(s)), µ(s)) ds, µn − µn
h) − τ(

n∑
j=1

r2(b(ξjh), µj
h), µn − µn

h)

+ (µinit − µh
init, µ

n − µn
h).(75)

Take t = tn in (70b), then subtract (71b) from the obtained equality, and take

ψψψh = P̂hσ̂
n
w = ρhσ̂

n
w + (P̂h − ρh)In

w, we obtain

(P̂hσ
n
w, P̂hσ̂

n
w) = (w̄n −wn, P̂hσ̂

n
w) + (∇ · In

w, ξ
n − ξnh )

+ (∇ · (ρhIn
w − In

w), ξn − πhξ
n) − (∇ · τ

n∑
j=1

wj
h, πhξ

n − ξnh )

+ (∇ · (P̂h − ρh)In
w, ξ

n − ξnh ) + (q̄[b(ξn) − b(ξnh )], P̂hσ̂
n
w).(76)

Now take t = tn in (70d), and subtract (71d) from the obtained equality, we get

(d−1
2 (b(ξn))zn, ζζζh) − (d−1

2 (b(ξnh ))znh, ζζζh)

− ([d−1
2 (b(ξn)) − d−1

2 (b(ξnh ))]q̄µn, ζζζh) − (d−1
2 (b(ξnh ))q̄(µn − µn

h), ζζζh)

= (∇ · ζζζh, µn − µn
h), ∀ζζζh ∈ Xh.(77)

The first two terms in the left hand side of (77) can be written as

(d−1
2 (b(ξn))zn, ζζζh) − (d−1

2 (b(ξnh ))znh, ζζζh)

= ([d−1
2 (b(ξn)) − d−1

2 (b(ξnh ))]zn, ζζζh)

+ (d−1
2 (b(ξnh ))(zn − z̄n), ζζζh) + (d−1

2 (b(ξnh ))σn
z , ζζζh), ∀ζζζh ∈ Xh.(78)

Combine (77) and (78), and take ζζζh = P̂d2

h σ̂n
z = ρhσ̂

n
z +(P̂d2

h −ρh)In
z in the obtained

result, and use the definition of P̂d2

h , πh, and the property of ρh in (72), Lemma 5.2,
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and Lemma 5.3 (a), respectively, we get

(d−1
2 (b(ξnh ))P̂d2

h σn
z , P̂

d2

h σ̂n
z )

= (d−1
2 (b(ξnh ))(z̄n − zn), P̂d2

h σ̂n
z )

− ([d−1
2 (b(ξn)) − d−1

2 (b(ξnh ))]zn, P̂d2

h σ̂n
z )

+ ([d−1
2 (b(ξn)) − d−1

2 (b(ξnh ))]q̄µn, P̂d2

h σ̂n
z ) + (d−1

2 (b(ξnh ))q̄enµ, P̂
d2

h σ̂n
z )

+ (∇ · (ρhIn
z − In

z ), µn − πhµ
n) + (∇ · In

z , µ
n − µn

h)

− τ(∇ ·
n∑

j=1

zjh, πhµ
n − µn

h) + (∇ · (P̂d2

h − ρh)In
z , µ

n − µn
h).(79)

Combining the ine(qualities) (74)–(76), and (79), and using Assumption 3 (B), we
have

(b(ξn) − b(ξnh ), ξn − ξnh ) + ∥enµ∥20
+ (P̂hσ

n
w, P̂hσ̂

n
w) + (d−1

2 (b(ξn))P̂d2

h σn
z , P̂

d2

h σ̂n
z )

≤ (

∫ tn

0

r1(b(ξ(s)), µ(s)) ds, ξn − ξnh ) − τ(

n∑
j=1

r1(b(ξjh), µj
h), ξn − ξnh )

+ (

∫ tn

0

r2(b(ξ(s)), µ(s)) ds, µn − µn
h) − τ(

n∑
j=1

r2(b(ξjh), µj
h), µn − µn

h)

+ (w̄n −wn, P̂hσ̂
n
w) + (d−1

2 (b(ξnh ))(z̄n − zn), P̂d2

h σ̂n
z )

+ (∇ · (ρhIn
w − In

w), ξn − πhξ
n) + (∇ · (ρhIn

z − In
z ), µn − πhµ

n)

+ (∇ · (P̂h − ρh)In
w, ξ

n − ξnh ) + (∇ · (P̂d2

h − ρh)In
z , µ

n − µn
h)

+ (q̄[b(ξn) − b(ξnh )], P̂hσ̂
n
w)

− ([d−1
2 (b(ξn)) − d−1

2 (b(ξnh ))]zn, P̂d2

h σ̂n
z )

+ ([d−1
2 (b(ξn)) − d−1

2 (b(ξnh ))]q̄µn, P̂d2

h σ̂n
z ) + (d−1

2 (b(ξnh ))q̄enµ, P̂
d2

h σ̂n
z )

+ (b(ξinit) − b(ξhinit), ξ
n − ξnh ) + (µinit − µh

init, µ
n − µn

h).(80)

Note that

σ̂n−1
w = σ̂n

w − σn
wτ, ∀n.

Similarly,

σ̂n−1
z = σ̂n

z − σn
z τ, ∀n.

Since σ̂n
w and σ̂n−1

w ∈ X, ∀n, we have by the definition of the projection P̂h on Xh,

(P̂hσ̂
n
w − P̂hσ̂

n−1
w ,ψψψh) = (σn

w,ψψψh)τ, ∀ψψψh ∈ Xh.

Take ψψψh = P̂hσ̂
n
w in the last equation, we obtain

(σn
w, P̂hσ̂

n
w)τ = (P̂hσ̂

n
w − P̂hσ̂

n−1
w , P̂hσ̂

n
w).(81)

Now, by the definition of P̂d2

h in (72) and since σ̂n
z and σ̂n−1

z ∈ X, we have

(d−1
2 (b(ξn))(P̂d2

h σ̂n
z − σ̂n

z ), ζζζh) = 0; ∀ζζζh ∈ Xh,

and

(d−1
2 (b(ξn−1))(P̂d2

h σ̂n−1
z − σ̂n−1

z ), ζζζh) = 0; ∀ζζζh ∈ Xh.
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Subtract the last two qualities, we get

(d−1
2 (b(ξn))σn

z , ζζζh)τ

= (d−1
2 (b(ξn))(P̂d2

h σ̂n
z − P̂d2

h σ̂n−1
z ), ζζζh)

+ ([d−1
2 (b(ξn)) − d−1

2 (b(ξn−1))](P̂d2

h σ̂n−1
z − σ̂n−1

z ), ζζζh); ∀ζζζh ∈ Xh.

Take ζζζh = P̂d2

h σ̂n
z in the last equality, we get

(d−1
2 (b(ξn))σn

z , P̂
d2

h σ̂n
z )τ

= (d−1
2 (b(ξn))(P̂d2

h σ̂n
z − P̂d2

h σ̂n−1
z ), P̂d2

h σ̂n
z )

+ ([d−1
2 (b(ξn)) − d−1

2 (b(ξn−1))](P̂d2

h σ̂n−1
z − σ̂n−1

z ), P̂d2

h σ̂n
z ).

That is,

(d−1
2 (b(ξn))σn

z , P̂
d2

h σ̂n
z )τ

=
1

2

[
(d−1

2 (b(ξn))P̂d2

h σ̂n
z , P̂

d2

h σ̂n
z )−(d−1

2 (b(ξn−1))P̂d2

h σ̂n−1
z , P̂d2

h σ̂n−1
z )

]
+

1

2

[
(d−1

2 (b(ξn))P̂d2

h σ̂n
z , P̂

d2

h σ̂n
z )+(d−1

2 (b(ξn−1))P̂d2

h σ̂n−1
z , P̂d2

h σ̂n−1
z )

]
+ ([d−1

2 (b(ξn)) − d−1
2 (b(ξn−1))](P̂d2

h σ̂n−1
z − σ̂n−1

z ), P̂d2

h σ̂n
z )

− (d−1
2 (b(ξn))P̂d2

h σ̂n−1
z , P̂d2

h σ̂n
z ).(82)

Replace n by j in (80) and multiply by τ and take the sum from 1 through n, we
obtain

n∑
j=1

(b(ξj) − b(ξjh), ξj − ξjh)τ +

n∑
j=1

∥ejµ∥20τ

+
n∑

j=1

(P̂hσ
j
w, P̂hσ̂

j
w)τ +

n∑
j=1

(d−1
2 (b(ξj))P̂d2

h σj
z, P̂

d2

h σ̂j
z)τ

≤
n∑

j=1

(

∫ tj

0

r1(b(ξ(s)), µ(s)) ds, ξj − ξjh)τ − τ2
n∑

j=1

(

j∑
k=1

r1(b(ξkh), µk
h), ξj − ξjh)

+
n∑

j=1

(

∫ tj

0

r2(b(ξ(s)), µ(s)) ds, µj − µj
h)τ − τ2

n∑
j=1

(

j∑
k=1

r2(b(ξkh), µk
h), µj − µj

h)

+

n∑
j=1

(w̄j −wj , P̂hσ̂
j
w)τ +

n∑
j=1

(d−1
2 (b(ξjh))(z̄j − zj), P̂d2

h σ̂j
z)τ

+
n∑

j=1

(∇ · (ρhIj
w − Ij

w), ξj − πhξ
j)τ +

n∑
j=1

(∇ · (ρhIj
z − Ij

z), µj − πhµ
j)τ

+

n∑
j=1

(∇ · (P̂h − ρh)Ij
w, ξ

j − ξjh)τ +

n∑
j=1

(∇ · (P̂d2

h − ρh)Ij
z , µ

j − µj
h)τ
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+
n∑

j=1

(q̄[b(ξj) − b(ξjh)], P̂hσ̂
j
w)τ

−
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξjh))]zj , P̂d2

h σ̂j
z)τ

+
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξjh))]q̄µj , P̂d2

h σ̂j
z)τ +

n∑
j=1

(d−1
2 (b(ξjh))q̄ejµ, P̂

d2

h σ̂j
z)τ

+
n∑

j=1

(b(ξinit) − b(ξhinit), ξ
j − ξjh)τ +

n∑
j=1

(µinit − µh
init, µ

j − µj
h)τ.(83)

By (81) and Lemma 5.4, we have

n∑
j=1

(σj
w, P̂hσ̂

j
w)τ =

n∑
j=1

(P̂hσ̂
j
w − P̂hσ̂

j−1
w , P̂hσ̂

j
w)

=
1

2
∥P̂hσ̂

n
w∥20 −

1

2
∥P̂hσ̂

0
w∥20 +

1

2

n∑
j=1

∥P̂hσ̂
j
w − P̂hσ̂

j−1
w ∥20.(84)

By (82), we have
n∑

j=1

(d−1
2 (b(ξj))σj

z, P̂
d2

h σ̂j
z)τ

=
1

2

n∑
j=1

[
(d−1

2 (b(ξj))P̂d2

h σ̂j
z, P̂

d2

h σ̂j
z) − (d−1

2 (b(ξj−1))P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

]
+

1

2

n∑
j=1

[
(d−1

2 (b(ξj))P̂d2

h σ̂j
z, P̂

d2

h σ̂j
z) + (d−1

2 (b(ξj−1))P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

]
+

n∑
j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))](P̂d2

h σ̂j−1
z − σ̂j−1

z ), P̂d2

h σ̂j
z)

−
n∑

j=1

(d−1
2 (b(ξj))(P̂d2

h σ̂j−1
z , P̂d2

h σ̂j
z).(85)

Note that

1

2

n∑
j=1

[
(d−1

2 (b(ξj))P̂d2

h σ̂j
z, P̂

d2

h σ̂j
z) − (d−1

2 (b(ξj−1))P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

]
=

1

2
(d−1

2 (b(ξn))P̂d2

h σ̂n
z , P̂

d2

h σ̂n
z )

− 1

2
(d−1

2 (b(ξ0))P̂d2

h σ̂0
z, P̂

d2

h σ̂0
z).(86)

Combining (83)–(86), we have
n∑

j=1

(b(ξj) − b(ξjh), ξj − ξjh)τ +
n∑

j=1

∥ejµ∥20τ +
1

2
∥P̂hσ

n
w∥20

+
1

2

n∑
j=1

∥P̂hσ̂
j
w − P̂hσ̂

j−1
w ∥20 +

ν1
2
∥P̂d2

h σn
z ∥20 ≤

14∑
l=1

Tl,(87)
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with obvious notations of Tl’s.
Now we estimate each Tl, l = 1, . . . , 14.

T1 =
n∑

j=1


∫ tj

0

r1(b(ξ(s)), µ(s)) ds−
j∑

k=1

r1(b(ξkh), µk
h)τ

 , ejξ
 τ

=

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µ(s)) − r1(b(ξkh), µk
h)] ds, ejξ)τ

=
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µ(s)) − r1(b(ξ(s)), µk
h)] ds, ejξ)τ

+
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µk
h) − r1(b(ξkh), µk

h)] ds, ejξ)τ

= k11 + k12,(88)

with obvious notations of k11 and k12.

k11 =
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µ(s)) − r1(b(ξ(s)), µk
h)] ds, ejξ)τ

=
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µ(s)) − r1(b(ξ(s)), µk)] ds, ejξ)τ

+

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µk) − r1(b(ξ(s)), µk
h)] ds, ejξ)τ

= r111 + r112.(89)

r111 =
n∑

j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

[r1(b(ξ(s)), µ(s)) − r1(b(ξ(s)), µk)] ejξ ds dx

≤ R
n∑

j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

|µ(s) − µk| ejξ ds dx

≤ R

n∑
j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

∫ tk

s

|µt(t)| ejξ dt ds dx

≤ R
n∑

j=1

τ

j∑
k=1

∫ tk

tk−1

∫ tk

s

∥µt(t)∥0∥ejξ∥0 dt ds

≤ R
n∑

j=1

τ∥ejξ∥0
j∑

k=1

∫ tk

tk−1

τ1/2∥µt(t)∥L2(Jk;L2) ds

= R

n∑
j=1

τ2∥ejξ∥0
j∑

k=1

τ1/2∥µt(t)∥L2(Jk;L2).(90)
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By Cauchy-Schwarz inequality, we have

j∑
k=1

τ1/2∥µt(t)∥L2(Jk;L2) ≤ 1

2
(

j∑
k=1

τ +

j∑
k=1

∥µt(t)∥2L2(Jk;L2))

≤ 1

2
(T + ∥µt(t)∥2L2(J;L2)).(91)

Insert (91) in (90), we get

r111 ≤ R

2
(T + ∥µt(t)∥2L2(L2))

n∑
j=1

τ2∥ejξ∥0

≤ ε1
2

(
R

2
(T + ∥µt(t)∥2L2(L2))

2Tτ2 +
1

2ε1

n∑
j=1

τ∥ejξ∥
2
0.

= Cτ2 +
1

2ε1

n∑
j=1

τ∥ejξ∥
2
0.(92)

r112 =

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µk) − r1(b(ξ(s)), µk
h)] ds), ejξ)τ

≤
n∑

j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

|r1(b(ξ(s)), µk) − r1(b(ξ(s)), µk
h)| ejξ ds dx

≤ R
n∑

j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

|µk − µk
h| e

j
ξ ds dx

= R

n∑
j=1

τ2
j∑

k=1

∫
Ω

|ekµ||e
j
ξ| dx

≤ R
n∑

j=1

j∑
k=1

τ2∥ekµ∥0∥e
j
ξ∥0

≤ R
ε2
2

n∑
j=1

 j∑
k=1

∥ekµ∥20τ

 τ +
T

2ε2

n∑
j=1

∥ejξ∥
2
0τ.(93)

k12 =
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µk
h) − r1(b(ξkh), µk

h)] ds, ejξ)τ

=

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µk
h) − r1(b(ξk), µk

h)] ds, ejξ)τ

+
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξk), µk
h) − r1(b(ξkh), µk

h)] ds, ejξ)τ

= r121 + r122.(94)
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r121 =
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξ(s)), µk
h) − r1(b(ξk), µk

h)] ds, ejξ)τ

≤ RRb

n∑
j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

|ξ(s) − ξk| ejξ ds dx

≤ RRb

n∑
j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

(∫ tk

s

|ξt(t)|dt

)
ejξ ds dx

≤ RRb

n∑
j=1

τ

j∑
k=1

∫ tk

tk−1

∫ tk

s

∥ξt(t)∥0∥ejξ∥0 dt ds

≤ RRb

n∑
j=1

τ2
j∑

k=1

∥ejξ∥0τ
1/2∥ξt(t)∥L2(Jk;L2)

≤ RRb

2

n∑
j=1

τ2∥ejξ∥0

 j∑
k=1

τ +

j∑
k=1

∥ξt(t)∥2L2(Jk;L2)


≤ RRb

2

n∑
j=1

τ2∥ejξ∥0
[
T + ∥ξt(t)∥2L2(L2)

]
≤ R2R2

bTε3
8

[
T + ∥ξt(t)∥2L2(L2)

]2
τ2 +

1

2ε3

n∑
j=1

∥ejξ∥
2
0τ

≤ Cτ2 +
1

2ε3

n∑
j=1

∥ejξ∥
2
0τ.(95)

r122 =
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r1(b(ξk), µk
h) − r1(b(ξkh), µk

h)] ds, ejξ)τ

≤ RRb

n∑
j=1

τ2
j∑

k=1

∫
Ω

|ξk − ξkh| e
j
ξ dx

≤
n∑

j=1

RRbτ
2

j∑
k=1

∥ekξ∥0∥e
j
ξ∥0

≤ TR2R2
bε4

2

n∑
j=1

∥ejξ∥
2
0τ +

1

2ε4

n∑
j=1

 j∑
k=1

∥ekξ∥20τ

 τ.(96)

T2 =

n∑
j=1


∫ tj

0

r2(b(ξ(s)), µ(s)) ds−
j∑

k=1

r2(b(ξkh), µk
h)τ

 , ejµ
 τ

=
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µ(s)) − r2(b(ξkh), µk
h)] ds, ejµ)τ

=

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µ(s)) − r2(b(ξ(s)), µk
h)] ds, ejµ)τ
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+
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µk
h) − r2(b(ξkh), µk

h)] ds, ejµ)τ

= k21 + k22(97)

k21 =
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µ(s)) − r2(b(ξ(s)), µk
h)] ds, ejµ)τ

=

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µ(s)) − r2(b(ξ(s)), µk)] ds, ejµ)τ

+
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µk) − r2(b(ξ(s)), µk
h)] ds, ejµ)τ

= r211 + r212(98)

r211 =
n∑

j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

[r2(b(ξ(s)), µ(s)) − r2(b(ξ(s)), µk)] ejµ ds dx

≤ R

n∑
j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

|µ(s) − µk| ejµ ds dx

≤ R
n∑

j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

∫ tk

s

|µt(t)| ejµ dt ds dx

≤ R
n∑

j=1

τ

j∑
k=1

∫ tk

tk−1

∫ tk

s

∥µt(t)∥0∥ejµ∥0 dt ds

≤ R

n∑
j=1

τ2∥ejµ∥0
j∑

k=1

τ1/2∥µt(t)∥L2(Jk;L2)

≤ R

2
(T + ∥µt(t)∥2L2(L2))

n∑
j=1

τ2∥ejµ∥0

≤ ε5
2

(
R

2
(T + ∥µt(t)∥2L2(L2))

2Tτ2 +
1

2ε5

n∑
j=1

τ∥ejµ∥20

= Cτ2 +
1

2ε5

n∑
j=1

∥ejµ∥20τ.(99)

r212 =

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µk) − r2(b(ξ(s)), µk
h)] ds), ejµ)τ

≤ R
n∑

j=1

τ

j∑
k=1

∫
Ω

∫ tk

tk−1

|µk − µk
h| ejµ ds dx

≤ R
n∑

j=1

j∑
k=1

τ2∥ekµ∥0∥ejµ∥0 ≤ R
ε6
2

n∑
j=1

 j∑
k=1

∥ekµ∥20τ

 τ +
T

2ε6

n∑
j=1

∥ejµ∥20τ.(100)
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k22 =
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µk
h) − r2(b(ξkh), µk

h)] ds, ejµ)τ

=
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µk
h) − r2(b(ξk), µk

h)] ds, ejµ)τ

+

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξk), µk
h) − r2(b(ξkh), µk

h)] ds, ejµ)τ

= r221 + r222.(101)

r221 =

n∑
j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξ(s)), µk
h) − r2(b(ξk), µk

h)] ds, ejµ)τ

≤ RRbτ
n∑

j=1

j∑
k=1

∫
Ω

(∫ tk

tk−1

|ξ(s) − ξk| ds

)
ejµ dx

≤ RRbτ
n∑

j=1

j∑
k=1

∫
Ω

ejµ

∫ tk

tk−1

(∫ tk

s

|ξt(t)|dt

)
ds dx

≤ RRbτ

n∑
j=1

j∑
k=1

∫ tk

tk−1

∫ tk

s

∫
Ω

|ejµ||ξt(t)|dx dt ds

≤ RRb

n∑
j=1

τ2
j∑

k=1

∥ejµ∥0τ1/2∥ξt(t)∥L2(Jk;L2)

≤ RRb

2

n∑
j=1

τ2∥ejµ∥0

 j∑
k=1

τ +

j∑
k=1

∥ξt(t)∥2L2(Jk;L2)


≤ RRb

2

n∑
j=1

τ2∥ejµ∥0
[
T + ∥ξt(t)∥2L2(L2)

]
≤ R2R2

bTε7
8

[
T + ∥ξt(t)∥2L2(L2)

]2
τ2 +

1

2ε7

n∑
j=1

∥ejµ∥20τ

≤ Cτ2 +
1

2ε7

n∑
j=1

∥ejµ∥20τ.(102)

r222 =
n∑

j=1

(

j∑
k=1

∫ tk

tk−1

[r2(b(ξk), µk
h) − r2(b(ξkh), µk

h)] ds, ejµ)τ

≤ RRb

n∑
j=1

τ

j∑
k=1

∫
Ω

ejµ

∫ tk

tk−1

|ξk − ξkh| ds dx

≤ RRb

n∑
j=1

τ2
j∑

k=1

∥ekξ∥0∥ejµ∥0

≤ R2R2
bTε8
2

n∑
j=1

∥ejµ∥20τ +
1

2ε8

n∑
j=1

 j∑
k=1

∥ekξ∥20τ

 τ.(103)
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T3 =
n∑

j=1

(w̄j −wj , P̂hσ̂
j
w)τ

=

n∑
j=1

τ

∫
Ω

(
P̂hσ̂

j
w

1

τ

∫ tj

tj−1

(
w(s) −w(tj)

)
ds dx

)

≤
n∑

j=1

∫ tj

tj−1

∫
Ω

P̂hσ̂
j
w

(∫ tj

s

|wt| dt

)
dx ds

≤
n∑

j=1

∫ tj

tj−1

∫ tj

s

∫
Ω

|P̂hσ̂
j
w||wt(t)| dx dt ds

≤
n∑

j=1

∥P̂hσ̂
j
w∥0

∫ tj

tj−1

∫ tj

s

∥wt(t)∥0 dt ds

≤
n∑

j=1

τ3/2∥P̂hσ̂
j
w∥0∥wt∥L2(Jj ;L2)

≤ ε9
2

n∑
j=1

∥P̂hσ̂
j
w∥20τ + τ2

1

2ε9
∥wt∥2L2(L2).(104)

T4 =
n∑

j=1

(d−1
2 (b(ξjh))(z̄j − zj), P̂d2

h σ̂j
z)τ

=

n∑
j=1

τ

(∫
Ω

d−1
2 (b(ξjh))P̂d2

h σ̂j
z

1

τ

∫ tj

tj−1

(z(s) − z(tj)) ds dx

)

≤
n∑

j=1

∫ tj

tj−1

∫
Ω

d−1
2 (b(ξjh))P̂d2

h σ̂j
z

(∫ tj

s

|zt| dt

)
dx ds

≤ ν2

n∑
j=1

∫ tj

tj−1

∫ tj

s

∥P̂d2

h σ̂j
z∥0∥zt(t)∥0 dt ds

≤
n∑

j=1

τ3/2ν2∥P̂d2

h σ̂j
z∥0∥zt∥L2(Jj ;L2)

≤ ε10ν
2
2

2

n∑
j=1

∥P̂d2

h σ̂j
z∥20τ + τ2

1

2ε10
∥zt∥2L2(L2).(105)

T5 =

n∑
j=1

(∇ · (ρhIj
w − Ij

w), ξj − πhξ
j)τ

≤ 1

2

n∑
j=1

∥∇ · (ρhIj
w − Ij

w)∥20τ +
1

2

n∑
j=1

∥ξj − πhξ
j∥20τ

≤ C

2
h2

n∑
j=1

|∇ · Ij
w|21τ +

C

2
h2

n∑
j=1

|ξj |21τ.(106)
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Similarly,

T6 =
n∑

j=1

(∇ · (ρhIj
z − Ij

z), µj − πhµ
j)τ

≤ C

2
h2

n∑
j=1

|∇ · Ij
z |21τ +

C

2
h2

n∑
j=1

|µj |21τ.(107)

T7 =
n∑

j=1

(∇ · (P̂h − ρh)Ij
w, ξ

j − ξjh)τ

≤ 1

2ε11

n∑
j=1

∥∇ · (P̂h − ρh)Ij
w∥20τ +

ε11
2

n∑
j=1

∥ejξ∥
2
0τ

≤ 1

2ε11

n∑
j=1

∥∇ · (P̂hIj
w − Ij

w)∥20τ

+
1

2ε11

n∑
j=1

∥∇ · (Ij
w − ρhIj

w)∥20τ +
ε11
2

n∑
j=1

∥ejξ∥
2
0τ

≤ h2
C

ε11

n∑
j=1

|∇ · Ij
w|21τ +

ε11
2

n∑
j=1

∥ejξ∥
2
0τ.(108)

Similarly,

T8 =

n∑
j=1

(∇ · (P̂d2

h − ρh)Ij
z , µ

j − µj
h)τ

≤ h2
C

ε12

n∑
j=1

|∇ · Ij
z |21τ +

ε12
2

n∑
j=1

∥ejµ∥20τ.(109)

T9 =
n∑

j=1

(q̄[b(ξj) − b(ξjh)], P̂hσ̂
j
w)τ

≤ ∥q̄∥∞Rbτ
n∑

j=1

∥ejξ∥0∥P̂hσ̂
j
w∥0

≤ ∥q̄∥2∞R2
bε13

2

n∑
j=1

∥ejξ∥
2
0τ +

1

2ε13

n∑
j=1

∥P̂hσ̂
j
w∥20τ.(110)

T10 = −
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξjh))]zj , P̂d2

h σ̂j
z)τ

≤
n∑

j=1

τ

∫
Ω

|d−1
2 (b(ξj)) − d−1

2 (b(ξjh))||zj ||P̂d2

h σ̂j
z| dx

≤ L2
d∥zj∥∞

n∑
j=1

τ

∫
Ω

|ejξ||P̂
d2

h σ̂j
z| dx

≤ (L2
d)2∥z∥2L∞(L∞)

ε14
2

n∑
j=1

∥ejξ∥
2
0τ +

1

2ε14

n∑
j=1

∥P̂d2

h σ̂j
z∥2τ.(111)
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T11 =
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξjh))]q̄µj , P̂d2

h σ̂j
z)τ

≤
n∑

j=1

τ

∫
Ω

|d−1
2 (b(ξj)) − d−1

2 (b(ξjh))||q̄||µj ||P̂d2

h σ̂j
z| dx

≤ L2
d∥q̄∥∞∥µj∥∞

n∑
j=1

τ

∫
Ω

|ejξ||P̂
d2

h σ̂j
z| dx

≤ (L2
d)2∥q̄∥2∞∥µ∥2L∞(L∞)

ε15
2

n∑
j=1

∥ejξ∥
2
0τ +

1

2ε15

n∑
j=1

∥P̂d2

h σ̂j
z∥2τ.(112)

T12 =

n∑
j=1

(d−1
2 (b(ξjh))q̄ejµ, P̂

d2

h σ̂j
z)τ

≤
n∑

j=1

ν2∥q̄∥∞∥ejµ∥0∥P̂
d2

h σ̂j
z∥0τ

≤ ε16
2
ν22∥q̄∥2∞

n∑
j=1

∥ejµ∥20τ +
1

2ε16

n∑
j=1

∥P̂d2

h σ̂j
µ∥20τ.(113)

T13 =
n∑

j=1

{
−1

2

[
(d−1

2 (b(ξj))P̂d2

h σ̂j
z, P̂

d2

h σ̂j
z)

+ (d−1
2 (b(ξj−1))P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

]
+ (d−1

2 (b(ξj))P̂d2

h σ̂j−1
z , P̂d2

h σ̂j
z)

− ([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))](P̂d2

h σ̂j−1
z − σ̂j−1

z ), P̂d2

h σ̂j
z)
}

= −1

2

n∑
j=1

[
(d−1

2 (b(ξj))P̂d2

h σ̂j
z, P̂

d2

h σ̂j
z)

+ (d−1
2 (b(ξj))P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

− 2(d−1
2 (b(ξj))P̂d2

h σ̂j−1
z , P̂d2

h σ̂j
ξ)
]

+
1

2

n∑
j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))]P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

−
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))](P̂d2

h σ̂j−1
z − σ̂j−1

z ), P̂d2

h σ̂j
z)

= −1

2

n∑
j=1

(
d−1
2 (b(ξj))(P̂d2

h σ̂j
z − P̂d2

h σ̂j−1
z ), P̂d2

h σ̂j
z − P̂d2

h σ̂j−1
z

)
+

1

2

n∑
j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))]P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

−
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))](P̂d2

h σ̂j−1
z − σ̂j−1

z ), P̂d2

h σ̂j
z)

= k131 + k132 + k133.(114)
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k131 = −1

2

n∑
j=1

∥d(−1/2)
2 (b(ξj))(P̂d2

h σ̂j
z − P̂d2

h σ̂j−1
z )∥20.(115)

k132 =
1

2

n∑
j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))]P̂d2

h σ̂j−1
z , P̂d2

h σ̂j−1
z )

≤ 1

2

n∑
j=1

∫
Ω

|d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))||P̂d2

h σ̂j−1
z |2 dx

≤ L2
dRb

2

n∑
j=1

∫
Ω

|ξj − ξj−1||P̂d2

h σ̂j−1
z |2 dx

≤ L2
dRb

2

n∑
j=1

∫
Ω

(∫ tj

tj−1

ξt(t) dt

)
|P̂d2

h σ̂j−1
z |2 dx

≤ L2
dRb

2
∥ξt∥L∞(L∞)

n∑
j=1

∥P̂d2

h σ̂j−1
z ∥2τ.(116)

Using the definition of σ̂j−1
z , we have

k133 = −
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))](P̂d2

h σ̂j−1
z − σ̂j−1

z ), P̂d2

h σ̂j
z)

= −
n∑

j=1

([d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))](P̂d2

h Ij−1
z − Ij−1

z ), P̂d2

h σ̂j
z)

≤
n∑

j=1

∫
Ω

|d−1
2 (b(ξj)) − d−1

2 (b(ξj−1))||(P̂d2

h Ij−1
z − Ij−1

z )||P̂d2

h σ̂j
z| dx

≤ L2
dRb∥ξt∥L∞(L∞)

n∑
j=1

τ

∫
Ω

|(P̂d2

h Ij−1
z − Ij−1

z )||P̂d2

h σ̂j
z| dx

≤ L2
dRb∥ξt∥L∞(L∞)

n∑
j=1

τ∥P̂d2

h Ij−1
z − Ij−1

z ∥0∥P̂d2

h σ̂j
z∥0

≤ L2
dRb∥ξt∥L∞(L∞)

ε17
2

n∑
j=1

∥P̂d2

h Ij−1
z − Ij−1

z ∥20τ +
1

2ε17

n∑
j=1

∥P̂d2

h σ̂j
z∥20τ

≤ L2
dRb∥ξt∥L∞(L∞)

ε17
2
h2

n∑
j=1

|∇ · Ij−1
z |21τ +

1

2ε17

n∑
j=1

∥P̂d2

h σ̂j
z∥21τ.(117)

T14 =
n∑

j=1

(b(ξinit) − b(ξhinit), ξ
j − ξjh)τ +

n∑
j=1

(µinit − µh
init, µ

j − µj
h)τ

+
1

2
∥P̂hσ̂

0
w∥20 +

1

2
∥d(−1/2)

2 (b(ξ0))P̂d2

h σ̂0
z∥20

≤
n∑

j=1

Rb
ε18
2

∥ξinit − ξhinit∥20τ +
1

2ε18

n∑
j=1

∥ejξ∥
2
0τ +

n∑
j=1

ε19
2

∥µinit − µh
init∥20τ

+
1

2ε19

n∑
j=1

∥ejµ∥20τ +
1

2
∥P̂hσ̂

0
w∥20 +

ν2
2
∥P̂d2

h σ̂0
z∥20
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≤ Ch2 +
1

2ε18

n∑
j=1

∥ejξ∥
2
0τ +

1

2ε19

n∑
j=1

∥ejµ∥20τ

+
1

2
∥P̂hσ̂

0
w∥20 +

ν2
2
∥P̂d2

h σ̂0
z∥20.(118)

Combining (87)–(118), using the property of b(·) in (30),(31), and Assumption 3(B),
and taking appropriate choices of εi’s, we have

n∑
j=1

∥ejξ∥
2
0τ +

n∑
j=1

∥ejµ∥20τ + ∥P̂hσ
n
w∥20 + ∥P̂d2

h σn
z ∥20

≤ C

h2 + τ2 +
n∑

j=1

 j∑
k=1

∥ekξ∥20τ

+
n∑

j=1

 j∑
k=1

∥ekµ∥20τ


+

n∑
j=1

∥P̂hσ̂
j
w∥20τ +

n∑
j=1

∥P̂d2

h σ̂j
z∥20τ + ∥P̂hσ̂

0
w∥20 + ∥P̂d2

h σ̂0
z∥20

 .(119)

Using Gronwall’s Lemma, the proof is complete. �

7. Numerical Examples

In this section, we conduct two experiments, one in 1D, where we compute the
error, and the other in 2D, where we study the behavior of biofilm U1 and nutrient
U2 in a complex porous medium with realistic data.

We consider system (68). We recall, from Sec. 4.1.2, equation (15b), that

Gn
1 = −∇h · (q̄Un−1

1 ) +
1

τ
Un−1
1 ,(120a)

Gn
2 = −∇h · (q̄Un−1

2 ) +
1

τ
Un−1
2 ,(120b)

where ∇h denotes explicit upwind flux. At each time step n, we implement the
operator splitting method [24]. That is, we first find the solution (Ũn

1 , Ũ
n
2 ) explicitly

for the advection part

Ũn
1 = τGn

1 ,(121a)

Ũn
2 = τGn

2 .(121b)

Then we find the solution (Un
1 , U

n
2 ,Λ

n) for the diffusion–reaction system

(τA1(Ũn
1 ) + I − τM1(Un

2 ))Un
1 + τΛn = Ũn

1 ,(122a)

τM2(Un
2 )Un

1 + (τA2(Ũn
1 ) + I)Un

2 = Ũn
2 ,(122b)

which is solved along side with the equation Un
1 − P[0,u∗](U

n
1 − Λn) = 0, where

P[0,u∗](U) = max{0,min(U, u∗)}. Semi-smooth Newton method [39] is used to
solve the last nonlinear system.

Example 7.1. In this example, we consider a tube in 1D of length 1, with bound-
aries at x = 0 and x = 1. We assume that the medium is rich of nutrient with an
initial nutrient u2init = 1. The nutrient is also constantly injected at the wall x = 1.
The initial biomass is equal to u1init = 0.8, which is not mature yet. We assume
that it becomes mature at u∗ = 0.9, and its maximum density u∗ = 1. The fluid in
the medium flows at rate equal to 5 × 10−5. Table 1 provides the data we use in
this experiment.
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Table 1. Parameters used in Example 7.1.

d0 α dN,w β γ κ q̄ u1init u2init = u2D
10−4 2 6 1 1.18 × 10−3 0.44 5 × 10−5 0.8u∗ 1

Figure 2 shows that the mature biofilm forms around the time t = 0.25. Then
it continues growing until it reaches its maximum density u∗ = 1 at time t = 2.5
when Λ changes from being 0 to being a positive number to prevent the biofilm from
exceeding its maximum density. After that, biofilm stops growing upward, but it
continues growing forward exploiting the availability of nutrient that is transported
by the flow in the biofilm domain.

Figure 2. Evolution of the solution (U1, U2) of Example 7.1, h =
0.2, τ = 10−3. The solution U1 satisfies the constraint U1 ≤ u∗ = 1,
and the Lagrange multiplier Λ becomes active in the region where
U1 = u∗. The diffusivity of nutrient is lower whenever U1 ≥ u∗ =
0.9 which is visible in the profile of U2.

Example 7.2. The aim of this example is to test the errors
√∑

n ∥en1∥20τ and√∑
n ∥en2∥20τ , where en1 = un1 − Un

1 , e
n
2 = un2 − Un

2 . We consider the same data in
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Example 7.1 in 1D which is given in Table 1 except some slight changes, so U1 hits
its maximum u∗ = 1 so quickly faster than it takes in Example 7.1 which allows us
to compute the error when the constraint takes place. We start at initial biomass
equal to u1init = 1, the uptake rate β = 2, and flow velocity equal to 0.01.

We compute the numerical solution (U1, U2) at different values of h and τ shown
in Table 2. Since the analytical solution of the system (1) is difficult to obtain, we

compare the numerical solutions with a solution (Ufine
1 , Ufine

2 ) computed at a fine
spatial step size hfine = 0.001 and a fine temporal step size τfine = 10−4.

Table 2 shows the order of convergence of L2(Err1) =
√∑

n ∥en1∥20τ and L2(Err2) =√∑
n ∥en2∥20τ for Example 7.2. We would like to note that since it is hard to

compute these errors at each time step, we rather compute the error at some
steps n, with tn ∈ {0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.85}. As it is shown in the ta-
ble, the error converges of the first order as we expected. We also compute the
error in the max norm in time for the same example in Table 3, i.e., we compute
max(Err1) = maxn ∥en1∥0 and max(Err2) = maxn ∥en2∥0 at the same steps as be-
fore. As we notice, the order of convergence of  L2(Err1), which we theoretically
analysed, exceeds that of maxn(Err1). Figure 3 illustrates the order of conver-
gence of the errors in these two norms. See also the solutions at t0.55, t0.65, t0.75 in
Figure 4.

Table 2. Order of convergence for Example 7.2; L2(Err1) =√∑
n ∥en1∥20τ , L2(Err2) =

√∑
n ∥en2∥20τ .

h τ L2(Err1) L2(Err2) L2(Err1) order L2(Err2) order
0.02 0.02 0.042379 0.0010275 - -
0.01 0.01 0.0151 0.00030577 1.4888 1.7487
0.005 0.005 0.0074604 8.9094e-05 1.0172 1.779
0.0025 0.0025 0.0020002 2.1826e-05 1.8991 2.0293

Table 3. Order of convergence for Example 7.2; max(Err1) =
maxn ∥en1∥0, max(Err2) = maxn ∥en2∥0.

h τ max(Err1) max(Err2) max(Err1) order max(Err2) order
0.02 0.02 0.151 0.0031494 - -
0.01 0.01 0.071414 0.0013377 1.0802 1.2353
0.005 0.005 0.054772 0.00055935 0.38277 1.258
0.0025 0.0025 0.017866 0.00018686 1.6163 1.5818

Next, we study the effect of the flow rate q̄ on the growth. This flow rate is
assumed known in this paper, but it is important to study whether q̄ is trivial or
nontrivial in Ωb, in other words, respectively, whether Ωb is considered impermeable
or permeable to the flow. In addition, we want to see whether the character of the
flow in Ωb plays a role (such as Stokes-like or Darcy-like). In our computational
experiments q̄ is determined by a coupled heterogeneous Brinkman flow model
−µ∆q̄ + kbχΩb

q̄ + ∇p = 0;∇ · q̄ = 0, in which this bio-gel permeability in Ωb

is denoted by kb. To study the aforementioned scenarios we set kb = 0 for the
impermeable case, kb moderate for Darcy-like flow in Ωb, and use a large kb ↑ ∞
for the case when the flow in Ωb is Stokes-like. We use realistic data form [35] listed
in Table 4.
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Figure 3. Order of convergence of L2(Err1) =
√∑

n ∥en1∥20τ ,

L2(Err2) =
√∑

n ∥en2∥20τ in the left, and of max(Err1) =
maxn ∥en1∥0, max(Err2) = maxn ∥en2∥0 in the right for Exam-
ple 7.2.

Figure 4. Numerical solution (U1, U2) of Example 7.2 at t = 0.55
in the left, t = 0.65 in the middle, and t = 0.75 in the right. The
front keeps moving in time due to the high availability of nutrient.
The meaning of U∗,Λ is as explained in Figure (2).

Example 7.3. We consider a single-pore medium Ω = (0, 1)2[mm]2 shown in Fig-
ure 5. Initially, ten percent of the non-rock region is filled with biomass (u1init = 0.6)
with no nutrient. Then the nutrient is injected through the left boundary of Ω. We
set Neumann no-nutrient flux conditions on the rest of the boundaries. We also
assume that there is no biomass flux on all of the boundaries. The ambient fluid
flows from left to right at initial rate of q̄init = 3.6× 10−3[mm/h]. See the parame-
ters used in this example in Table 4, which is realistic data obtained form [35] with
slight changes.
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Table 4. Parameters used in Example 7.3.

d0 α dN,w β γ κ q̄init u1init u2init u2D
10−4 2 6 1 1.18 × 10−3 0.5 3.6 × 10−3 0.6u∗ 0 1

Figure 5. A sample of a porous medium Ω = Ωn ∪Ωr, where Ωn

in white, and Ωr in black.

Figure 6. Accumulation of biomass near the rock surface . Left:
initial biomass. Middle and right: biomass concentration and
biofilm domain, respectively, after 4 hours of providing nutrient.
Ωb: the biofilm domain, Ωn : the fluid domain, and Ωr : the rock
domain.

Once the flow starts, biomass accumulates in the region near the rock surface as
it is shown in Figure 6. At high flow rate, the immature biomass is driven away,
therefore, most growth occurs at low flow rate as it is shown in Figure 7. As biofilm
grows, the flow region decreases, and hence its velocity increases.
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Figure 7. The effect of flow on biofilm growth when Ωb is assumed
permeable to the flow and the flux q̄ is obtained with kb = 10−5.
Top: the biofilm evolution. Middle: the flow velocity. Bottom: the
nutrient.

Next, we consider various scenarios of the character of the flow q̄ which gives
us availability of nutrient inside Ωb. To this aim, we consider different values of
bio-gel permeability kb ↑ ∞ when Ωb is permeable, kb = 10−5 when Ωb is partially
permeable, and kb = 0 when Ωb is impermeable. As it is illustrated in Figure 8, as
kb increases, the biofilm grows faster and fills up the pore more quickly. We also
see that the flow velocity is affected by the permeability of bio-gel. Table 5 shows
the time needed for the biofilm of different kb to clog and fill up the pore.

Table 5. Time taken for the biofilm to clog and fill up the pore
with different permeability kb of Example 7.3.

Permeable Partially Permeable Impermeable
Biofilm permeability kb ∞ 10−5[mm2] 0

Time when clogged 9.1[h] 9.18[h] 9.2[h]
Time when filled up completely 12.75[h] 12.83[h] 12.91[h]

8. Summary and future work

In this paper we carried out rigorous analysis of a mixed finite element approxi-
mation (MFEM) of lowest order for a nonlinear constrained parabolic system mod-
eling biofilm growth, with advection. We also illustrated the results with numerical
experiments. We believe our results are first for such a system, and that they also
extend known theory for MFEM for scalar parabolic variational inequalities to the
case with nonlinear diffusivity and advection.
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kb = ∞ kb = 10−5 kb = 0

Figure 8. The effect of assumption on the accessibility of nutrient
by advection associated with the permeability of biofilm domain kb
on the biofilm growth. Top: the biomass concentration. Middle:
the biofilm domain. Bottom: the flow velocity. Recall the case
kb = ∞ (left column) allows Stokest-type flow on the domain,
kb = 0 (right column) makes q̄|Ωb

= 0, and the intermediate kb
(middle column) allows Darcy-type flow in Ωb.

In future work we aim to relax the somewhat stringent assumptions on the
regularity of the solutions required for convergence. We also plan to study the
error in the coupled flow problem, and consider other modeling and theoretical
extensions.
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