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In this paper, we consider a regularization strategy for the factorization method
when there is noise added to the data operator. The factorization method is a
qualitative method used in shape reconstruction problems. These methods are
advantageous to use due to the fact that they are computationally simple and
require little a priori knowledge of the object one wishes to reconstruct. The
main focus of this paper is to prove that the regularization strategy presented
here produces stable reconstructions. We will show this is the case analytic-
ally and numerically for the inverse shape problem of recovering an isotropic
scatterer with a conductive boundary condition. We also provide a strategy for
picking the regularization parameter with respect to the noise level. Numerical
examples are given for a scatterer in two dimensions.
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1. Introduction

We are interested, in studying a regularization strategy for the factorization method to prove
that it is stable with respect to noise added to the positive compact data operator. This is a
qualitative reconstruction method that can be used to solve many inverse shape problems.
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The factorization method was first introduced in [27] for reconstructing a sound soft or hard
scatterer from the far-field measurements. Over the years the factorization method has become
auseful analytical and computational tool for shape reconstruction. See the papers [8,9, 11, 12,
14,20,21,25, 35, 38] and the references therein for applications of the factorization method for
solving inverse shape problems for elliptic and hyperbolic partial differential equations(PDEs).

The main idea behind the factorization method is to connect the unknown region to be recon-
structed with the range of your data operator. This is done by considering a linear ill-posed
equation that is only solvable if and only if the ‘sampling point’ is in the region of interest.
Therefore, one can use Picard’s criteria to reconstruct the region. To do so, one constructs an
imaging functional that is a series were the sequence is defined by an inner—product in the
numerator and the eigenvalues of a compact operator in the denominator. This could cause
instabilities in the reconstruction since the denominator tends to zero rapidly. To stabilize the
numerical reconstructions the authors in [5] developed a generalized linear sampling method
(GLSM) that uses the ideas from the factorization method to derive a new imaging functional.
The analysis provided in [1, 5] connected the factorization method and the linear sampling
method [16] (see [15, 33, 37] for other applications). This idea was further studied in [22,
25] where a similar imaging functional was derived as in [5] using any suitable regularization
scheme.

The imaging functional derived in the papers [22, 25] are referred to as the regularized
factorization method. Here we show that this method is stable with respect to noise in the data.
The work in this paper is mainly influenced by the analysis in [1, 2, 19, 28, 34]. These papers
all study different imaging functionals from qualitative reconstruction methods to provided
accurate and stable methods for shape reconstruction. In order to prove that the regularized
factorization method is stable with respect to noise in the measured data, we will use results
from perturbation theory to prove our main result. The work in [5, 34] focuses on a specific
regularization technique i.e. a generalized linear sampling approach in [5] and the truncated
singular value decomposition (SVD) in [34]. This manuscript generalizes this idea to be valid
for any regularization method whose filter function satisfies the assumption of the main result.
In [20, 22, 23] the regularized factorization method studied was applied to different inverse
shape problems but no theoretical justification for the case of a perturbed operator.

The rest of the paper is structured as follows. We begin by discussing some results from
perturbation theory that will be used in our analysis. First we discuss some known results and
then we will provided the necessary extension to the problem under consideration. This will
allow us to prove that the regularized factorization method is stable with respect to noise added
to the data. With this, we will then apply the theory to recover an isotropic scatterer with a con-
ductive boundary. To do so, we will factorize the far-field operator and analyze the operators
in the factorization to prove that our theory holds. Lastly, we will provide some numerical
examples in two dimensions for recovering the scatterer. In our numerical experiments, we
will derive an analytical method for picking the regularization parameter.

2. Results from perturbation theory

In this section, we will discuss some abstract results related to perturbation theory that will
be used to prove the main result of the paper. The results that we will need pertain to the per-
turbation of a self-adjoint compact operator acting on a Hilbert space. We will review some
of the results and analysis in [26, 34]. We are motivated by the work in [22, 25] where regu-
larized variants of the factorization method were developed. This method has been applied to
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diffuse optical tomography [22], electrical impedance tomography [20] and inverse scattering
[23]. In the aforementioned papers, the results hold when one has the unperturbed data oper-
ator whereas we wish to extend the results when one only has access to the perturbed data
operator.

2.1. Theory for positive self-adjoint compact operators

To begin, we will assume that K and K° : X — X are a pair of positive self-adjoint compact
operators acting on a Hilbert space X. We will also assume that, K° is a perturbation of the
operator K such that ||K — K°|| < 6 for some 0 < § < 1 where | - || denotes the operator norm.
From the Hilbert—Schmidt theorem, we have that both operators are orthogonally diagonaliz-
able such that

Kx = Z)\n (x,%,)y %, and K°x= Z)\,‘i (x,xg)xxﬁ

j=1 n=1

where )\, and )\,‘2 € R are the eigenvalues in non-increasing order that tend to zero as n — oo.
Here, x, and xg are the corresponding eigenfunctions that form an orthonormal basis of X.

We have the continuity of the spectrum i.e. Hausdorff distance between the spectrums sat-
isfies that

dist (spec (K) , spec (K5)) < ||IK—-K°||

where we let spec(-) denote the set of eigenvalues for a self-adjoint compact operator [26].
Now, assume that for a fixed n € N we have that

dist (Ay, spec (K) \ { A\ }) =inf {|\y — Au| + Ap # A with A, € spec(K)} > p

for some p > 0. Then, we can define the spectral projection as in [26] on the eigenspace cor-
responding to the eigenvalue \, and \S which are given by the

1 _
Po==— [ (M—K)"'d\ and P} =
2771 T

1

A _ g 7!
5 F”(/\1 K’) dx (1)

n

where I, = OB(\,; p/2) provided that p/2 > §. Here, we define the sets for the integrals as
OB (An;p/2) ={€ €C : | — \y| = p/2 for some given p > 0}.
Therefore, the integrals are over the contour I',, in the complex plane. Notice, that since we have
assumed that p/2 > § this implies that the intersection of I, with either spec(K) or spec(K?)
is empty. Indeed, since we have assumed that dist(\,, spec(K) \ {\,}) = p we have that
dist (T, spec (K)) = p/2
and by the triangle inequality we can easily obtain that

dist (1“,,, spec (Kﬁ)) > p/2—3 which is assumed to be positive.

Therefore, the contour integrals in (1) are well defined bounded linear operators by the
Fredholm alternative (see for e.g. [26, 34]).
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By theorem 4.2 in [34] we have the following norm estimate

P — P < provided that  p/2 > 6. 2)

5
p/2—46

Since, we are interested in the case when 0 < § < 1 we will assume that 6 € (0,1/4) which
gives that we can take p/2 = /4. With this, some simple calculations using (2) gives that

|P,—P}|| <2V/6 provided that & € (0,1/4). 3)
Now, by proposition 4.3 of [34] we have that the projection operators are given by
P.x= Z (x,%,)y%, and Plx= Z (x,x,‘z)xxg
A=, A=2S

i.e. the projection onto the space spanned by the orthonormal eigenfunctions corresponding to
a specific eigenvalue. Therefore, we have that

3 1) = 3 [l = WPl = Pl < 3 | @
A=AS

The above estimate is obtained by using the definition of the norm on X and the triangle
inequality (see [34] for details). With this, we can now extend these result for a positive oper-
ator mapping a Hilbert space into it is dual space.

2.2. Extension of standard perturbation results

In this section, we will use the perturbation theory discussed above for positive self-adjoint
compact operators to positive compact operators that map X into it is dual space X*. To this
end, we assume that A and A% : X — X* are acting on the complex Hilbert space X that are
positive and compact. As in the previous section, we will assume that A° is a perturbation of
A satisfying the inequality

|[A—A°| <& forsome 0<d<1. 5)

Here, we will assume that (-,-)xxx~ denote the sesquilinear dual-pairing between X and X*.
Furthermore, we shall assume that H is the Hilbert pivoting space such that the dual-pairing
coincides with the inner-product on the H with X C H C X* (with dense inclusion) forming a
Gelfand triple.

In order to use the theory for self-adjoint compact operators, we let R : X* — X denote the
bijective isometry given by the Riesz representation theorem such that

Rl=x; where (x,x7)y=(x,l)xxx~ forall xeX. (6)

Note, that due to the fact that the dual-pairing is sesquilinear, we have that R is a linear isometry.
Therefore, we have that RA and RA% : X — X and satisfy

IRA —RA®|| = A —A°|| <6
Notice, that the operator RA : X — X satisfies
(x,(RA)x)y = (x,Ax)xxx- >0 forall xeX)\{0}

4
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since A is assumed to be positive and similarly for RA®. By appealing to theorem 3:10-3 in [32]
we have that RA and RA? are positive self-adjoint compact operators acting on the complex
Hilbert space X. This implies that, we have the results and estimates from section 2.1 where
K = RA and K° = RA®. From this, we let

{M;xn} €ERsox X and {Aé-x‘s} ER. o xX

n)’n

denote the eigenvalues and orthonormal functions for RA and RA®, respectively. By the con-
tinuity of the spectrum we have that

dist (spec (RA) , spec (RA‘S)) <.
Now, we can define the corresponding orthonormal dual-basis ¢, and éﬁ € X* such that

Rl,=x, and R{>=x} forall neN, respectively.

n

Note, that X* is also a Hilbert space with the inner—product
(l,0)ys = (xg,x,)y forall £,p € X* where Rl =x;and Ry = x,.
From the analysis in [22], we have that

{Nixni b} €Roo x X x X* and  {A5x0500} € Rog x X x X
corresponds to the SVD for the operators A and A%, respectively.
With this we can now provide the main perturbation result that will be used to study the
regularized factorization method in the preceding section. To this end, following in a similar
manner as in [34] we need to define

N(6) = sup {n €N : dist(\,,spec(RA) \ {\,}) =2Vd and 8nV/5 < 1}. @)

Notice, that as § — 0" we have that N(§) — oo. Now, we prove a vital result for extending
the regularized factorization method for a perturbed positive compact operators mapping the
Hilbert space X into the dual space.

Theorem 2.1. Assume that A and A : X — X* are positive and compact satisfy (5). Then for
any n € N we have that )\2 — M\, as 6 — 07 as well as

N(6)
D G Oxsex I = [ty x| < V1] -
n=1

where N(9) is defined by (7) provided that § € (0,1/4) for any ¢ € X*.

Proof. To begin the proof, notice that by the continuity of the spectrum for each n € N we
have the estimate |\> — \,| < & proving the convergence of the eigenvalues.
To prove the claimed estimate, we first note that by (6) we have that

(X, ) xxx+ = (Xn,X¢)y and <xg,€>XXX*:(xﬁ,xg)X forall neN
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with x, = R/. Therefore, we have that

N(8) N(3)

S I o2 = 10 O P = D7 11 (ee.2) o = |Gy )

n=1 n=1

We now, let M(4) be the number of distinct eigenvalues from Ay > --- > )\N((;). With this, we
can appeal to (4) to obtain that

N(8) M(5)
D1 Oxocxe P = [0, O 7] = D 1PRxellx = | Paxell
n=1 n=1

where P, and P? are given by (1) with the self-adjoint compact operators RA and RA°, respect-
ively. We can again use (4) to obtain the estimate

N(3)
D [ Oxcxe P = 1o, ) xxx [P] < M (&) max { | Pocelf = 1Pxelk = n <N ()}

n=1
< N () max {4|x|3||P. — P|| : n<N(5)},
where we have used the fact that M(§) < N(6). Now, by (3) we have that
max {4|xe||}]|Pa — P3|| - n <N(6)} < 8V6||xe|[3

since we have assumed that 6 € (0, 1/4). By the fact that R is an isometry, we have the equality

|lx¢]lx = ||€]|x+. Combining the above inequalities gives that
N(S)
D (1680 O P = o, Oxscx- 2] < 8N (8) V31115
n=1
< V6|43
by using the fact that 8N(§)v/d < 1, proving the claim. O

Notice, that a rephrased version of theorem 2.1 is still valid for the case when the operators
map the X into itself. Using this result we can prove that the regularized factorization method
is stable with respect to noisy data. Also, we can remove the assumption that X is a complex
Hilbert space by adding the assumption that the mapping

()C7y) — <y>Ax>X><X*

is symmetric see [22] for details.

3. Regularized factorization method with error

In this section, we will study the regularized factorization method for a perturbed positive
operator A° : X — X*. As in the previous section, we assume that X is an infinite dimensional
Hilbert space and X* is the corresponding dual space where X C H C X* forming a Gelfand

6
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triple with Hilbert pivoting space H. In our analysis, we will assume that A° is a perturbation
of the operator A : X — X* satisfying (5). The operator A, is assumed to have the factorization

A=S*TS with S:X—V and T:V—>V ®)

with V also being a Hilbert space. The adjoint operator for S is the mapping S*: V — X*
satisfying the equality

(8x,v)y = (x,8"V)xxx- forall veVandxelX.
Assumption. The operators S and 7 satisfy that:

e the operator S is compact and injective
e the operator T is bounded and strictly coercive on Range(S).

Notice that, from the factorization of the operator A we have that it is also positive and compact.
In [22], it is proven that one can connect the Range(S*) to the SVD of A denoted
{ ;%0360 € Rog X X X X* such that

1
¢ € Range (S*) if and only if Z X | (s O xxex | < 00 )
n

(see [19] for the case when A maps X into itself). Note, that due to the fact that A\, — O (rap-
idly) as n — oo a regularized version of (9) was proven. This is due to the fact that, in shape
reconstruction problems, using (9) could result in some numerical instabilities (see for e.g.
[23]). With the above assumptions, it is shown that

¢ € Range (S*) if and only if limigf@c(’ JAXY ) yxxr < 00 (10)
a—

where x is the regularized solution to Ax = ¢. In order to define the regularized solution x®
we again use the SVD of A which gives that

o Pa (M) 7—¢
x& = Z T(x,,,@XXX* X

where we have used that
(b, 0)ye = (xn , L)xxx- forall neN where R{,=x,.

Here, we will assume that for o > 0 the family of filter functions ¢4 (¢) : [0,[|A]|]] — R0 sat-
isfies that for 0 < 7 < ||A||

im ¢o (1) =1, ¢a(t) < Crg and ¢q (f) < Cot foralla >0 (11)

a—0

where the constant Cy, is independent of the regularization parameter . The filter functions
for Tikhonov regularization and Landweber iteration are given by

2 a
¢a(l):m and ¢a(t)=1—(l—ﬂt2)l/7 (12)
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respectively (see for e.g. [29]). For the Landweber iteration we assume that o = 1/m for
some m € N and constant 3 < 1/||A]|>. Note, that the assumptions on the filter functions in
equation (11) are standard in regularization theory.

Next, we will prove a similar result as in (10) where one uses the perturbed operator AS,
This is usually the case in applications where the measurements are polluted by random noise.
One last assumption we need is that

ba (X)) — ¢a (M) as §— 0" forall a>0. (13)

Therefore, we will assume that ¢, () is continuous with respect to 0 < ¢ < ||A||. This is true
for the filter functions presented in (12). It is clear, that for both filter functions in (12) we have
that Ceg = 1 along with

Co=1/(2Va) and Co=+/B/c

for Tikhonov regularization and Landweber iteration, respectively (see for e.g. theorem 2.8 of
[29]). Notice, that the condition ¢, (f) < C,t implies that the mapping ¢ — ¢2,(¢)/t for t >0
and ¢2,(1)/t = 0 at t =0 is uniformly continuous on [0, [|A[]].

From this, we note that now using the singular value decomposition for A’ denoted by
{A2:x%: 4%} € R x X x X* then we have that

no n’n

o (A
xé,a = Z (b )S(; ) <x2a€>x><x* XZ (14)

where x5 is the regularized solution to A%x = . Notice that, in (14) we have used the fact
that

(Z,Zg)x* = (x¢ 7‘€2>X><X* forall neN where R{=x,.
With the expression for x> given in (14), we are now ready to prove the main result of this
section i.e. to extend the result in equation (10) for perturbed operator A°.

Theorem 3.1. Let A® : X — X* be a positive compact operator that is the perturbation of the
operator A : X — X* satisfying (5). Assume that A = S*TS such that S is compact and injective
as well as T being strictly coercive on Range(S). Then we have that

¢ € Range (§*) — hmlnfhmlnf( S A0 o xe < 00
a—0t =01

where x> is the regularized solution given by (14) to A°x = ¢.

Proof. Notice, that due to the fact that {\3;x%; 2} € R+ x X x X* is the SVD for the compact
operator A° we have that A%x? = A\2¢? for any n € N. Therefore, we see that

AP =" o (N)) (63, 6) oo £

by appealing to (14). From the fact that, £9 is the dual basis for x0 with respect to the dual-
paring, we obtain the equality

<x6,a A(Sxé,a> _ Z ¢2 ( ) ‘< €> |2
) XxX* — A(s XXX*| -



Inverse Problems 39 (2023) 115007 | Harris

In a similar manner we have that

2

o2 (
(% AXS ) e xe = Z [(Xn, ) xx x+

In order to prove the claim, we bound (above and below) the quantity

liminfliminf(x>®  A°x%%)
a—0t §—0t

XX X*
by the quantity lim %ﬂf(xa ,Ax*)xx x+ and apply the result in equation (10).
a—

To this end, we will now prove the aforementioned upper bound. Therefore, we assume that
N(0) is defined by (7) then we have that

(5, D) xex |2

o (M)
<x6,a 7A5x67a>X><X* — Z

)\6
é §
= i;:) ¢a£; ) | Xn, ¢ X><X*| “’1%;:) ¢a£;\ ) [ xn:€>X><X*|2_ |<xn7é>X><X*|2}
n=1 = "
5
+ Z ( ) (), O |- (15)
n=N(8)+1 An

Notice that, since A has dense range in X*, this implies that A has infinitely many distinct
eigenvalues (since X is infinite dimensional) and therefore N(§) tends to infinity as § — 0.

To prove the required upper bound, we first consider the middle term in the second line of
equation (15)

N(3) ¢2 (A3)
a)\(;" 160, D= [ = [ (n, O xx IP] < 5, ZXS O xxx= [ = | (ons D]
n=1 n

N(é)
<A, O xex I = 1 (s O

2]'

Notice that, we have used the assumptions on the filter functions in (11) in the first inequality
and the fact that the singular values \% are assumed to be in non-increasing order. By appealing
to theorem 2.1 we have that

SR 00) 4
D7 S (1068 D P = s Do ] < CAAT VB 1
n=1 n

Now, we will estimate the last term in (15) such that

oo 2 )\5 oo
> %)55 :) [, Oxoex= P < C > A, Oxexe |
0)+1

n n=N(8)+1

o

<SCMeym Y. 1 Oxxe |
n=N(d)+1

< CAY
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Here, we have used the fact that (£2,)x« = (xJ,€)xxx~ for all n € N and the fact that £3 is an
orthonormal sequence in X*. Combining these two estimates with (15), we have that

N

N(8) 1o
Pa (M
e A0 g < 500 0 et Ny 1B + CATB-
n

n=1

We see that by taking the lim il’lf of the above inequality, we have the estimate
6—0

liminf(x>® A%x%)y Z

|2
6—0+ '

.Xn, X><X*

This is obtained by showing the the first term converges to the desired estimate by standard
arguments where as the other terms tend to zero. With this, we have the upper bound

5 6.0
Pre’ , A X ,OL>

liminfliminf(x XxX* hmmf(x JAXY ) xocxn - (16)
a—0t §—0* a—0+

Now, we prove a similar lower bound to complete the proof. Therefore, we again need to
estimate

¢4 (W) ) 62 (A7)

5 2 5 2
[{Xn, D) xxx=|” = | (X £) x5 x|

<x(5,()4 7A6x6’a>x><x* — Z

n=1
SEICIP

—Z xm X><X*| +Z

>
So

[ (S, 0 xcx+ |* = | (o, £) x x+ |2}

From the previous estimates, we have that

=z

©) 52 (33)
A

(x5 AT e > CIAVS €] 3 (17)

|<xn7£>X><X* 2

n=1

Again, we take the ltism irlf of the above inequality (17) to obtain that
—0

liminf (x>, A%x>%)y Z% | (s ) xexe 2
§—0*t

where we have again used that N(§) — oo as § — 07 as well as the continuity of the spectrum.
Therefore, just as in proving the upper bound we take liminf to obtain

a—0t
liminfliminf(x>® A°x>%)y, x > Himinf(x® , Ax®) yx x. (18)
a—0t §—0t a—0t

Combining the estimates in equations (16) and (18), we have that

liminf(x® ,Ax®)xxx- < 00 <= liminfliminf(x>® A°x*%)x, x- < 0o
a—0+ a—0t §—0t

and the result follows directly from equation (10), proving the claim. O

10
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Remark. The positivity assumption on the perturbed operator in theorem 3.1 may not hold in
applications. This is due to the fact that the perturbation will shift the eigenvalues and there
is no guarantee that the perturbed operator will remain positive. For problems coming from
inverse scattering, when appealing to the A = F} factorization method (where F is the known
far-field operator see section 4) it is clear that the perturbed operator is non-negative. Therefore,
we notice that the analysis in this section still holds if the perturbed operator is non-negative
by using the fact that when \? = 0 we define ¢2 (\3)/\? = 0 in the proof of theorem 3.1. With
this we see that the assumption that A® being positive can be weakened to non-negative.

We see that equation (10) and the newly obtained result in theorem 3.1 are similar to the
results found in [5] (see also [3]). In [5], the authors developed the GLSM. In short, the GLSM
considers minimizing the functional

To (x;0) = a(x, AX) x5 x+ + |[|Ax — £||3-

where A has the factorization (8) (under less restrictions on 7). For this case, it can be shown
that the minimizer of the functional is given by

o >\" T\
* :Zm@‘m@mx*xn'
Notice, this implies that the filter function corresponding to the GLSM is given by

ot
a4t

ba (1) (19)

and notice that for all >0

lin})qﬁa (=1, oo (1)<l and ¢, (1) <Cyt forall a>0
a—

where C,, = 1/c. Therefore, we can see that the GLSM for the perturbed operator A° fits with
in the theory presented here. From this, provided that x> is the minimizer of

TS (550) = alx,Ax)xsex- + |A°x — €3

where A and A% satisfy the assumptions of theorem 3.1 we can conclude that

¢ € Range ($*) <= liminfliminf(x>® A°x*)x, x- < 00.
a—0t -0t
This gives another family of filter functions to use in numerical reconstructions. Also, this
simplifies the results in [5] that pertain to the case of a perturbed positive data operator. For
more applications of the GLSM, we refer to [4, 36, 39] for a few examples.

4. Application to an inverse shape problem in scattering

In this section, we will apply the theory developed in section 3 to a problem coming from
inverse scattering. Here, we will consider the problem of recovering an isotropic scatterer with
a conductive coating from the measured far-field data. The factorization method was initially
studied for this problem in [7] and another factorization was recently studied in [13]. Using the
newly derived factorization of the far-field operator derived in [13] we will show that theorem
3.1 can be applied to this inverse shape problem. We note that, when the given perturbed data

1
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operator maps a Hilbert space to itself then the dual-pairing in theorem 3.1 is replaced with
the inner-product on the Hilbert space.

We let u denote the total field given by u = u® + u'. Here, the incident plane wave is denoted
by u' = e*¥ with wave number k >0 and incident direction y € S¢~! (i.e. the unit circle/
sphere) is used to illuminate the scatterer D. Throughout this section, the scatterer D C R¢
(with d =2 or 3) is a simply connected open set with C> boundary 0D with unit outward
normal vector v. When the incident plane wave interacts with the scatterer it produces the
scattered field u* € H].(R?) that solves the boundary value problem

Aus +n(x)ut = =k (n(x) — 1) u in RA\OD
[w]=0 and [§,u’] =—n(x)(u*+u') on OD. <0
Here, the normal derivative is given by 0,,¢ = v - V¢ for any ¢. Also, we have that
[¢]:=(¢"~¢7) and [9,0]:= (06" ~0uo")
with ‘=’ and ‘+’ corresponds to taking the trace on 0D from the interior or exterior of D,

respectively. Lastly, to close the system, we impose the Sommerfeld radiation condition on
the scattered field »® given by

1

6rlfis — ikl/ls =0 (r(d-‘rl)/Z

) as r=|x| > o0 21

which holds uniformly with respect to the angular variable X = x/r.
We will assume that the refractive index n € L*°(R?) and conductivity n € L°°(0D). In [7],
it has been proven that (20) and (21) is well-posed provided that

$(n) >0ae.inD and $(n) >0ae. ondD

where supp(n — 1) = D. Therefore, it is well known that for any incident direction y the
scattered field u® has the asymptotic behavior (see for e.g. [10])

eik\x\ 1
s 8 00 (o L
¢ 05) =1 {640 (1) ] ws o

where the constant + is defined by

im/4 1

e

=——— for d=2 and =— for d=3.
7 V8mk R

Here, the far-field pattern u>° depends on both the observation direction x and incident direction
y. Given the measured far-field pattern we can define the associated far-field operator denoted
F which is given by

FO@ = [ 0™ E5)26)d56) for gel(S) )

mapping L*(S?~!) into itself.
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Now, in order to apply theorem 3.1 we need to factorize the far-field operator F. To this
end, we have that in [13] the integral identity

i () :kz/D(n (@) = 1)® (x,0) (i () + 1 () doo
+ /8077 (W) ® (x,w) (u® (w) + ut (w)) ds(w) (23)

was proven. In equation (23), we let ®(x,y) denote the radiating fundamental solution for
Helmholtz equation given by

%H(()l) (klx—y|) for d=2,

P (x,y) = eiklr—y] o 43 (24)
ar—y 4T

for x =y, where H(()l) is the first kind Hankel function of order zero. Notice, that equation (23)
corresponds to the Lippman—Schwinger integral equation corresponding to the scattering prob-
lem (20) and (21). Using equation (23), we have the factorization

F=H'TH
with
H:L*(S"") — L*(D) x L*(0D) givenby Hg = (vg|,,ve|,p)

and it is adjoint H* : L*(D) x L2(OD) — L*(S%~!) is given by

o= [

—ked g (x T (%) ds (x) .
K P et [ eIy sty

oD

Here, v, is the Herglotz wave operator given by

w0 = [ ) as().

The middle operator T : L*>(D) x L?*(0D) —s L*(D) x L*(9D) is defined by
T(f7h) = (k2 (n_ 1) (f+w) van(h‘f‘W) |BD)

for any (f,h) € L*(D) x L*(OD) where w € H].(R?) is the unique solution to

Aw+kn(x)w=—k (n(x)—1)f in RNOD
[wl=0 and [O,w]=-n(x)(w+h) on OD

(25)

along with the radiation condition (21).

In order to apply theorem 3.1, we need to study the analytical properties of the operator H
and T. Therefore, notice that H is given by integral operators acting of L*(D) and L?(0D) with
analytic kernels which implies the compactness of H. Now, for the injectivity of H we assume
that g € null(H) which implies that

vg|D:0 and v, 0.

ap
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Using that fact that Av, + kzvg =0 in R? we have that unique continuation implies ve =01n
R?. Which implies that g = 0 since the Herglotz wave operator is injective (see for e.g. [17]).
Next, we consider the strict coercivity of the operator 7. In general, T will not be strictly
coercive on the range of H. In order to circumvent this issue, we will use the augmented far-
field operator

Fy=|R(F)|+|S(F)]|

where

R(F) =~ (F+F) and S(F)=

1 ok
: (F—F*).

2i
Note, that R(F) and I(F) are self-adjoint compact operators by definition which implies that
the absolute value can be compute via the spectral decomposition i.e. the Hilbert—Schmidt
theorem. Now, we recall the following result from [13] pertaining to the analytical properties
of the operator 7.

Lemma 4.1. Let T: [*(D) x L*(0D) — L*(D) x L*(OD) be given by
T(f,h) = (& (n=1)(f+w) |, n(h+w)],p)

where w € HL.(R?) is the radiating solution to (25). Then provided that ®(n — 1) and R(n)
are both uniformly positive (or negative) definite we have that:

(1) R(T) is the sum of a coercive operator and compact operator.
(2) S(T) is positive on the Range(H) when k is not a transmission eigenvalue.

From the results in lemma 4.1, we can conclude that the augmented far-field operator has
the factorization

Fy=H'TyH

where the middle operator T} is strictly coercive on L?(D) x L?(dD). This fact is given by the
proof of theorem 2.15 in [30]. Notice, that in lemma 4.1 we must assume that the wave number
k is not an associated transmission eigenvalue. These eigenvalues can be seen as wave numbers
k for which there exists a non-scattering incident wave. The associated transmission eigenvalue
problem for (20) and (21) has been studied in multiple papers. In [6] the existence of infinity
many eigenvalues was proven for real-valued coefficients and in [24] it was proven that the set
of transmission eigenvalues is discrete provided that [n — 1|=! € L>°(D) and ="' € L>°(dD),
which is the case under our assumptions.

Now, the last piece that we need to prove is for some £, € L*(S9~!) depending on a sampling
point z € R? we have that £, € Range(H*) if and only if z is in the scatterer D. To this end, we
let

Ez _ e—ikZ'j’

which is the far-field pattern of the fundamental solution ®(z,y) defined in (24). With this, we
are now ready to connect the Range(H*) to the scatterer D.

14
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Theorem 4.1. Let H* : L*(D) x L*(OD) — L*(S*~') be given by

= [

D

e T () dx+ / &3 (x) ds (x).

oD
Then we have that
z€D <= [(,cRange(H").
Proof. To prove the claim, we first notice that H* (¢ , 1)) = v>° where the function v is given

by

v=/D<I>(-,x)np(x)dx—i—/aDtI)(-,x)z/J(x)ds(x).

Therefore, we have that v is the sum of the volume and single layer potential for Helmholtz
equation. By the mapping properties of the volume and single layer potential we have that
v € H}.(R?). Now, by the jump relation for the normal derivative of the single layer potential
across 0D (see for e.g. [31]) we have that v is the unique solution to

Av4+kv=0 in RN\D and Av+ikv=—p in D
[vV]=0 and [O,v]=—% on 8D (26)

along with the radiation condition (21).
Now, to prove the claim we assume that z € D. Then, we have that ®(z, ) is a smooth solu-

tion to Helmholtz equation in R?\{z}. This implies that ®(z,-) |;FD € H*/?(0D). By appealing
to the lifting theorem we have that there is a w, € H*>(D) where

w, =®%(z,-) on OD.

z

Therefore, we let

_J w, in D
"= ®(z,)) in R\D

and notice that v, € H}, (R9) is a radiating solution to (26) with
Y, =— (sz +k2wz) el? (D) and o, = (3yw; - 0,07 (z, )) el? (0D).

Since, ®(z,-) = v, in RY\D we have that £, = v>° which implies that £, = H* (¢;, ;).
To proceed by way of contradiction, assume that z € RY\D with

b =H"(p;,%,) forsome (p.,9) € r (D) x r (0D).

This implies that there exists a radiating solution to (26) denoted v, € H}, (R9) such that
®(z,-) = v, in RY\(DU{z}) by Rellich’s lemma. By appealing to elliptic regularity (see for
e.g. [18]) we have that v, is continuous in any ball B(z,¢) C R?\D. Therefore, v, is bounded
near z but ®(z,-) has a singularity at z which gives a contradiction, proving the claim. O

15
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With theorem 4.1 we have all we need to prove that the regularized factorization method
is applicable to our problem. Indeed, by combining the analysis in these section we have the
following theorem. This connects the scatterer D to the measured far-field operator that is
perturbed by random noise.

Theorem 4.2. Assume that F® : L*(S* 1) — L*(S*™1) is a perturbation of the far-field oper-
ator F given by (22). Provided that k is not a transmission eigenvalue with R*(n — 1) and R(n)
both uniformly positive (or negative) definite, then

z€D <= liminfliminf (g, F)g>*

a—0t 6—0F

)LZ(SJ—I) <0

where gf“)‘ is the regularized solution to Fgg =/,

In general, one can use the & = «(9) from the method described in the following section
for a known noise level 0 < § < 1. This will be explored in the following section numerically.
Also, one may be able to weaken the assumption on the coefficient n(x) as is done in [3]. Note
that the analysis in this section still holds if %(#) is uniformly positive (or negative) definite
on a relatively open subset of dD and = 0 on the rest of the boundary.

5. Numerical examples

Here, we will provide a few numerical examples to illustrate the theoretical results that we
have proven in the previous sections. In this section, we will provide numerical reconstructions
using MATLAB R2022a. To this end, we will consider recovering a scatterer D from the far-field
pattern u®° corresponding to (20) and (21). In all our examples, for simplicity we will assume
that parameters n and 7 are constants given by

n=4 and n=2 withwave number k=2mw

unless stated otherwise. Therefore, we have that (20) and (21) is well-posed and that theorem
4.2 can be used to recover the scatterer from the measured far-filed operator.

In order to proceed, we need to synthetically compute the far-field pattern. To this end,
recall that the scattered field u®(x,¥) is given by (23) and we see that for scatterers such that
Dl <1

u® (%,9) = k* (n — 1)/

e ke (E=9) gy +17/ e ke (3-3) g¢ (w).
D

oD

Note, that we have used the fact that in our examples both n and 7 are constants. This cor-
responds to the Born approximation of the far-field pattern for the problem with a conductive
boundary. This implies that the far-field pattern can be computed using a 32 point Gaussian
quadrature method in MATLAB. Here, we will assume that the boundary of the scatterer D is
given by

0D =r(0)(cos(#),sin(h)) for 0<0< 2.

In our examples, the 27 periodic radial function r(6) = 0.25(1 — 0.3sin(46) ). Note, that this is
a non-convex scatterer (see figure 1) and we will see that the regularized factorization method
can provide accurate reconstruction even in the presence of noisy data.

16
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Figure 1. Reconstruction of the scatterer with and without regularization where no error
is added to the far-field data. Here we us the Landweber filter given in (12). Left: recon-
struction without regularization and right: reconstruction with regularization.

In order to discretize the operator, we will compute > (%;,;) using numerical integration
at 64 equally spaced points on the unit circle given by

Xi =9 = (cosB;,sinf;) with 6; =27 (i—1)/64.
This gives that discretized far-field operator

oo (A A 64
F:[“ (‘xi7yj)j|i’j:1

that will be used to recover the scatterer. Therefore, just as in [22] we have that the imaging
functional that discretizes the result in theorem 4.2 is given by

—1

with £, = [e*ikj"' 'Z]?il .

64 2 .
W= |3 T @7)
J

j=1
Here o; are the singular values and u; are the left singular vectors of
Fy=|R(F)|+|S(F)|
and the filter function ¢(7; ) is given by (12) or (19). Note, that the absolute value of a self-
adjoint matrix is given by it is eigenvalue decomposition.

Example 1. In our first reconstruction in figure 1, we assume that we have the discretized
far-field operator with no noise added to the data. Then, we can plot the imaging functional
W(z) using the Landweber filter function given in (12) with parameters o = 1075 and 3 =
1/(2|/F||3). From this we see that the imaging functional with and without regularization
gives good reconstructions of the scatterer.

Now, we wish to show that when there is added noise in the data that regularization is
required for reconstructing the scatterer. To this end, we need to define the discretized far-field
operator with random noise added which is given by

e oo s 64
F :[u (Xi,Yj)(1+5EiJ)]iJ:1

17
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Reconstruction w/o Regularization Reconstruction w/ Landweber filter

Figure 2. Reconstruction of the scatterer with and without regularization where 5%
error is added to the far-field data. Here we us the Landweber filter given in (12). Left:
reconstruction without regularization and right: reconstruction with regularization.

with random complex-valued matrix E satisfying ||E||, = 1. Again, the far-field pattern
u™(x;,y;) is again computed via the numerical integration as in figure 1. Here, the real and
imaginary parts of the matrix E are randomly distributed between +£1 and then normalized. In
this case, we let

F; = |R(F) | +|S(F)]|

and in (27) we use the singular values and vectors corresponding to the operator F§ In the
following examples, we see how noise added to the far-field data affects the reconstruction
with and without regularization.

Example 2. In the reconstructions given in figure 2, we present the case with error added
to the data. Just as in the previous example, we the use Landweber filter function for our
regularization scheme where again we take 3 = 1/(2||F||3). We see that the added noise in
the data corrupts the reconstruction without regularization. Here, we let the noise level € = 0.05
and take o = 10> ad-hoc as in the previous case.

Example 3. In the reconstructions given in figure 3, we give the reconstruction using the
Tikhonov filter given in (12). Again, we wish to show that the regularization stabilizes the
reconstruction. To this end, we again provide a numerical reconstruction of the scatterer D
with and without regularization. In this example, we again let the given noise level € = 0.05
and take a = 107> ad-hoc.

Example 4. In the reconstructions given in figure 4, we yet again show that the regularization
helps provide stability with noisy data. For this example, we use the filter function associated
with the GLSM given by (19). Again we can see that the regularization provides needed sta-
bility with respect to noisy data. Here we take the noise level £ =0.1 and the regularization
parameter o = 1075,

Now, we are interested in determining the regularization parameter o = «(4) via ana-
lytical means motivated by the proof of theorem 3.1. Here § is the relative error in the

18
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Reconstruction w/o Regularization Reconstruction w/ Tiknohou filter

Figure 3. Reconstruction of the scatterer with and without regularization where 5%
error is added to the far-field data. Here we us the Tikhonov filter given in (12). Left:
reconstruction without regularization and right: reconstruction with regularization.

Reconstruction w/ GLSM filter

Reconstruction w/o Regularization

14

Figure 4. Reconstruction of the scatterer with and without regularization where 10%
error is added to the far-field data. Here we us the GLSM filter given in (19). Left:
reconstruction without regularization and right: reconstruction with regularization.

far-field operator. In many applications ¢ is not known but for the case of real valued coef-
ficients the relative error § can be estimated via

0= (F)" F* = F (F)" |2/ || (F*)" F¥|2

due to the fact that the far-field operator is a normal operator for real valued coefficients.
Notice, that for «(9) in the inequality (17) we would require

CoVo—0" and a(6) — 0" as §— 0%
Here C,, depends on which filter function is used. Therefore, in order to determine a suit-

able a(d) we will solve C* ( 5)\4/5 = ¢” for some p > 0. From this we obtain the regularization
parameters
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Reconstruction w/ GLSM filter

Reconstruction w/ Tiknohov filter Reconstruction w/ Landweber filter

Figure 5. The reconstruction via Tikhonov, Landweber and GLSM filters given in (12)
and (19). Here the regularization parameter «(9) is given by (28) forp = 1/8.

1 (1_ 1 1 1
am(8) = 700 7), aLandw):Wéb ?) and  agisw (8) = 87
2

1

(i-) (28)

for Tikhonov regularization, Landweber iteration and the GLSM, respectively. Note, that for
the Landweber iteration we have taken 3 = 1/(2||F;|3) as in the previous examples. From the
fact that we require (6) — 0" as 6 — 0, this implies that p € (0,1/4). Also, we take the
m = [1/a14na(6)] to be the parameter in the Landweber iteration.

Example 5. In the reconstructions given in figure 5, we test the regularization parameter ()
given by (28). We present the numerical reconstruction of the scatterer where we pick p = 1/8
for each of filter function. This gives that

1

=g’ W e (0) =o'

1
atik (0) = 151/87 Qand (0)

as the given regularization parameter. Here we compute the relative noise level d =0.0266
for £ =0.05 and present the reconstructions by each regularizing filter with it is associated
regularization parameter. For figure 5, we compute the regularization parameters

aTik (0) =0.1589,  apang (6) = 2.6092 x 107 and agLsm (6) =0.7972
which are used in the reconstruction.

Example 6. Here, we will consider the case of complex valued parameters. We also assume
that the conductivity parameter is piecewise constant such that

n=4+2i and 77:(2+i)'Xoo+ +0-Xon

where the conductivity parameter is present only on an open subset of the boundary as is the
case in many applications. Where x denotes the indicator function as well as 0D denoting
the part of the boundary above (+) and below (—) the x; axis. The far-field data is computed
just as in the pervious examples where we add 15% noise to the data. In figure 6, we plot the
three reconstructions using the regularization parameter « as given in (28) with the § = 0.0765
being computed as in the previous example. From these examples, we see that this method is
robust with respect to added error as well as the physical parameters.
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Reconstruction w/ Tiknoho filier Reconstruction w/ Landweber filter 0 : Reconstruction w/ GLSM fifter

Figure 6. The reconstruction via Tikhonov, Landweber and GLSM filters given in (12)
and (19). Here the parameters are complex valued and piecewise constant with 15%
noise added to the far-field data.

6. Conclusion

In conclusion, we have given an analytical and numerical study of the regularized factorization
method with noisy data. In this paper, we have proven that the regularization strategy discussed
here is stable with respect to noise as well as computationally simple to implement. Indeed,
in order to implement this method we see that one only needs the SVD of the data operator
to provided stable reconstructions. We have also given an analytical method for determining
a suitable regularization parameter. For an application of this method, we have applied the
regularized factorization method to an inverse scattering problem for recovering a scatterer
from the far-field data. As in [20, 22] we know that this method can be applied to other imaging
modalities such as electrical and diffuse optical tomography.
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