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A phonon laser in the quantum regime
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We demonstrate a trapped-ion system with two competing dissipation channels, implemented
independently on two ion species co-trapped in a Paul trap. By controlling coherent spin-oscillator
couplings and optical pumping rates we explore the phase diagram of this system, which exhibits
a regime analogous to that of a (phonon) laser but operates close to the quantum ground state
with an average phonon number of 7 < 10. We demonstrate phase locking of the oscillator to an
additional resonant drive, and also observe the phase diffusion of the resulting state under dissipation
by reconstructing the quantum state from a measurement of the characteristic function.

Dissipation is intrinsic to quantum systems. While
generally being viewed as an obstacle to implementing
quantum control, it has also been shown to offer
a resource for quantum state preparation and even
quantum error correction [1-21]. In the context of
many-body physics, dissipation has been shown to
lead to phase transitions many of which do not occur
in fully coherent systems [5, 22-34]. These aspects
make the further investigation of dissipative dynamics
in a range of physical systems of diverse interest.
However open systems are challenging to deal with
theoretically: numerical methods require simulating the
evolution of a super-operator, which acts in a higher
dimensional space than a unitary on the same underlying
system. This makes it interesting to explore quantum
simulation devices in which dissipation can be tuned
precisely to explore all aspects of the physics [35-42].
Realizing such dissipative simulators requires precise
control of the coupling between the quantum degrees of
freedom and the dissipation channels. When multiple
dissipation channels are used, the broad-band nature of
relaxation processes also produces stringent demands on
crosstalk [43].

One archetypal example of a system in which
dissipation plays a key role is the laser, which exhibits
a dissipative phase transition from a dark phase into a
bright phase characterized by the emergence of a coherent
state with a random initial phase which diffuses over
time. The parameters governing this transition are the
photon loss rate (from the cavity mirrors) and gain
due to the interaction with the gain medium, which
saturates. While in general lasers operate with a gain
medium featuring a large number of pumped systems
[44, 45], lasers have also been built at the single qubit
level, e.g. using a single natural [46] or artificial atom
[47]. Analogous physics has also been observed using
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FIG. 1. (a) Schematic of the two dissipative channels. The red
(blue) sideband plus engineered decay is applied to calcium
(beryllium) and thus realizes cooling (heating) of the shared
motional mode. (b) Sketch of heating and cooling process
including the engineered decay in calcium and beryllium.

non-linear effects in the mechanical motion of objects
spanning a range from atoms to nano-mechanics, e.g.
realizing a “phonon-laser” [48-54] with the lasing phase
exhibiting large classical oscillations of tens of microns in
size, corresponding to a mean value of 10 phonons.

In this Letter, we implement competing dissipation
channels with low cross-talk using a two-species ion
chain. We use this to investigate the realization of a
phonon laser which differs from earlier implementations
by operating in the resolved-sideband regime at phonon
occupations of 7 < 10. This system exhibits three
distinct phases, one of which corresponds to phonon
lasing. We characterize these by extracting the
number state distributions [55]. In the lasing phase,
we demonstrate phase locking and phase diffusion,
diagnosing these effects by measuring the characteristic
function of the motional phonon mode [56].
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FIG. 2. Simulated phase diagram plotted as a function of
control parameters, with the average phonon number used to
characterize the steady state. The values are generated using
numerical simulations including up to 100 motional states,
solving for the steady state. 7 is the internal state damping
rate in the cooling ion while 1/k¢ = 74./gZ, with the sideband
coupling strength g.. An effective beryllium decay 1/yn =
15.5 ps and 1/kn = 0.08 ms are fixed. Red and light blue dots
correspond to the data taken and shown in Fig. 3. White
lines indicate the expected phase transitions at 7. = yn and
Ke = Kknh. Values of 72 > 80 are greyed out, they correspond to
heating or high 7 lasing values.

Our setup [43] takes advantage of the spectral
separation for the resonant transitions of beryllium
relative to calcium ions, which allows excellent individual
addressing for both coherent and dissipative optical
pumping control fields. Coupling of the internal states
to the shared motional mode is provided by a Jaynes-
Cummings (JC) Hamiltonian H, = hg. (&'6° + a6¢)
applied to the optical qubit in the calcium ion, and an
Anti-Jaynes-Cummings (AJC) Hamiltonian applied to a
hyperfine qubit in beryllium Hy = hgy (6" + ash),
where 4 is the annihilation operator of the motional mode
and 6™/° the lowering operator of the internal state of the
heating/cooling ion. The dissipation channels described
by the Lindblad jump operators IA/h/C = 'yh/c&ll/ ¢ are
implemented using optical pumping via ancillary short-
lived states. The combination of coherent and dissipative
driving leads to competing motional cooling (index c)
from the calcium ion and motional heating (index h)
from beryllium as illustrated in Fig. 1 (a). We note
that while the gain in our system comes from the use
of an AJC Hamiltonian for beryllium allied to internal
state pumping from a higher to a lower energy level,
a re-labelling of internal state levels produces a JC
Hamiltonian plus internal state population inversion, as
it is commonly found in lasers.

To understand the system, we compare it with a mean-
field model which makes the assumption of a separation
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FIG. 3. Phonon distributions for different 1/k.. (a)-(c) taken
at 1/, = 2.3ps, show an increase in the average phonon
number with an increase of 1/k;. The measured phonon
distributions (blue bars) agree well with a Poisson distribution
of same @ (grey). (d) is taken in the heating region at
1/kc = 0.28 ms and 1/4. = 19.9 us as indicated by the black
triangle. Here, a mixture of coherent (grey) and thermal
(green) distribution is observed. (e) Average phonon number
as function of 1/k., mean-field theory (crosses), simulation
(line) and experiment (dots with error bars) obtained from the
phonon distributions. (f) Calcium carrier oscillations taken
in the heating region corresponding to (d). The decrease in
calcium carrier frequency for increasing lasing times shows
the heating nature.

of timescales between fast dynamics in the internal states
and slower evolution of the oscillator. The resulting
equation for A = (&) (for which the derivation is given in
the Supplemental Material Sec. V) is

4 B e, B 2k
A0 =A@ (1 TalAOP 1 +sc|A(t)|2) -

with the gain/loss coeflicients Khje = gﬁ/c/’}’h/c, and
saturation coefficients s/, = 8/§h/c/'yh/c which govern
the saturation of the atomic inversion o< 1/(1 +
Sh /C|A(t)|2). This equation allows us to identify separate
behaviours which are consistent with a more complete
numerical modelling which produces the steady state
phase diagram shown in Fig. 2. For G = sp/k. <
1, the cooling rate of calcium overcomes any heating
and the ground state is a steady state. For sn/s. >
G (which is equivalent to 4,/v. < 1) it is the only
steady state (“dark” region (D) in Fig. 2), while for
$h/sc < G (equivalent to yn/7. > 1) an additional set of
parameters produces A = 0 but this regime is unstable
to fluctuations. Where the gain exceeds loss (G > 1),
the system is above threshold and the ground state is
unstable. Here two distinct regimes exist. The first,
occurring for sp/sc > G is analogous to lasing (L), in



which saturation of the heating process leads to a stable
steady state for finite excitation |A|2. The second regime
occurs when the cooling ion saturates at lower excitations
than the heating ion sy /s. < G, which leads to a runaway
heating effect (H). This latter behaviour is not observed
in a standard continuous-wave laser system, where the
loss is due to leakage from the laser cavity and does not
saturate, but has been postulated for driven-dissipative
systems dominated by spin decay [33].

We examine these regimes experimentally by applying
appropriate Hamiltonians and dissipation until the
system attains the steady state, and subsequently
characterizing the resulting states through reconstruction
of the phonon number distribution. Coherent control
is implemented in calcium using a narrow-linewidth
laser near resonance with the red sideband of the
motional common mode w,, = 2rx1.8 MHz sideband of
the quadrupole transition [0} = |Sl J2, My = +1/2> -
1) = |D5/2,MJ=+3/2> at 729nm. The coupling
coeflicient in the Lamb-Dicke approximation is given by
gc = 1.8. with the Rabi frequency €, proportional
to the electric field gradient of the laser light and
the Lamb-Dicke parameter n, = 0.05. For beryllium
the coupling is produced by a Raman transition near
resonance with the blue motional sideband of the qubit
transition [0) =[S/, F=2,Mp=+2) ¢ [1) =
|Sl/2,F= 1, Mp = +1>. Here, g, = nu$ where
is proportional to the product of the electric fields of
the two Raman lasers and the Lamb-Dicke parameter
Th = 0.15.

The dissipation channel Ly/, = 'yh/c&ll/ ° in both
ions is provided by laser-driven optical pumping of dipole
transitions, see Fig. 1 (b). For calcium, this is performed
using a resonant laser field with a wavelength of 854 nm
which primarily couples |1) to |P3 J2 My = 3/2>, from
where decay to |0) occurs by spontaneous emission. A
low fraction of leakage to other levels is mitigated by
additional repumping laser fields at 397 nm and 866 nm,
not shown. For beryllium, optical pumping from |1} to
|0) uses circularly polarized light which couples |1) to
the short-lived P; 5 excited state. The branching ratio
for decay from the excited P state into |0) is only one
third, with additional decay back into |1) and |2) =
|81/2,F =2, Mp = +1). We use an additional strong
313nm beam resonant with |2) — | Py /s, F = 2, Mp = 2)
to repump this population and detune the [1) — Py
laser by 10 MHz to avoid the formation of a coherent dark
state. The 4-level nature of the repumping in beryllium
results in an additional dephasing of the |0) and |1) states
which is not captured by L in the two-level description.
We find that the effect of the four levels is captured by an
additional dissipation operator L; = /7. [1) (1| at rate
~Ye = fyn (with f = 50/40 representing the ratio of decay
strengths from the P state to |1) rather than to |0)). In
the equations above this has the effect of modifying &y, to
kn = g2/(Ye + 7n). All numerical simulations displayed
use the full 4-level beryllium dynamics.
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FIG. 4. (a)-(d) Simulation (orange line) and experimental
data (blue dots) of real and imaginary part of the
characteristic function along the 90 degree axis in the
unlocked (a, b) and locked (c, d) case. Symmetry breaking in
the imaginary part (b) to (d) is observed. (e)-(f) Simulated
Wigner function (2D) and marginal probability (side plots,
orange line) along two axes for the (e) unlocked and (f) phase
locked phonon laser including experimental data (blue dots).

In experiments, we fix the parameters for the beryllium
(heating) ion, choosing to vary kc,sc through control
of calcium. State reconstruction is performed using
standard methods, utilizing the number-state depen-
dence of Rabi oscillations on the motional sidebands
of the calcium ion [16, 55]. We take two slices
of the phase diagram using settings which take two
distinct values of 1/v.. For each value, we extract
phonon distributions for several values of 1/k. (y-axis
of phase diagram). Observed phonon distributions are
presented in Fig. 3 (a)-(d), with the obtained mean
phonon number shown in Fig. 3 (e). We note that
the latter increases as kn/f. transitions from being
below to above one, indicating a change from a dark to
lasing steady state. Agreement is observed with respect
to numerical simulations (continuous line) using the
calibrated parameters and with respect to predictions of
mean-field calculations (crosses) — these parameters and
the calibration methods are given in the Supplemental



Material Sec. I and Sec. II. The obtained phonon
distribution in (a) exhibits a peak in P(n) at the origin,
whereas in (b) and (c) the distributions are close to those
of a Poisson distribution (shown in grey) with the same
mean phonon number, which is expected from a coherent
state generated by lasing. We also observe the increased
saturation of the heating ion (beryllium) as the system
transitions to lasing, for instance in the 1/, = 2.3ps
data set the measured spin population of the steady state
increases from (6%) = —0.60 to () = —0.26 as k. is
decreased.

As ~, is decreased relative to 7y, we reach the heating
phase in which the phonon distribution does not attain
a steady state. Data from a phonon distribution taken
in this regime and sampled at a finite time is shown in
Fig. 3 (d) and shows a mixture of a coherent (grey) and
thermal (green) distribution. Since the system does not
reach a steady state, we do not only reconstruct the
phonon distribution after a finite time but accompany
this by probing Rabi oscillations on the |0) > |1) carrier
transition (for which the Rabi rate is dependent on the
phonon occupation [57]) as a function of the dissipation
time - data of this type is shown in Fig. 3 (f). Here
we observe continued slowing of the Rabi oscillation and
reduction of coherence as a function of time, indicating
that the mean and variance of the phonon distribution
increases.

One experimental issue which impeded initial attempts
to understand the dissipative dynamics was heating
of spectator motional modes, which we suspect is
caused by photon scattering during recoil in internal
state repumping. This in turn modifies the laser-ion
interaction on the motional mode used for the laser. To
mitigate this, we interleave the lasing pulse with short
periods of sideband cooling on the spectator out-of-phase
axial mode performed using the beryllium ion. The
repetition frequency was chosen to be low enough that
the internal states of the ion could re-attain a steady
state during the dual-dissipation drive.

In addition to probing the number state distributions,
we also measured the characteristic function C(3), which
fully characterizes the oscillator state. We measure this
by coupling the oscillator to the internal state of the ion
using a state-dependent force followed by a projective
spin readout [56]. This measurement is performed after
turning off the lasing dynamics and repumping the
internal state of the calcium ion to |0). The measured
characteristic function for the lasing state is shown in
Fig. 4 (a) and (b). Fig. 4 (e) shows the marginals of
the Wigner function W(a) for a state with 7 ~ 4.4,
obtained from the characteristic function by a discrete
Fourier transform. These are accompanied by the results
of a steady state numerical solution of the Lindblad
master equation. The characteristic function and Wigner
function are symmetric about zero, which indicates the
random phase of the laser. The phase symmetry can be
broken by adding an external drive of a well-defined phase
to which the oscillator locks. We introduce such a drive
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FIG. 5. Phase diffusion. (a) Marginal probabilities along
90 degree axis for different lasing lengths. Starting from a
coherent state with a well-defined phase, the lasing process
introduces phase diffusion over time (simulation in orange,
experiment in blue). (b) and (c) Simulated Wigner functions
(2D) with marginal probabilities for a dissipation duration of
0.5ms and 1.5ms.

by applying a resonant oscillating force to the oscillator
using a voltage applied to a trap electrode, resulting in
a Hamiltonian H; = hg(ae’® + ate~*®:). The force
strength g = 27 x 0.4kHz is chosen to be weak enough
such that it does not overwhelm the lasing dynamics.
Fig. 4 (¢) and (d) show data for the characteristic
function measured with the force on. Fig. 4 (f) shows
the corresponding marginals of the Wigner function. The
experimental data agree well with numerical simulations
performed using experimentally observed parameters,
which are plotted alongside. Clear symmetry breaking
in the imaginary part of the characteristic function is
observed from Fig. 4 (b) to (d). From comparison with
the simulated Wigner function, we see that the state
is nevertheless not perfectly represented by a coherent
state, with some phase diffusion being visible.

To investigate phase diffusion during the dissipation,
we examine the effects on an initial coherent state
which has the same n = 4.4 as the steady state but
a well-defined phase. We prepare this by ground-state
cooling followed by the application of an oscillating
force for a pre-calibrated duration. After applying the
dissipation drives for a fixed duration, we reconstruct the
characteristic function. Fig. 5 (a) shows the marginals
of the Wigner distribution along the real axis, which
show the effects of diffusion. Results from numerical
simulations (orange line) using a 4-level beryllium system



and 2-levels for calcium with parameters obtained using
independent, calibration experiments agree with the data
(blue dots), and allow us to extract a linear increase
in the phase uncertainty with time at a rate (62) =
0.022 rads®/s. This diffusion is analogous to that
which produces the Schawlow-Townes limit for the lager
linewidth [45, 58].

To obtain simple models of the physics, it iz helpful
to reduce the problem to a pair of two-level systems
interacting with a single mode. We explored this ap-
proximation initially in numerical models using Lindblad
operators Ln, L. However, without the presence of
the additional dephasing operator L, = /v |1} (1]
{accounting for additional dissipation processes in the
4-level beryllium ion) we found that the mean mode
occupation and diffusion were significantly overestimated
(for the experimental parameters of the data in Fig. 5
it produces i = 5.3 and (#2) = 0.054 rads®/s).
Introduction of the dephasing operator L produced
much better agreement of the mean phonon number and
also resulted in reasonable predictions for the saturation
of beryllium and the phase diffusion in the lasing phase.
Analytical results based on Eq. (1) reproduce the mean
phonon number and saturation values. For the phase
diffusion, we applied the Heisenberg-Langevin theory [45]
to our problem including i {details of the calculation
can be found in the Supplemental Material Sec. VI
and VII), but find that this seems to still overestimate
the diffusion coefficient by a significant factor compared
to the numerical simulations gin the case above, it
produces a value of 0.041 rads®/s). We do not have
an intuition why such a discrepancy might exist. All
models and numerical simulations use finite Lamb-Dicke
parameters for beryllium, while we used a first-order
expansion approximation for calcium — we verified that
this approximation had a minor effect on the theoretical
predictions for our parameter regimes.

The work performed here differs in two important
aspects from earlier work on phonon lasing with
trapped ions [48]. First, the phonon occupation is

lower, stemming from the use of the resolved-sideband
regime. Hence, our results sit at the boundary where
quantum effects are accessible and methods are available
for extracting this information, such as characteristic
function and Fock-state reconstruction. Second, there
are fundamental differenceg in the physics. In earlier
work, which used a transition in a single ion driven
gimultaneously at two frequencies, the balance between
heating and cooling appeared due to non-linearity in the
ion-light interaction caused by the modification of the
lineghape for large Doppler shifts, with no saturation of
the internal state. Here, by contrast, the saturation of
the “gain” ion is what introduces non-linearity.

The experiments above use a relatively simple pair
of dissipation channels, involving single-frequency laser
tones applied in the Hamiltonian part of the control. By
using multi-frequency drives, similar experiments could
explore reservoirs for which the underlying state space
is more easgily described in a squeezed or displaced Fock
basis. This extension would provide a realization of a
squeezed phonon laser, which has been predicted to offer
advantages in sensing [59-61]. Extensions of competing
reservoir systems to multiple ions would allow for the
realization of more generalized spin-boson models such
as the open Dicke model.
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experimental support from BN, MS, MM and FL.
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I. EXPERIMENTAL PARAMETERS

A variety of experimental parameters were used across the data and theory presented in the main text. These are
given in Table. S.1. For inputs to simulations we chose values close to those accessed by the experiments. For values
obtained from experiment, we quote values measured in calibration experiments including statistical error bars. These
include the use of Rabi oscillations to extract Rabi oscillation rates and optical pumping experiments with exponential
decay features used to extract damping parameters.

Calibration of the lasing experiments include the calibration of the red and blue sideband frequencies, the three
decay parameters as well as the Stark shift calibrations for the simultanecus laser pulses during the experiment. The
calibration process takes up to 30 minutes. Taking data for phonon distributions with high average phonon numbers
{sampling larger frequencies) requires averaging of relatively many data points leading to experiments lasting up to 25
minutes. Therefore for one scan, calibration and data taking together takes up to one hour. Sequential calibrations
taken one hour apart (i.e. at the beginning of a calibration procedure and after the scan was finished) showed
drifts of up to about 1.5 times the statistical error bar. Phase locking experiments using the SDF readout are faster
but require a longer calibration procedure, including a precise trap frequency calibration as well as a tickling phase
calibration, resulting in similar timescales for calibrations and data taking, hence they exhibit similar drifts to the
other experiments.

gn/2m [kHz] ge/2m [kHz] Yr1 [ms™7] Yh2 [ms™7] Ye [ms™]
Fig. 2 455 . 91 435 =
Fig. 3a 4.656 +£0.02 12.0+0.1 96 +6 435 4+ 38 426 + 11
Fig. 3b 4.62 +0.03 6.28 +0.05 91+7 385+ 44 429413
Fig. 3c 4.65 +£0.02 4,29 4+ 0.04 96 +6 435 4+ 38 426 + 11
Fig. 3d 4.57 +£0.02 211 4+0.01 93+6 3854+ 30 50+ 2
Fig. 3e 4,63 - 93 435 -
Fig. 4 4.59 4.24 91 344 435
Fig. 5 4.59 4.24 91 344 435

TABLE S8.1. Primary experimental parameters in the presented experimental data and simulations. The parameter ~p1/na
corregponds to 1/7175 as defined in Sec. II.

II. ENGINEERED DECAY

As described in the main text and illustrated in Fig. 1, optical pumping in calcium is performed from |1} to |0}
using a resonant laser field at 854nm which primarily excites to | P32, My = 3/2), from where decay to |0) occurs by
spontaneous emission. Leakage to other levels is mitigated by additional repumping laser fields at 397nm and 866 nm.
We tune the effective repumping strength from |1} to |0) by adjusting the power of the 854 nm light. For calibration,
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we prepare the |1) state and measure population of |0} as a function of time with the 854 nm and additional fields
turned on. The effective decay rate can then be determined from an exponential fit which we use to model calcium
as an effective 2-level system after adiabatically eliminating the P-state.

For beryllium, the 4-level system consisting of [0), [1), [2) = |Si/2, F =2,Mr = +1) and the P-state |e) =
Py, F =2 Mp = 2> requires a more complex treatment. This involves the two repump lasers: repumper 1 from
1) to |e) with Rabi frequency 4, repumper 2 from |2) to |e} at Rabi frequency 3, and subsequent spontanecus
emission from |e) into all three levels |0}, |1) and |2) at rates 7y, 11,2 respectively. This arrangement realizes an
effective decay from |1} to |0} with rate . Repumper 1 is red detuned by A, = 2% x 10MHz to avoid formation of a
coherent dark state. While the effective decay rate from |1) to |0} with both repumpers turned on could be measured
analogously to calcium, we are interested in determining the two repumping strengths £2,, 3, individually in order
to model our system with all four levels. In the following, we describe how we obtain 2y and 5.

Analytically, we can describe the beryllium 4-level system with with only repumper 1 turned on with the following
rate equations:

P0 =1k, (8.2)
P =-bP+mPE, (8.3)
By =P, (8.4)
P, = bP, — 4P, = 0. (S.5)

where the P; denote the populations of levels |7), b is the rate at which the repumper 1 laser excites from |1} to |e}
and v = v + 71 + 2. Assuming that we can adiabatically eliminate the excited state, from Eq. (8.5) we obtain

Pe = bPl/'}’ (SG)

Inserting this into the other equations, and solving, we obtain

Pi(t) = e 07 = o052 (5.7)
Py(t) = —— 10 =t 70 -t (S.8)
Yo+ 72 Yo + 72

where 1/71 = b(l"%ﬁ) ig the the inverse of the time constant describing the effective repumping to the |0) state.

To find an expression for b, we compare these rate equations to results obtained by applying the effective operator
formalism [62] to the Master equation for the 4-level system. Eliminating the short-lived P-level state |e), we obtain
a set of effective Lindblad operators L.g and identify the matrix entry which produces the appropriate pumping from
|1) back to |1}. The square of this entry then describes the rate of the pumping process. By setting this matrix
element equal to by /7y we can obtain b.

Considering the case where only repumper 1 is turned on, this leads to

P (L s.9
(). (8.9

We can use this in the expression of 7, and solve for £,

2 2
Q, = 172 +442 (S.10)
1 Yo+ T2

We obtain 11 from calibration experiments in which we start from the |1) state and turn on repumper 1, measuring
the rate at which the |0} state is populated. An additional shelving pulse is applied to |2) before detection to
prevent population from this state producing a mis-diagnosis of |0) population due to off-resonant scattering. This
experiment also allows us to observe saturation of the bright state population at 57%, which is consistent with the
expected branching ratio.

Analogously, starting from rate equations where only repumper 2 is assumed to be turned on we obtain an expression
for the strength of repumper 2:

2
trgl 2, (S.11)
2%+ M




We obtain 7 by measuring the rate at which the |0) state is populated after initialization in |2) and with repumper
2 turned on. In this case the bright state saturates at 43%. The preparation of state |2) is performed by optically
pumping into |0} and then pumping inte |2) by 10 repetitions of a cycle involving a coherent transfer pulse to |1} plus
application of the repump laser 1.

With our model including the four levels, we also calculate that the repumping from |1} to |0) can be approximated
by an effective exponential with rate 4, = 1/15.5 us~!. For the P-state we calculate the decay rates on different
paths using the Clebsch-Gordon coefficients and the measured decay rate of the upper state [63], and find them to be
v = 40.0 us™1, 43 =50.4 us~! and v, = 29.6 s~ 1.

ITII.  EXPERIMENTAL METHODS: TRAP FREQUENCY, SDF AND TICKLING STRENGTH

The experimental methods and calibrations of the trap frequency, SDF, and tickle strengths were the same as
described in [18].

IV. EXPERIMENTAL METHODS: CHARACTERISTIC FUNCTION AND MARGINALS

In order to probe the phase of our phonon laser, we read out the real and imaginary part of the characteristic
Tunction [56] along the two phase space axis using state-dependent forces (SDF). A complex Fourier transformation
of the characteristic function then yields the marginals, which are the probability density functions along the position
or momentum axis. For the data presented in Fig. 4 and Fig. 5, the characteristic function was measured from —0.7
to 0.7. Before taking the complex Fourier transformation, we pad the data with zeros from —1.0 to —0.7 and from
0.7 to 1.0.

V. MEAN-FIELD APPROACH

In the following, we derive an expression for the phonon number in the mean-field approximation as well as an
evolution equation for the phonon mode.
The internal ion transitions |0); ¢+ [1); (j € {c,h}) are coupled to the ion motion a by the blue (heating) and red

{cooling) sideband drives:

Hy = gu(alo + ao®), (5.12)
H = go(a'o® +ao%). (S.13)
Here, crj_//h_ denotes the excitation/de-excitation of the internal state of the cooling/heating ion and a! (a) the creation

{annihilation) of an excitation of the motional mode. Individual addressing of the two species due to spectral isolation
allows for independent coupling constants, g, and gy.

Beside the Hamiltonian couplings, the system is subjected to dissipation by spontanecus emission of the heating and
cooling ion, modeled by the jump operators:

Ly = /o™, (S.14)
Lc = 'Ycai- (815)

The time evolution of the system, which is described by the density operator p, is governed by a master equation
in Lindblad form
d, ,
= = Llp) = ilH, 7+ > DILI(p). (5.16)
k

The Liouvillian £{p) contains a Hamiltonian part with H = H, + Hy, and a dissipator
1
D[Lil(p) = LpL) — §(LLLJ¢P+ pLL L), (8.17)

for each jump operator Ly € {Ly, L.}
In the Heisenberg picture, the time evolution of the expectation value of a time-independent operator O is described
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by
d,.. d _ o (de
5 (0) = ZT(p0) = Tr ( = o) : (S.18)
With Eq. (8.16) this can be written as
d .
Z(0) =4([H,0) + > (BlL4)(0)), (5-19)
k
where the dissipative part is given by
(73[%](0)) = <L;0Lk — %(L;Lko + OL;Lk)> : (S.20)

To obtain a simple description of the dynamics, we derive the dynamical equations using a cumulant approximation

to first order. We choose the variables A = (a) for the ion motion and 8., = <af’,_/h>, Doy = <a§/ h) for the ion spin:
3 40) = ~igeS2(0) — ignSu 1), (521)

9 5.) = ~1o54(1) —ige A" (DLt (5.22)

9 De(t) = 2ige (A*()S2(8) — A)Se(8) — % (De(t) +1), (5.23)

%Sh(t) = —%Sh(t) — ignA() Du(0), (S.24)

3 Du(e) = 22gn (AWSIO — A S0) e (Dut) +1). (5.25)

In order to find an analytic expression for the phonon expectation we make two further assumptions: +, » g, and
“u 3 gn. Physically this means that the internal dynamics of the ion reaches a steady state on a time scale which is
short compared to the evolution timescale of the ion motion. We can therefore assume the steady state for the gpin
variables (%Sc /m(t) =0 and %Dc /n(t) = 0) and use the resulting four equations to obtain a single evolution equation
for the ion motion,

29, 297
diA(t) = A(t) 8 > 2 Sg;k z | =AW ( 26 z 2re 2) , (5.26)
i 14 7i*‘éx|,4(,:)| 1+ 1A 14 8u|AE)|" 1+ sc|A@)]
Fhse

where we have introduced the following notation in the second equation for the gain and loss coefficients: sy = =

2
as well as for the saturation coefficients: sy, = 8—,‘?,‘1&. This concludes the derivation of Eq. (1) given in the main text.
hje

We now discuss the phase transitions and the mean phonon expectation value, which can be extracted from the
above equation by analyzing the steady states for A(Z).
A(t) = 0 is clearly a steady state of the system as the time derivative of A vanigshes in this case. This state is only
stable if the term in the brackets is negative, which corresponds to the condition xy = 213 < 2% = k. The condition
Kn = K gives thus the lasing phase transition: upon crossing this transition the zero steady state becomes unstable
and A reaches a finite value. This value can be calculated by setting the bracket of the above equation to zero and
solving for [A|*. As the phonon population is given by (n) = <a*a> = A*A = |A]® we have thus found the phonon
expectation value above the lasing threshold which is given by

Yo (Y92 — mgl)
(n) - 8 2 2 _ -
9292 (Ye — )

(S.27)

The second phase transition is more subtle. By analyzing Eq. (5.26) we note that each term corresponds to one of the
ion gpecies and shows a saturating behaviour: the larger |A|, the smaller the contribution of each term becomes. As
the two terms have opposite sign the question arises which term saturates faster. This is determined by the saturation
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heating

1/k¢ [us]

unstable
dark state

0.0 0.5 1.0 1.5
Liye [ps]

1 =

FIG. S.6. Phase diagram of the phonon laser for fixed gn» = 1.0pn8™ " and , = 1.018™ : the phase space is divided into four
phases according to the mean-field theory results. In the lower left comer where v < . and sn < k¢ the syster is in the dark
state. Upon decreasing x, with respect to «n (which is fixed to 1.01s™"') we cross the lasing threshold and the system assumes
a finite cohsrent phonon occupation (as shown in the experiment) associated with the lasing state. By crossing the vertical line
corresponding to 7 = 7y, we enter the runaway phase where the finite steady states disappear and the system heats up. In the
lower right corner we would expect the systern to be in the dark state. However, due to the proximity of unstable steady states
to this dark state and the presence of fluctuations around this dark state, the system experiences the same runaway behaviour
ag in the heating phase.

coefficients sy in front of |A(t)[?. For large values of A, this factor reduces to 1 /Ye/n 88 we can neglect the 1 in the
denominator. In the case where 7, > v, the heating ion saturates before the cooling ion and therefore a finite steady
state for A can be reached. In the other case the heating ion saturates later and due to the positive sign of this term a
runaway situation occurs which describes the heating phase. We conclude that the second phase trangition to heating
is given by the condition v, = -, or equivalently by 8n/8c = #n/c. A phase diagram resulting from this analysis is
shown in Fig. S.6.

If we include the dephasing operator explained and motivated in the main text into the description of the heating
ion, the equations of motion for the heating spin have to be modified.
The additional Lindblad jump operator, which implements the additional dephasing due to the 4-level nature of the
system, is given by:

L1 = v/7e0e = v (1) (1] (S-28)
This term modifies Eq. (S.24) which now reads,
d A :
ZSh(t) = —%Sh(t) - %Sh(t) — ign A(®) Du(t). (S.29)

The equations of motion of the other variables are not changed and we can follow the same procedure as above.
By assuming the steady state for the spin variables, we find the evolution equation for the ion motion analogous to

Eq. (S.26),

d - A
ﬁA(t) = A() {n+7e) Ye ) (S.30)

F3 - 2
AP +1 AP+
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By setting the brackets in the above equation to zero, we find the modified expression for the phonen occupation,

(ny = T (%eg? — (M +7)62)
89292 (Ye — M)

(S.31)

This expression is used in Fig. 3 (e) in the main text, to compare the measured and simulated phonon expectation
value with the theory.

VI. PHASE DIFFUSION: HEISENBERG LANGEVIN APPROACH

In order to model the decay of the heating ion as well as the oscillator decay (making use of the eliminated cooling
ion), we have to introduce two reservoirs which couple to the heating ion and to the resonator respectively, as described
in [45]. The interactions between ion and cavity are described by the usual Anti-JC-Hamiltonian.

The total Hamiltonian in the rotating wave approximation consists of the following three terms:

HIon;Motiou =g (aTU-Q- + U—G) 5 (832)
HMotion;Reservolrl = qu [Cgﬂe_i(w_w“)t + a*cqei(“"_“"q)*] ) (8.33)
q
HIon;Raervoi.rZ = ng [0'+bkei(w_wk)t + bf(o'_e_i(u_uk)t] - (834)
k

The reservoirs consist of a collection of harmonic oscillators with closely spaced frequencies. ¢, and b, are bosonic
destruction operators of these reservoir oscillators, which fulfill the commutation relations [cq, c}] = &q,p and [by, b;r] =

O 1-

We use the von Neumann equation to find the time evolution for the following operators:

G =—igo, —1 )  gocqe’ @k, (S.35)
q

oy = —igosa — 1 Y  gublo,e T, (S.36)
k

62 = —2glato. —o_a) +2i Z Gic [—a+bkei(”_”k)t + bﬂa_e_i(”_‘”“”] : (8.37)

bq = —igqae™ Wwalt, ‘ (S.38)

i’k = _igko__e—i(w—wk)t_ (S.39)

Egs. (S.38) and (S.39) are formally integrated and the solution is substituted into Eq. (8.35) - (8.37).

From the resulting equations the noise operators and decay parameters «v and C' can be identified and replaced by
the following definitions,

3
v=2) ¢ /0 dt/ e~ Hw—w =t (S.40)
k
3
c=23g /U i e E—t) (S.41)
q
Fa(t) = =4 gacg(0)'“™ ), (8.42)
q
Folt) = =Y acbl (0)o, (e, (8.43)
k

Folt) = 203 g [~ (Db 0) % 1 4] ()0 (t)e5 ] (5.44)
k
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With these definitions, Eq. (S.35)-(5.37) read:

a=—igos — %a + Fa, (S.45)
G4 = —igosa — %0.,_ $Fy., (S.46)
6z = —2iglato. —o_a) — (o + 1) + Fa. (5.47)

We can now calculate the correlation functions of the noise operators defined in Eq. (S.42) - (S.44). We assume that
both reservoirs are in thermal equilibrium and that they are at zero temperature. This has the effect that Az, = 0
which makes most correlation functions zero. The non-vanishing ones are listed below:

(Fa®)FL () = Co(t — &), (S.48)
(FLOF@)) =8t —2), (5.49)
(F®FIE))p = 27 [1+ (o)1 6 — 1), (8.50)
(FLOF@))_ = 2v(o-(e) 8t - 1), (8.51)
(FolO)F())n = 27 o4 (6) 6 — ¥). (8.52)

Note that F, is a Hermitian operator, therefore also all correlations functions above with F, replaced by its adjoint
result in the same function.

In order to solve the operator Eq. (S.45) - (5.47) we have to find the corresponding complex number equations. For
this we fix a normal ordering of the operators: a!,o_,0,,0.,a. Any operator equation which is written in this defined
order can be translated into a complex number equation. As the Fq. (5.45) - (5.47) are already in this order, all
operators can be replaced with the complex variables A, S, I} and we obtain the following equations

A=_igS— %A + F,, (8.53)
§=_igDA— %S +E,, (S.54)
D= —2ig(A*S — §*A) —y(D + 1) + F}. (S.55)

The noise operators Fy, F._, F,, which are complex valued functions, can be determined by requiring that the time
evolution of the second order moments of the complex variables are the same as those of the operator variables. Note
this requirement guarantees that the commutation relations of the operators remain time invariant.

We use the following definition of the diffusion coefficients to shorten the notation of the noise correlator functions:

(Fu(t)Fu(t)) = 2Dp) 6(t — ). (8.56)
The nonzero diffusion coefficient yield:

2Dy 1) = 2ig (o4 a) (8.57)

(2Dy,) = +4ig (alo.) — dig (o_a) + 2v(1 + (02)) (S.58)

(2D__) = —2ig{alo_) (S.59)

(2D_) = 27 (o) (5.60)

(2D, ) = 27 (o) (S.61)

@D_.)=7 (5.62)

In order to solve the Eq. (8.53) - (S.55), the adiabatic approximation is made, which allows us to assume the steady
state for the spin variables S and D). This gives us one equation for the evolution of A with its noise operator F:

; 242 1 d4ig 2ig C
A== _ - | =(A*F —F!'A)—~v+F,|A+-—F_ — _A+F,
¥ 'Y(l + %%EI) v ( + + ) ~ z ¥ + 9 a
2% 4 c (8.63)
- _Cain,

(1+%7n 2
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with

_ 1 [812g3

- 8g2 3
1+FD LY

This new total noise operator F4 now containg all information about the noise induced to A. In order to use this

result further, we have to calculate the diffusion coeflicient for it (i.e., the correlator functions between combinations
of Fs and F A)

" " 2¢* 29
Fa (A*F. — F1A) - ~rF A+ Pt R (S.64)

—16A2 g 5 gﬁ g4
(2Dan) = (Fa()Fa(t)) = m [32?1 + 16$1+ 3?] , (8.65)
T
4 gt g8 g g
2Dasa) = (FAOFA(®)) = ———5— [128—‘113+64—h12+8—‘11+— .
(2Dasa) = (FA(t)Fa(t)) 1+(8—$;I)3 ’YE 'YiE{ ’Yﬂ po (S.66)
h

Now in order to get the phase diffusion coefficient we make the following coordinate transformation: A = v/7e®.

From the identity
A T

2= o] + 18, (S.67)
we can see that the purely imaginary part of % describes the evolution in tangential direction and the real part
correspondingly the radial evolution of the state.
In & similar way the noise operator can be split into real and imaginary part where the imaginary part corresponds
to the phase noise. In order to find the diffusion coeflicient for the phase noise which is given by (2Dge) =

(Im(F"T(t)) Im(F"T(t))>, we can use the following identity for an arbitrary complex number z = a + 4b.
4Im(z)? = zz* + z*z — *z* — 2z (S.68)
By setting z = F"T(t) we find

(2Dan+) | (2Daxa) _ (2Dan) _ (2Da<as)

7 I A @y (569)
Using the diffusion coefficients of the complex noise operators F., F_ and F, as given in Eqs. (8.57)-(8.62). We can
find the following explicit expression of the phase diffusion coefficient in terms of the system parameters:

4(2Dge) =

29° | 8g°I
e

-1 T 8.70
I0+%71) (8.70)

{(2Deo)

VII. PHASE DIFFUSION: HEISENBERG LANGEVIN APPROACH INCLUDING DEPHASING
OPERATOR Te

We observed a mismatch in the average phonon number as well as the phase diffusion between experiment and
simulations considering beryllium as a two-level system. The mismatch is reduced with simulations of the full four
level beryllium system. We find that we need to consider a projective operator o, = |1) (1] at rate 4, = f~n (where
f = 50/40 representing the branching ratics) to approximate our beryllium system with a two-level system, including
the effect of the decay from the P-state back into |1). Tn doing so, we get agreement of experiment and simulations in
the mean phonon number. We therefore decide to add this term to the Heisenberg Langevin approach for the phase
diffusion. The new set of Hamiltonians now contains an additional reservoir and is given by

HIon;Motion =g (a‘fa.,_ + O'_G) H (871)
HMotion;Reservuirl = qu [c&ae“'(“"“"l)t + aTqui(w_wq)t] . (872)
q
HIon;Reservoirz = ng I:O'_,_bkei(w_""“)t + b}‘l;o._e—i(w—wk)t] , (3.73)
k

H|1)(1|;Reservoi1'3 = Zgl [Uldlei(w_“")t + d}‘o_ee—‘i(u—m)t] ) (S.74)
1
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The derivation of the diffusion coefficient is analogous to the previous chapter. The nonzerc diffusion coefficients are:

(2D.1) = 2g (o4 a}, (8.75)
(2Dy) = +ig {alo.) — dig (o_a) + 2v(1 + (02)), (S.76)
(2D__) = —2ig{ato_), (8.77)
(2D_;) = 2y (o), (5.78)
(2D,1) = 27 (o), (5.79)
(2D_1) = v+ 2((ez) — 1). (5.80)

Following a similar approach te Sec. VI, we use these to find the modified phase diffusion which we use to evaluate
the contribution from the beryllium ion

24 4 8gI n
(2D99) — (Y+7e) (Y(r+7e)*) (881)

1(1+1)'

This reduces to the expression in FEq. (S.70) in the limit that v, — 0.
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