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Abstract—Spectrum cartography (SC), also known as radio map
estimation (RME), aims at crafting multi-domain (e.g., frequency
and space) radio power propagation maps from limited sensor
measurements. While early methods often lacked theoretical
support, recent works have demonstrated that radio maps can
be provably recovered using low-dimensional models—such as
the block-term tensor decomposition (BTD) model and certain
deep generative models (DGMs)—of the high-dimensional multi-
domain radio signals. However, these existing provable SC
approaches assume that sensors send real-valued (full-resolution)
measurements to the fusion center, which is unrealistic. This
work puts forth a quantized SC framework that generalizes the
BTD and DGM-based SC to scenarios where heavily quantized
sensor measurements are used. A maximum likelihood estimation
(MLE)-based SC framework under a Gaussian quantizer is pro-
posed. Recoverability of the radio map using the MLE criterion
is characterized under realistic conditions, e.g., imperfect radio
map modeling and noisy measurements. Simulations and real-
data experiments are used to showcase the effectiveness of the
proposed approach.

Index Terms—Radio map estimation, spectrum cartography,
block-term tensor decomposition, deep generative model, Gaus-
sian quantization.

I. INTRODUCTION

The spectrum cartography (SC) [also known as radio map
estimation (RME)] technique was proposed to build multi-
domain (e.g., space, frequency, and time) radio maps from
limited sensor measurements that are sparsely acquired over a
geographical area; see, e.g., [1]-[8]. The radio maps capture
key characteristics of the radio frequency (RF) environment
(e.g., interference propagation), and thus are critical for various
tasks, such as opportunistic access, spectrum surveillance,
beamforming, power allocation, and interference management;
see [9]. From a signal processing viewpoint, estimating a
multi-domain, high-dimensional and high-resolution radio map
from limited sensor-acquired samples/measurements is an ill-
posed inverse problem—where an infinite number of solutions
exist in general, hindering the recoverability of the radio map.

Early SC/RME methods often assume that power propa-
gation is smooth over the space. This made it possible to
use various interpolation techniques for SC, e.g., the Krig-
ing interpolation [3], thin plate splines [2], kernel methods
[10], and Gaussian radial basis functions (RBF) [11]. Sparse
representations of the radio maps in certain domains are also
often leveraged for SC; see, e.g., [2], [4], [5], [12]. In recent
years, low-rank matrix and tensor completion techniques were
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advocated for SC; see, e.g., [6], [13]-[15]. From a low-rank
model completion viewpoint, some of these methods were
shown to ensure the recovery of the radio map; see, e.g.,
[6], [15]. However, handcrafted priors such as sparsity and
low rank do not always match with the reality, especially
when heavy shadowing exists, e.g., in crowded urban or indoor
environments; see discussions in [7].

To better model heavily shadowed environments, a number
of deep learning-based methods were employed for SC. Com-
pared to handcrafted prior-based approaches, deep learning-
based methods need a training phase using oftentimes a large
amount of training data, which creates extra workload. How-
ever, deep neural networks can represent complex scenarios
as nonlinear functions in a succinct way, and thus can recover
the radio map accurately under heavy shadowing. Earlier deep
learning-based SC works in [8], [16]-[19] formulated the SC
problem as image inpainting problems. The more recent work
in [7] “embeds” a deep generative model (DGM)-learned prior
into the spatial loss fields (SLFs) of the emitters. Then, a
DGM-based data recovery problem was formulated. Compared
to the inpainting-based methods, e.g., [8], [18], the embedded
DGM-based method in [7] enjoys a lighter training burden
and exhibits better generalizability. More importantly, it was
shown to ensure recoverability of the radio map under realistic
conditions—and such theoretical guarantees had been lacking
in prior deep learning-based SC works.

Challenges. The recent developments of theory-backed SC
(e.g., the works based on tensor [6] and DGM [7]) were built
upon the premise that the sensors communicate with the fusion
center using full-resolution real-valued measurements. This
setup is unrealistic as real-world communication systems often
designate limited bandwidth for signaling. The measurements
sent to the fusion center by the sensors are usually heavily
quantized. Nonetheless, SC using quantized measurements
was much less studied in the literature. The line of “frugal
sensing” work [20], [21] considered 1-bit power spectrum
estimation, but did not consider the reconstruction of the
spatial information. The work in [10] used kernel regression
for SC with quantized sensor feedback. However, it assumed
that the power spectral density (PSD) of each emitter is
known to the fusion center—but estimating the PSDs itself
is a highly non-trivial task [22], [23]. To our best knowledge,
blind SC methods (i.e., SC without assuming knowing the
emitters’ PSDs) using quantized measurements and the asso-
ciated theoretical understanding have not been studied—for
both handcrafted prior and DGM-based SC frameworks.

Contributions. In this work, we propose a quantized SC
framework with provable recovery guarantees of the ground-



truth radio map. Our detailed contributions are as follows:

e A Quantized SC Framework. We propose a quantized
SC framework that can flexibly work with various radio map
models. We consider the setting where the measurements sent
by the sensors are outputs of a Gaussian quantizer. Then,
we formulate the quantized SC problem using the maximum-
likelihood estimation (MLE) principle. We combine the quan-
tization strategy with two radio map models, namely, block-
term tensor decomposition (BTD) from [6] and DGM from
[7], and design algorithms for tackling their respective MLE
formulations. Both models are well-motivated and useful: The
former is more economical to deploy (as no training data is
needed) and the latter is more resilient to heavy shadowing.
o Recoverability Analysis. On the theory side, we show that
the formulated MLE criteria under both the tensor model and
the DGM of the radio maps ensure recovering the ground truth
(up to bounded errors), if reasonable conditions are met. In
particular, we show that our framework enjoys provable recov-
ery even under challenging scenarios, e.g., when the low-rank
tensor model or the DGM do not exactly match the ground
truth. The results also reveal an intuitive trade-off between the
model complexity and the sample complexity. Our analysis
is a nontrivial integration of generalization error analysis and
quantized data recovery, with careful consideration given to
sensing paradigms in the context of SC.

Part of the work will appear at ICASSP 2023 [24],
which introduced the basic idea and the DGM-based formu-
lation. The journal version additionally includes 1) a tensor
decomposition-based model that does not require off-line
training; 2) detailed and unified recoverability analysis under
both the DGM and BTD models; 3) more comprehensive
simulations; and 4) real-data experiments.

Notation We use = € R,z € R*, X € R’/ X ¢ RIX/*K
to denote a scalar, vector, matrix, and tensor respectively. We
adopt the Matlab notation X (i, :) and X (:, j) to represent the
ith row and jth column of matrix X, respectively. X (4,7, :)
represents the (i,7)th tensor fiber. X (4,7, k) represents the
element of X indexed by ¢, j, k. o and ® represent the outer
product and the Hadamard product, respectively. The outer
product between matrix U and vector v is defined as X =
U ow such that, [Uov]; j , = U(4,j)v(k). 0 and 1 represent
the all-zero and all-one vectors, respectively. 0 and 1 represent
the all-zero and all-one tensors, respectively. ||x||2 and || X||2
represent the ¢ norm and spectral norm, respectively. |.||r
denotes the Frobenius norm of matrices and tensors. We define
| X || = max; ;| X(7,7,k)|. |X] denotes the cardinality of
the set X. For an integer I, the set [I] denotes {1,...,I}.
L =log(X) is a tensor such that L(, j, k) = log(X (4, 4, k)).
“>” represents element-wise “larger than or equal to” (e.g.,
X > 0 means every element of X is nonnegative). f (z) is
the first-order derivative of f at x.

II. BACKGROUND
A. Problem Setup

We focus on the SC scenario illustrated in Fig. 1 (a). The
scenario is widely considered in the literature; see, e.g., [2],

Sparse PSD measurements
(b)

Fig. 1: (a) Scenario of interest. (b) Sampling pattern of the
radio map; each sampled fiber is a PSD.

Completed Radio Map

[6], [7], [10]. Specifically, we aim at recovering a spatio-
spectral radio power density map induced by R emitters using
measurements acquired by /N sensors. The sensors are sparsely
deployed over the region of interest. For the ease of exposure,
we assume that the space domain is a 2D rectangle and is
discretized into I x J grids (but the proposed design princi-
ples can be readily generalized to 3D cases). The frequency
domain is also discretized into K frequency bins—and thus
every spatial grid is associated with a K -dimensional power
spectral density (PSD). In other words, the power propagation
patterns of the R emitters over the K frequencies constitute
an I x J x K radio map tensor X € RI*/*K where the
entry X (i,7,k) is the PSD of the signal received at location
(i,7) and frequency k. That is, every fiber [25] of the tensor,
X (4, 7,:), represents the PSD of the received signal measured
at the location (i, j); see Fig. 1 (b). We use the notation

2={GJlielll,jeJ]}
to denote the set of sensor locations. Note that we often have
2] =N < 1J;

i.e., only a small number of sensors are available. We assume
that every sensor acquires the full PSD X (i, js,:) at its
location (is,7js), where s = 1,...,N. If the sensors are
able to transmit real-valued feedback to the fusion center, the
goal of SC is to recover the full X from the tensor fibers
{X(i,4,:)}(,j)esn at the fusion center.

B. Prior Works on Provable SC

Early developments of SC (see, e.g., [2]-[4], [12]-[14])
mostly focused on the methodology side but less considered
the theoretical aspects, e.g., recoverability of the ground-truth
radio map. More recently, there has been an increased research
interest on theoretical understanding to SC. In this subsection,



Fig. 2: The BTD-based model for radio maps used in [6].

we briefly review two SC models that were shown to guarantee
recovery of the radio map.

1) Block-term Tensor Modeling and Provable Recovery:
The recent work [6] proposed a recoverability-guaranteed SC
method from a block-term tensor completion viewpoint. The
model in [6] starts by assuming that power propagation is
coherent over the frequency band of interest, which in general
holds when the ratio between the bandwidth of the frequencies
of interest and its central frequency is not large [12], [22],
[23], [26]. Under such circumstances, the radio map can be
decomposed into the latent factors associated with spatial and
spectral information, respectively [2], [6], [7], [10]:

R R
X(i,j, k) =Y 8p(i,4)e (k) <= X => S, 0¢,, (1)

r=1 r=1

where S, € R'*7 is the spatial loss field (SLF) of emitter
r, ¢, € RE is the PSD of emitter r, and o denotes the
outer product. The SLF captures the spatial power propagation
characteristics of an emitter, and the PSD reflects the emitter’s
spectral band occupancy.

The work [6] modeled each SLF S, in (1) as a low-rank
matrix, i.e.,

S,.=A,B/,

where A, € R'™L and B, € R/7*L with rank(A,) =
rank(B,) = L < min{J, J}. Fig. 2 illustrates the model.
This low-rank model of S, connected (1) with a tensor
model, namely, the block-term tensor decomposition (BTD)
with multilinear rank-(L, L, 1) model [27].

The model is well-motivated, as the individual SLFs often
exhibit high correlations across the spatial domain, making
S,’s approximately low-rank; see [6] for numerical evidence.

Using the BTD model of the radio map, the SC problem is
formulated as follows:

2

minimize
{CT‘)AT‘)BT}f:l

(2

R
— F

Mserls ® <X - (ATB:) © cr)

r=1

where M . is a sensing mask tensor such that M (3, 7,:
) =1¢€ RE if (i,j) € £2 and M, (i,7,:) = O otherwise.
Notably, [6] leveraged the BTD model’s essential uniqueness
to show that the spatio-spectral radio map is provably recov-

erable under both random and regular sampling patterns.

Fig. 3: Spectrum cartography using deep generative model
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from [7].
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Fig. 4: Using simulated SLFs to learn a DGM of the SLFs via
GAN.

2) Deep Generative Model (DGM)-Based Provable SC: In
recent years, deep learning-based SC attracted much attention.
The reason is that deep neural networks can represent very
complex and heavily shadowed scenarios in a parsimonious
way, and thus can boost performance of SC in challenging sce-
narios. However, most early attempts, e.g., those in [8], [18],
formulated the SC problem as a supervised inpainting network
learning problem. This formulation encountered training and
generalization challenges, as the radio maps often have an
extremely large latent state space. In addition, there is a lack
of theoretical support to this line of work.

To exploit the representation power of deep neural networks
with recoverability guarantees, the work [7] provided an alter-
native solution. The method can be regarded as an extension
of the model in [6]. Realizing that the low-rank model for the
SLFs in [6] may not always hold in practice, [7] modeled the
SLF of every emitter using a data-driven DGM. To be specific,
[7] proposed to learn a DGM of the SLF by simulating a large
number of SLFs following a physical model. Then, every S,
can be approximated as follows:

S, ~ go(zr), 3)

where gg(-) : RP? — R'*7 is a deep generative neural network
that maps the “latent embedding” z, € R” such that D < I.J
to an SLF—see Fig. 3. The DGM is learned off-line, e.g.,
via autoencoder, variational autoencoder (VAE), or generative
adversarial network (GAN); see Fig. 4. Using this learned
DGM gg(z;), the SC problem was cast as follows:

R
Msens ® (X - Zga(zr) o cr)

r=1

2
minimize
{crva}le F

The method used a DGM to describe each individual SLF

(instead of the entire radio map as in [6], [18]). Consequently,

“4)




the DGM is much easier to learn in the training stage compared
to the networks in [8], [18], which used a neural networks to
learn the aggregated radio map from multiple emitters. This is
because each SLF has a much smaller “state space” compared
to that of the aggregated radio map; see more discussions in
[7]. The work in [7] also showed that (4) guarantees recovering
the radio map under reasonable conditions.

Remark 1 The BTD and DGM based methods have their
respective advantages and disadvantages. The BTD model
is simple to implement, but the key limitation lies in the
designated low-rank prior for the SLFs. The low rank of S,
could be violated when the spatial correlation becomes weak—
which typically happens when the environment has heavy
shadowing effects, e.g., in urban areas. The DGM-based ap-
proach is capable of “encoding” complex, non-analytical prior
information using the neural representation of gg(-), which is
suitable for modeling heavily shadowed cases. In addition, the
DGM parameterization may substantially reduce the number
of unknown parameters (if card(z,) = D < I.J), which can
greatly reduce the sample complexity of SC. However, the
price to pay is that an extra offline training stage is needed.
To generate training data for learning gg(-), a certain level
of awareness of the shadowing situation is required. These
were not needed in the BTD work [6]. Hence, both models
are useful and meaningful. The choice of the model depends
on the scenario of interest.

C. Challenges - Lack of Quantized SC Approaches

Most of the previous SC works, including the BTD and
DGM based methods, assumed that real-valued measurements
(e.g., X(4,7,:) for all (i,5) € Q) can be transmitted to the
fusion center (see, e.g., [2]-[7]). However, sending real-valued
measurements is costly in terms of communication overhead.
It is much more realistic that the sensors send quantized
measurements. Quantized spectrum sensing was studied before
(see, e.g., [28], [29] and the “frugal sensing” works [20], [21])
but the spatial information was not taken into consideration.
Quantized SC was tackled in [10] using kernel regression.
However, [10] assumed that the emitters’ PSDs are known,
but estimating the PSDs itself is a hard problem [22], [23].

In addition to the lack of effective methodology, the theoret-
ical aspects of quantized SC have yet to be studied. While the
DGM-based framework in [7] and the BTD-based framework
in [6] provided provable recoverability of the radio map with
real-valued measurements, it remains an open question how to
extend these results to handle quantized measurements without
losing recoverability supports.

III. PROPOSED APPROACH

In this work, we propose a quantized SC framework where
the sensors only feedback heavily quantized measurements. In
particular, we will design a system that can flexibly work with
the BTD and DGM models of the radio map in [6] and [7].

A. Sensing and Quantization

Following the setup in Sec. II-A, we assume that the sensor
located at (7,7) can acquire the PSD of the received signal,
ie., X(i,7,:) € RK. In addition, we consider the scenario
where the sensors send a quantized version of X (4,7,:). To
be more specific, we employ a quantizer

() R—>Z

that maps each element of the PSD received at (¢,j) to an
integer, i.e.,

X(i’j7 k) = Q(l(%], k))a k=1,...,.K

where Y (i,7,:) € Z¥ is the quantized PSD.

We employ the Gaussian quantization strategy that is widely
in the literature [30]-[36]. To be specific, the quantization
strategy is expressed as follows:

Y (i,j, k) = QWX (i, j,k)) + V(i, 5, k)) ©)
Q(x) =gq, if bqfl <z < bqa qEc [QL

where V (i, j, k) ~ N(0,02) for all 4, j, k are i.i.d. zero-mean
Gaussian noise, and {bq}g‘?:1 are the pre-specified quantization
bins (i.e., [by—1,b,] is the gth quantization interval). Here, the
function h(-) is an invertible transformation function,

h(z) = log(z + a), (6)

where a > 0. For notation simplicity, we slightly abuse
the notation by applying h to both entries and tensors, i.e.,
h(X) means taking the transform in (6) for each entry of X.
Note that the function h(-) was not used in classic Gaussian
quantization. In this work, we use this function to control
the dynamic range of the data (also see Sec. IV-C for more
discussions). Note that as h is invertible, it does not lose
information of X; i.e., recovering h(X) from the quantized
data recovers X.

Quantization with artificial noise like in (5) is called
dithering in signal processing [37]. Dithering is known to be
beneficial for retaining more information about the original
signal in the quantized version by reducing the correlation
between the quantization error and original signal [38].

B. Maximum Likelihood Estimation

Let M = h(X) be the transformed measurements of
radio map. The quantized observations Y has the following
distribution:

Y (i,j, k) = q, with probability f,(M(i, j, k)),

(i, j) € £2,k € [K] @)

where f, is defined as,
= ®(bg — M(i, j, k) — D(bg—1 — M(i,j, k), (8)
in which ®(z) is the cumulative distribution function (CDF)
of the zero-mean and o2-variance Gaussian variable (i.e., the
CDF of the dithering noise in (5)). Using (8) and a certain
parameterization of the radio map, one can formulate the SC
problem as an MLE problem. In the next two subsections, we

will use the BTD model in [6] and the DGM model in [7] to
formulate two MLE criteria.




1) BTD-Based Quantized SC: As in [6], we first represent
the radio map using the BTD model (see Fig. 2), i.e.,

R
X" =% "(A.B])oec,.

r=1

Using the described sensing and quantization procedure as in
the previous section, the fusion center receives a quantized and
incomplete tensor Y (£2,:). To recover the ground-truth radio
map, we consider the following MLE:

MLE via BTD

minimize

(A,B,C)eSBTD Fg? (A7 Ba 0)7 9

where the objective function is defined as

FY(A,B,C) =

K Q
— Y D0 Ayigk=a log(f(MXPTP G, K))),

(i,j)€2 k=1q¢=1

in which we have XB™ (i, j, k) = [Zle(ATB: )o cr} ,

.5,k
A, € RIXE B, € R7*L and C = [ey,...,cg]. In ad-
dition, we have used the notation A = [A4,..., Ag| and
B = [B4y,...,Bg]. The constraint set is defined as follows:

SBTD—{(A,B,C)|A20,Bzo,020 (10)

1A e < VBB lle < VB, llerll2 < &,Vr € [R}}-

The constraints in (10) mean that the SLFs and the PSDs
are both nonnegative and bounded (with ||S,||r < 8)—which
are mild assumptiions per their physical meaning. Particularly,
we assume that the nonnegativity and boundedness of S, =
A, B/ are realized via having constraints on the latent factors
of the BTD model. We also define the corresponding set:

ABTD _

Y

R
{X ’ X =) (AB)oc,, (AB,C)¢ SBTD}.

r=1

2) DGM-Based Quantized SC: As mentioned, the BTD
model-based approach may not work well when the spatial
region exhibits heavy shadowing [7]. In such cases, it is natural
to employ the DGM-based model in (3) to parameterize the
radio map, i.e.,

R
XPM = "gg(z,) 0 cy, (12)
r=1

where gg(-) is learned in an off-line manner as in [7]; see
Fig. 3. The radio map model in (12) leads to the following
MLE-based recovery criterion:

MLE via DGM

minimize FH5$(Z,C),

13
(C,Z)ESDGM ( )

where we have

Fo(z.0) =

K Q
— > DD Ayigk=q log(fo (WX MG, 4, K)))),

(i)€R k=1q=1

in which XPM(i, k) = [0, go(z) © elijn, C =
[c1,...,¢cR], and Z = [z1,...,zg]. The constraint set is
defined as follows:

(14)

SPEM _ {(c, Z) | gs(z) > 0.C >0, (15)

lgo(z)lle < B ey 2 < w,Vir € [R]},

where § and x are positive constants. Similar as before, we
define a corresponding set in the data domain:

APOM — (16)

{X ‘ X = ige;(zr) oc, (Z2.0) ¢ SDGM}.

r=1

As in the continuous measurement case (cf. Remark 1),
the BTD-based formulation in (9) is better suited for cases
where training data is unavailable or the training cost is
not affordable. The DGM-based formulation in (13) has a
more expressive model to attain enhanced recovery accuracy,
especially under challenging scenarios, e.g., heavy shadowing.

IV. OPTIMIZATION AND IMPLEMENTATION

In this section, we propose algorithms for handling the MLE
problems in (9) and (13).

A. Algorithm For BTD-Based MLE

To tackle Problem (9), we consider the following reformu-
lated approximation:

inimize £ A B,C

minimize Lo,y (A, B, C)

2y

subject to A>0,B >0,C > 0,

a7

where the objective function is expressed as follows:
Loy(A,B,C)=F3Y (A, B,C)+ \ri(A)
+ Aora(B) + Asr3(C),
in which the regularization terms are as follows:
ri() =1 Ile i=1,2,3

Note that promoting small || A||Z and || B||# encourages small-
energy SLFs ||A, B, |r. Hence, such regularization terms
indirectly enforce the constraints in (10), i.e., that the SLFs
and the PSDs are bounded. Nonetheless, using the regular-
ized reformulation instead of the constraints in (10) is more
convenient to for designing optimization algorithms.

We propose a block coordinate descent (BCD) procedure to
handle (17). In the kth iteration, we first update C' as follows:

CH)  max(C® — MV (Lo y(A®, B® CH)
+ Asr3(C)), 0), (18)



where V¢ (+) is a gradient-related direction of Fpy w.rt
C. Using the gradient w.rt. C!, the direction V() is
found by popular methods such as plain-vanilla gradient and
momentum-assisted methods like Adagrad [40] and Adam
[41]), and gék) is the step size. The “max(-,0)” step projects
the updated C®) back to the nonnegative orthant.

Similarly, the update of A and B can be done as follows:

AFD o max(A® — BT 4 Loy (A®, BR) C®)
+)\1rl(A))a0)> (19)

BHD « max(B® — ¢V (Lo y (AR, B®) C®)
+ )\2’1"2 (B))a 0)7 (20)

where ék) and fék) are the step sizes for A and B updates
respectively. In practice, the step size parameters can be chosen
using heuristics advocated in Adagrad or Adam, which are
often effecti/v\e. After the algorithm is terminated, the estimated
radio map X is obtained using

R
X = Z(Aré;r) °c,,

r=1

where fL, ér and ¢, are the algorithm-found solutions.
Note that the procedure above is a typical inexact BCD

approach, whose convergence properties were well studied and
discussed in the literature; see [42]. The algorithm described
in (18), (19) and (20) is referred to as quantized spectrum
cartography via BTD (Quant SC—-BTD).

B. Algorithm For DGM-Based MLE

Problem (13) can be tackled using similar ideas. To see this,
we consider the following reformulation:

minimize Loy (Z,C), 1)
C.zZ =

subject to C > 0,
where
Loy(Z,C)=FE3(Z,C) + ma(Z) + p2¢2(C).

In practice, g1 (-) : R*P — R is used to regularize Z (and
thus also regularizing S, = go(2,)). In this work, we set

R
0(2)=Y_l=l3 =2l
r=1

which would encourage the solution to reduce the Euclidean
norm of the found SLFs, so that the specification in (15) is
more likely to hold. Similar as before, we set g2(C) = ||C||3.
The nonnegativity constraint on C' is again added to reflect its
physical meaning. Note that Z needs not to be nonnegative
and thus there is no such constraint on the latent embeddings.
The SLFs are nonnegative and bounded. Hence, gg(+) uses the
sigmoid activation functions at the output layer. Using sigmoid
makes [|Sy|lc < 1. This does not lose generality or hurt the
recoverability. To see this, assume that S, = S,. and ¢, = ¢,

'Throughout this paper, the gradient computations are all implemented
numerically by PyTorch [39].

Original Data Distribution Transformed Data Distribution
le3 le3

150

w
=3

i
o
S

N

=]

Log

Data Frequecy
a Frequecy

0]
=3

Transform @ 10
=]

° -125 -10.0 -75 =50 =25

Transformed Measurements

00.00 0.02 0.04 0.06 0.08
Radio map Measurements

Fig. 5: Histograms of measurement values before (left) and
after (right) the log-transform in (6). The radio map covers a
51 x 51m? region with R = 4 emitters; K = 64 frequencies;
shadowing parameters are (X.,n) = (50,6) (see definitions
in Sec. VI-A).

are estimated perfectly. One can always let .§,« = Sr/|IS, |l (SO
that [|S;|lc = 1) and ¢, = ||S,||cc;. Such scaling/counter-
scaling does not change the outer product; i.e., S; o ¢ =
S, o ¢, still holds—which means X = X.

The BCD algorithm for tackling Problem (21) is similar as
that for handling (17), except that only two blocks are updated.
To be specific, in the kth iteration, we first update C' using
gradient projection:

CHHY) (22)
max(C* — vVe(Lay(Z®,CM) + 1sg2(C)), 0).
Then, the Z-update is carried out as follows:
ZUAD  z®) _ T (Lo .y (Z2®),C™)
+ p11q1(2));

In this case, as a DGM is involved, the gradient-related
directions w.r.t. Z can be found by back propagation-based
methods, also using numerical gradient-finding tools. Again,
when the algorithm stops, we obtain the estimated radio map
X via

(23)

R
X = de(gr) o Era
r=1
where Z,. and ¢, are the solutions found by the algorithm.
The algorithm in (22)-(23) is referred to as the quantized
SC via DGM (QuantSC-DGM) ).

C. Quantization Interval Design

One challenge for quantizing radio maps is that the PSD
values across space are extremely skewed; see Fig. 5. Directly
applying simple quantizers (e.g., the uniform quantizer) does
not work well. As mentioned, we propose to apply the log-
transformation in (6) before quantization. Recall that the
transformation is expressed as h(z) = log(x + a) with a > 0,
which “condenses” the dynamic range of the radio map. Log-
transformation is commonly used in quantization and data pre-
processing for nonnegative data; see, e.g., [43].

After the log-transformation, the b,’s in (5) can be deter-
mined by making every interval roughly contain the same
number of data points (i.e., X (4,7, k)). This strategy was
employed in the matrix and tensor completion literature [44],
[45] and was proven effective. The intuition is that we want



to make “maximum utilization” of all quantization levels. In
an SC system, the {b,} should be determined by the system
designers prior to deployment. Our suggested steps are as
follows: 1) The system generates a set of simulated radio maps
from a range of environment parameters that are considered
reasonably reflecting the RF situation of the region of interest.
2) Using the simulated data, the system learns b, for ¢ € [Q)]
using the following principle:

b, = inf { m| ——
o=t {mf =

where F(m) is the empirical CDF of the simulated M’s
entries, and we set by = —oo and bg = +oo. We calculate
bin boundaries from a large number (e.g., 1,000) of simulated
radio maps and take average. 3) The fusion center broadcasts
{b1,...,bg} to all the sensors. Then, the sensors use the by’s
to implement their quantizer.

V. RECOVERABILITY ANALYSIS

In this section, we present the recoverability analyses of the
formulated problems in (9) and (13), respectively.

A. Technical Preparations

It is readily seen that the following fact holds:

Fact 1 For X € XB™ gnd X € XAPCM | there always exist
aBTP € [0,00) and aPM € [0, 00) such that

1 X[l < o, 24)

where o = o™ if X € XAB™ and o = aPM if X €
Y DGM

Proof: The claim holds as the latent factors constituting

X in ABTD and XPEM gre bounded; see (10) and (15). W

As our framework uses a log-transformation to pre-process

the sensor-acquired data, we will need the following lemma
in our later analysis:

Lemma 1 Let h(X) denote a tensor such that [h(X)); jr =

log(X (4, 7,k) + a), where X > 0 and a > 0. Suppose that
| X ||oo < cv. Then, for X # X', the following holds:
1 hX)—h(X' 1
) M 1
a+ta X — X' |p a

The lemma says that h(-) exhibits continuity when the argu-
ment is nonnegative. The parameter a > 0 is used to present
the mapped value goes to —oo, which can be an inconsequen-
tial small value (i.e., a value that does not dominate the input
signal) in practice. The proof is relegated to Appendix B. We
will use the following fact:

11<F(m),mzh(m)}7Vq:2,...,Q—1

Fact 2 Let X € {XBTP XPEMY gpg M = {h(X) | VX €
X}. Then, if by # b; for any £ # j V0, j € [Q)], there always
exist bounded constants U, L, and F, such that

U, —sup max log <f€(1 )) (26a)

L, :=sup max ’f@(m ‘ (26b)
@ m L€[Q] fe(m)

F, :=inf max ~——— (f (m))2 (26¢)
m telQ]  fe(m) ’

where « is as defined in Fact 1.

The proof of the Fact 2 is presented in Appendix C. Fact 2
means that the if our radio map measurements are bounded,
then fy(-) does not change too sharply or (for at least one
¢ € ]Q)) too slowly, reflected in L, and F,, respectively.
The existence of these parameters makes the function locally
analogous to functions that have gradient-Lipschitz continuity
and strong convexity; see discussions in [30], [46].

B. Recoverability Under The BTD Model

We first analyze the recoverability of (17). Before we pro-
ceed, it should be mentioned that in the previous sections, for
the simplicity of presentation, we slightly abused the notations
by using X, S,, ¢, etc. to represent both the ground-truth
parameters and the optimization variables (see, e.g., (17)). In
the sequel, for the clarity of analysis, we will use f to denote
the ground-truth parameters (e.g., C%), to distinguish them
from the optimization variables (e.g., C in (17)). Let us make
the following assumption:

Assumption 1 There exists a constant vB™P € [0, +00) such
that
min HX X' < VBTP, 27
Xex

where X represents the ground-truth radio map.

The existence of ¥BTP > 0 makes sense, which could be a
result of sensing noise or just due to modeling errors.

Theorem 1 Suppose that Assumption 1 holds. Assume that §2
is uniformly sampled from [I] x [J] with replacement and that
N = |£2|. Define X* = Zf‘zl(A:B*T) o ¢}, where

(A*, B*,C*) = arg min FaY (A, B,C), (28)

(A,B,C)eSBTD
is an optimal solution of the MLE via BTD criterion in (9).
Then, with probability at least 1 — 26, we have

IX* - X2 _8CiCe(1+71) [R log(5)
< R
8log(2
+U,C: OZ%]([S) + C1C2VBTD, (29)

where, T =

3 (\/((I + J)L+ K)log(3VR(B + k) +

VK log(k/2) + (I + J)Llog(ﬁ))7 and B,k are defined in



(10). The constants Cy and Cs are given by C; =
A(ata)’/r,, and Cy = La/a.

The proof is relegated to Appendix D-B. Theorem 1 shows that
the mean squared error (MSE) of the optimal solution given
by (9) is able to approach the ground-truth X%, if N = Ked
is sufficiently large and the tensor-based representation error
(i.e., vBTP) is reasonably small. Our result also shows that
N = Q(U+J))L+K)Rlog(3VR(B+r))/K?) is the sample com-
plexity that suffices to ensure provable recovery, which is at
the same order of the number of unknown parameters. This is
consistent with the previous results from classic matrix/tensor
completion literature under other low-rank models [30]-[34].

Remark 2 The recoverability of low-rank tensors under 1-
bit quantization was studied in [33], but was under the
canonical polyadic decomposition (CPD) model. Multi-level
quantization based tensor completion was considered in [33],
[34], [36], but again under tensor models such as the CPD and
Tucker models. In this work, we formulate our problem under
the BTD model, which is more suitable for the SC problem.
Recoverability of radio map tensors under the BTD model was
considered in [6] under a different setting. There, the sampling
pattern was deterministic and no quantization was involved (a
similar setting was used in the context of hyperspectral super-
resolution [47]). Hence, their proof took a very different route
via using the essential uniqueness of BTD, which is not needed
in our case.

The random sampling and quantization settings in [33], [34],
[36] are closer to ours, but the data acquisition in these works
was done through independently sampling the entries of the
tensor. However, in this work, we focus on the scenario where
the sensors can sample the entire PSD X (i, j,:), also known
as the fiber sampling case [25]. Our proof extends those in
[33], [34], [36] and carefully accommodates these differences.

C. Recoverability Under The DGM Model

The proof under the DGM of the radio map (13) follows
a similar technical route, except that the DGM’s “complexity
measure” needs to be carefully derived. As in the previous
section, we make the following assumption:

Assumption 2 There exists a constant v?SM ¢ [0, +-00) such
that

min

| X — X¥||oe < vPOM.
X ecXxDbGM

(30)
Ideally, if gg(-) is a universal function approximator, PM
would have been zero (provided that other types of noise do
not exist). However, in practice, go(-) is represented by a
neural network with finite depth/width, which means that it
is never universal and thus a nonzero %M exists. Note that
vPEM can be decreased if the neural network gg(-) is more
expressive. A more expressive neural network often admits a
deeper and wider neural architecture, which has a increased
number of parameters.
We also make the following structural assumption:

Assumption 3 The generator network is an L-layer neural
network

go(z) = mat(CL(AL(.-€1(A12)))),

where mat(-) : R’ — R!*7 reshapes a vector to a matrix
(i.e., the inverse operation of vectorization), A, € RDexDe-1
is the network weight in the /th layer, in which Dy = D
and Dy, = IJ, ¢o(.) = [¢()y -, C()]F : RPe — RP¢ is a
¢e-Lipschitz activation function with {(.) : R = R, and P =
HEL:1 @0]|Aell2 < oco. In addition, the latent embedding z is
from a bounded set, ie., z € Z ={z € RP : |z|]2 < q}.

€19

Assumption 3 follows the same setting in [7]. This assumption
characterizes the structure of generative neural network. Note
that many commonly used activation functions are Lipschitz
continuous, e.g., ReLU, sigmoid, and tanh. In addition, (31)
subsumes many deep network architectures as its special cases,
e.g., the multi-layer perceptron (MLP) and the convolutional
neural network (CNN).

With the assumptions, we show the following recoverability
theorem:

Theorem 2 Suppose that Assumption 2 and 3 hold. Assume
that £2 is uniformly sampled from [I| x [J] and that |£2| = N.
Define X* = Zle go(2}) o ¢k, where

(C*, Z*) = arg < Zn)aeigDGM FRNC,2), (32

is an optimal solution of the MLE via DGM criterion in (13).
Then with probability at least 1 — 2§, we have

| X* - X*3 _8CiCo(1+7) [R
< -
IJK = K N T UaCh

8log(2
%+C1CQVDGM, (33)

log(5)
N

+U.Cq

where

T = 3\/K log(g\/ﬁm(ﬁ + k) 4+ Dlog(3VRPq(B + k)),

and B,k are defined in (15). The constants Cy and Cs are
given by Oy = 4(e+a)’/r, and Cy = La/a.

The proof of Theorem 2 is presented in Appendix D-B. Theo-
rem 2 shows that the optimization criterion in (13) ensures the
recoverability of the ground-truth radio map X "even when
the radio map is parameterized by a learned DGM other than
a classic low-rank model. There are two primary sources of
errors in our recovery process. The first error occurs due to
the limited fiber samples of radio maps measurement, also
referred to as generalization (or statistical) error, which is
given by the first term on the R.H.S. of (33). The second
type of error is induced by the representation error of the
DGM, i.e., vPSM_ which is the last term in (33). One can see
that the recovered radio map becomes closer to the ground
truth with an increased sample size at the rate of O(1/v/N).
When the DGM becomes more complex (e.g., when the
depth/width of network is increased), the approximation error
vPGM decreases. However, the increased network complexity



makes 7 larger. This presents a reasonable trade-off between
model and sample complexities. In short, one hopes to use a
reasonably complex DGM so that PSM is small, but not an
overly expressive DGM that might lead to over-fitting effects.

VI. EXPERIMENTS
A. Synthetic Data Experiments

1) Data Generation: For data generation, we first consider
the 2D geographical region of 50 x 50 m? that has 51 x 51
grids. The region is discretized using indices {0, 1,...50} x
{0,1,...50} such that I = J = 51. The spectral domain
has K = 64 subbands. We generate the radio maps by first
generating the SLF of each emitters using the joint path loss
model and spatial correlated log-normal shadowing model
[48]. The two key parameters for this model are the decor-
relation distance X and the shadowing variance 7. Larger X,
and smaller 7 correspond to milder shadowing environment;
see [7] for more details. The PSDs are also generated following
the same method as in [6], [7].

2) DGM Learning: We learn the DGM using GAN. We
set D = 256. The latent embedding z, is sampled from
the standard Gaussian distribution. The detailed architecture
of the GAN is in Appendix A. To generate training samples
for learning the DGM, we create 5,000 random SLFs using
random emitter locations, a range of path loss coefficients, X,
and 7 in [2,2.5], [30,100] and [3,8], respectively. We then train
our GAN using Adam optimizer with a batch size of 128 with
250 epochs. The initial learning rates for the discriminator and
generator are set to be 0.0004 and 0.0001 respectively.

3) Algorithm Settings: We initialize A and B as zero
matrices in the BTD model. For the DGM model, we initialize
z, using the standard normal distribution. For both models,
we initialize the elements of C' using the uniform distribution
between 0 and 1. Under both the DGM and BTD models,
we stop the algorithms when the relative change of the cost
function is smaller than 10~3 or when the BCD algorithms
reach 300 iterations. For both of our reformulations in (21)
and (17), the regularization terms are all set to be 1073, We set
L = 10 for the BTD model following [6]. For optimization,
we use the Adam optimizer for both DGM and BTD block
updates. For both models, we set the initial learning rates for
C to be 0.003 and for the other variables to be 0.006.

4) Quantization: We set a = 1075 in h(z) = log(z + a).
For quantization, we set the noise variance using a validation
set consisting of 20 simulated radio maps. The validation
set is generated with shadowing parameters X. € [30,100]
and n € [3.0,8.0]. The recovering algorithms are applied to
the validation set with various o2 € [0.5,4.0] for different
bits cases and the average best-performing o? = 1.7 is
selected. The quantization bins are constructed using 1,000
simulated radio maps data generated following the description
in Sec. VI-A2. The b,’s are constructed using the method in
Sec. IV-C for B € [1,8] , where B = log,(Q — 1) bits.

5) Performance Metrics: We use log-domain normalized
reconstruction error (LNRE) as our metric:

1M — M2

LNRE = =
| M|

) (34)

Ground Truth Quantized data

|

BTD [6] Dowjons [7] QuantSC-BTD

: ,Z | =

LNRE: 0.2590 LNRE: 0.1454

ernel Regression [10]

Sampled Quantized data
A o

LNRE: 0.1896
QuantSC-DGM

Power (dB)

LNRE: 0.0689 -50

LNRE: 0.4965

Fig. 6: Ground-truth and reconstructed radio maps by various
methods at the 30th frequency bin; p = 10%, R = 6, X. = 50,
n =06 and 0? = 1.7, B = 3 bits.

where M = h(X) is the estimated log-transformed the radio
map. The LNRE is an appropriate metric for skewed data as
it prevents a few larger values in the X from dominating the
performance evaluation. All the LNREs are averaged over 10
random trials.

6) Baselines: We use the DGM-based SC method in [7],
namely, “DowJons”, as it demonstrated state-of-the-art SC
performance given that real-valued feedback can be used. We
also use the BTD-based method for unquantized data in [6].
Additionally, we use the method in [10] based on kernel
regression for quantized SC (referred to as “KR”). Note that
[10] assumes that the PSDs of the emitters are known to the
fusion center, but our method does not need this information.

7) Results: Fig. 6 shows an illustrative example where we
have R = 6 emitters. For visualization, we show the recovery
result at a single frequency bin. In this experiment, p = 10% of
the 51 x 51 grids are sampled, where p = |§2|/1J x 100%. We
use B = 3 bits for quantizing every real-valued measurement.
The shadowing parameters are set to be X. = 50 and n = 7.
The LNRE of the reconstructed radio maps over all frequencies
are shown along with each images. One can see that the
QuantSC-DGM offers the best recovery performance, both
visually and in terms of LNRE. The Quant SC-BTD works
reasonably, as it still recovers the positions of emitters well.
The DowJons method clearly missed some emitters, which
is not surprising—as it is not designed for quantized SC.The
BTD-based method from [6] also performs poorly as it also
does not consider quantized measurements. The KR method
did not perform well and over-smoothing effects are observed.

Fig. 7 shows the result with heavier shadowing compared to
the scenario in Fig. 6. Here, we use R = 2 and set X, and 7 to
be 40 and 8, respectively. All the other settings follow those in
in previous paragraph. Clearly, this is a much more challenging
scenario as most of the methods fail. QuantSC-BTD does
not work well in this case, as expected—since the low-rank
assumption of the SLFs is grossly violated. The proposed
QuantSC-DGM is the only one that produces a radio map
close to the ground truth. This shows the power of DGM in
terms of modeling complex environments.

Tables I and II show the performance of the methods under
various 1 and X, respectively. Recall that the two parameters
reflect the level of shadowing. In all cases, Quant SC-DGM
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Fig. 7: Ground-truth and reconstructed radio maps under heavy
shadowing by various methods at the 20th frequency bin; p =
10%, R =2, X, =40, n =8 and 0% = 1.7, B = 3 bits.

TABLE I: LNRE under various ’s: R = 6, X, = 50, p =
10%, and B = 3 bits.

TABLE IV: LNRE under various R’s. Ground-truth R = 6,
X.=40,1n1="7.0, p=10%, and B = 3 bits.

R KR [10] DowJons [7] QuantSC-BTD QuantSC-DGM
2 - 0.3058 £0.0029 | 0.1790 +0.0098 0.0963 +0.0077
3 - 0.2931 £0.0047 | 0.1731 +0.0085 0.0852 +0.0068
4 - 0.2837 £0.0107 | 0.1706 +0.0097 0.0811 +0.0076
5 - 0.2447 £0.0617 | 0.1639 +£0.0101 0.0695 +0.0049
6 | 0.1917 £0.0068 | 0.2398 +0.0090 | 0.1602 +0.0091 0.0682 +0.0083
7 - 0.2415 £0.0115 | 0.1612 +0.0105 0.0661 +0.0056
8 - 0.2439 £0.0102 | 0.1610 +£0.0102 0.0673 +0.0083
9 - 0.2956 £0.0114 | 0.1736 +0.0098 0.0696 +0.0137
10 - 0.4474 £0.0220 | 0.1958 +0.0105 0.0716 +0.0093
11 - 0.4411 £0.0302 | 0.2017 £0.0107 0.0727 +0.0096
TABLE V: LNRE under various p’s. R =6, X. = 50, n =6,
and B = 3 bits.
P KR [10] DowJons [7] Quant SC-BTD Quant SC-DGM
3% 0.2104 £0.0452 | 0.2625 +0.0163 0.1980 +0.0074 0.0900 +0.0070
5% | 0.1975 +£0.0201 | 0.2506 +0.0141 | 0.1756 +0.0106 0.0761 +0.0091
10% | 0.1722 £0.0124 | 0.2388 +0.0080 | 0.1429 +0.0116 0.0607 +0.0065
15% | 0.1663 £0.0149 | 0.2220 +0.0079 | 0.1408 +0.0090 0.0557 +0.0083
20% | 0.1416 £0.0075 | 0.1906 £0.0118 | 0.1315 +0.0071 0.0522 +0.0075

n KR [10] DowdJons [7] QuantSC-BTD Quant SC-DGM
4.0 | 0.1351 £0.0092 | 0.2078 +£0.0149 | 0.1352 +0.0082 0.0552 +0.0083
5.0 | 0.1284 +0.0153 | 0.2163 +£0.0058 | 0.1384 +0.0142 0.0650 +0.0041
6.0 | 0.1949 £0.0102 | 0.2435 £0.0163 | 0.1327 £0.0092 0.0665 +0.0103
7.0 | 0.2310 £0.0210 | 0.2341 +£0.0132 | 0.1461 +0.0097 0.0701 +0.0084
8.0 | 0.2705 £0.0076 | 0.2578 +0.0097 | 0.1593 +0.0085 0.0787 +0.0069

TABLE II: LNRE under various X.’s: R = 6,7 =6 p = 10%,

and B = 3 bits.
Xe KR [10] DowJons [7] QuantSC-BTD Quant SC-DGM
30.0 | 0.2366 +0.0303 | 0.2116 +0.0142 | 0.1513 +0.0093 0.0699 +0.0068
50.0 | 0.1852 +0.0095 | 0.2192 +0.0102 | 0.1316 +0.0129 0.0625 +0.0041
70.0 | 0.1567 £0.0162 | 0.2218 +0.0092 | 0.1318 +0.0087 0.0620 +0.0080
90.0 | 0.1401 +0.0095 | 0.1783 +0.0105 | 0.1185 +0.0123 0.0579 +0.0091

TABLE III: LNRE under various R’s. n = 6, X, = 50, p

10%, and B = 3 bits.

R KR [10] DowJons [7] QuantSC-BTD QuantSC-DGM
2 | 0.0818 +0.0193 | 0.1555 +0.0144 | 0.1125 +0.0241 0.0499 +0.0036
4 | 0.1300 £0.0324 | 0.2515 £0.0404 | 0.1301 +0.0101 0.0612 +0.0130
6 | 0.1730 £0.0078 | 0.2412 +0.0072 | 0.1442 +0.0129 0.0640 +0.0087
8 | 0.1902 +0.0309 | 0.2746 +0.0315 | 0.1621 +0.0137 0.0595 +0.0054
10 | 0.2295 +0.0639 | 0.3227 +0.0206 | 0.1860 +0.0160 0.0659 +0.0071
12 | 0.2197 £0.0127 | 0.3522 £0.0433 | 0.1872 +0.0111 0.0674 +0.0069
14 | 0.2181 +0.0099 | 0.3280 +0.0052 | 0.1985 +0.0181 0.0746 +0.0061
16 | 0.2149 +0.0083 | 0.3321 +0.0056 | 0.1951 +0.0031 0.0782 +0.0062
18 | 0.2296 +0.0167 | 0.3632 +0.0070 | 0.2148 +0.0076 0.0782 +0.0041
20 | 0.2356 +0.0174 | 0.3630 +0.0388 | 0.2117 +0.0075 0.0834 +0.0064

exhibits the lowest LNRE. The performance only deteriorates
gracefully when X, decreases and 7 increases, showing the
method’s robustness to heavy shadowing. The Quant SC-BTD
approach offers the second-best LNRE performance in all
cases. As expected, it works the best when X, = 90 and
n = 6, but suffers from a 40% LNRE increase when X,
reduces to 30. This suggests that the shadowing heavily affects
the performance of the BTD-based approach, as mentioned in
[7] as well.

Table III shows the LNREs of the reconstructed radio
maps under various R’s, i.e., the number of emitters. All the
methods see performance degradation when R increases, as
more unknown parameters need to be estimated. However, the
QuantSC-DGM and QuantSC-BTD still offer the best and

second-best LNRE performance.

The simulation in Table. IV tests the robustness to the
wrongly estimated R’s. In the previous simulations, we as-
sumed that the number of emitters R is accurately estimated
by the algorithms—which may not always hold in practice.
Table. IV shows the performance of all the methods when R is
underestimated or overestimated—Ai.e., the performance under
wrong R’s. For clarity, we use R to denote the “estimated
number of emitters” that is used by the algorithms—and
our purpose is to observe how the algorithms behave when
R # R. The true R for this experiment setting is 6. The
KR method neleds to know the PSD of the emitters, and thus
we use the R = R as its input. One can see that when
R < R, the alngrithms have higher LNREs. The LNRE
decreases when R grows from 2 to 6, but increases again
when R > 9. This makes sense as an underestimated R could
not capture all the “principal components” of the radio map
tensor, but an overestimated R makes the complexity of the
model (represented by 7 in Theorems 1 and 2) higher. Hence,
both seriously underestimated and largely overestimated R
could hurt the recovery accuracy. Similar phenomenon is also
observed by changing the algorithm-used L in the BTD (which
may be different from the ground-truth L). The experiment
using varying L is not included due to page limitations, but
the insights behind are the same.

Table V shows the performance of the algorithms under
various p’s. Notably, the LNRE output by QuantSC-DGM
using p = 3% is lower than the LNREs output by the other
methods using p = 20%—again showing the expressive power
of the DGM. However, the same DGM-empowered method
DowJons performs worse compared to Quant SC-BTD under
all p’s. This shows the effectiveness of our proposed quantized
SC framework based on Gaussian quantization and MLE.

Table VI shows the performance under various numbers of
quantization bits, i.e., B, used for each measurement. Com-
pared to the baselines, the proposed methods Quant SC-DGM
and QuantSC-BTD admit tangible margins when B =



TABLE VI: LNRE under various B’s. R = 6, X, = 50,7 = 6,

Ground Truth  Dowjons [7] QuantSC-BTD QuantSC-DGM w0
and p = 10%. g
3 ! »
B KR [10] DowJons [7] Quant SC-BTD Quant SC-DGM N
1 | 04670 £0.0059 | 0.7424 0.0640 | 0.1815 *0.0112 | 0.0720 =0.0095 &
2 | 0.2885 £0.0260 | 0.5625 £0.0292 | 0.1548 =0.0159 | 0.0675 x0.0074 § i EI'Y v - C I
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5 | 0.1384 £0.0057 | 0.0712 £0.0142 | 0.1339 +0.0168 | 0.0572 £0.0136 g x
6 | 0.1128 £0.0100 | 0.0556 £0.0147 | 0.1242 20.0078 | 0.0545 0.0096 3 -6
7 | 0.0970 £0.0079 | 0.0543 £0.0155 | 0.1028 =0.0119 | 0.0504 £0.0115 i » = T L
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the performance of KR and DowJons catch up—as the 3
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quantization error gradually becomes negligible in these cases. & i *
%' - =1 Fl o
[ i

B. Real-Data Experiments

1) Data Description: The data was obtained within a
14 x 34m? indoor space on an office floor at the Mannheim
University. The data was acquired across 9 distinct frequency
bands centered at 2.412 GHz, 2.422 GHz, 2.427 GHz, 2.432
GHz, 2.437 GHz, 2.442 GHz, 2.447 GHz, 2.457 GHz, and
2.462 GHz, respectively [49]. The region is divided into
1 x 1m? grids, and 166 of these grids were installed with
sensors at their centers which are placed throughout the hall-
way. The leftmost column in Fig. 8 displays the ground-truth
radio map over the nine frequencies. The white blocks in the
figures are rooms where measurements could not be taken. The
measurements in our experiments are uniformly sampled from
the hallway area. This type of mixed deterministic (rooms) and
random (hallway) missing pattern is not exactly covered by the
conditions made in our recoverability theorems, but the dataset
can still be employed to test the algorithms. The results can
indicate their usefulness in real-world settings and robustness
to violation of the conditions in the theorems.

2) Hyperparameter Settings: The data is heavily skewed
for the real data and the values are extremely small. The largest
power measured is -40 dB. Hence, we take a = 101 for our
transform to avoid a dominating the output of hA(x + a). For
quantization, we follow the same validation-based strategy as
before: We set o2 = 4.0, which is tuned using a validation
set consisting of 20 simulated radio maps. The validation set
is generated with high shadowing parameter considering the
indoor environment X, € [20,70] and n € [6.0,9.0]. The
recovering algorithms are applied to the validation set with
various 02 € [1.0,5.0] and the best-performing o2 is selected.
All the regularization parameter for BTD and DGM are set
to be 1074, We set R = 7 and L = 4 following [7] and [6],
respectively. We do not include KR as it needs the real PSDs
of the emitters, which are unavailable.

3) DGM Training: To train GAN for real data, we first
generate samples that have large n and small X, to simulate
heavy shadowing conditions—as we know that the real data
was collected from an indoor environment. We select 7 ranging
from 8 to 12 and X, ranging from 5 to 50. We simulate the
SLF within a 14 x 34m? region. We then generate 10,000

Fig. 8: Ground-truth and reconstructed radio maps on all the

LNRE = 0.8954

LNRE = 0.2014

frequency bins; p = 10%, B = 3.

TABLE VII: LNRE under various p’s for real data for B = 3.

LNRE = 0.0821

DowdJons [7]

QuantSC-BTD

Quant SC-DGM

p
5%

0.9474 £0.1017

0.2527 £0.0110

0.1144 +0.0084

10%

0.8944 +0.0790

0.2197 +£0.0162

0.0866 +0.0079

15%

0.8761 +0.0524

0.2061 +0.0126

0.0809 +0.0068

20%

0.8452 +0.0303

0.1993 +0.0098

0.0782 +0.0102

-100

samples of such SLFs and train the GAN to learn the DGM.
The GAN is trained using the Adam algorithm and a batch
size of 256, for a maximum of 500 epochs. The initial learning
rates of the discriminator and the generator are 2 x 10~° and
10~°, respectively. The GAN architecture is in Appendix A.

4) Result: Fig. 8 shows the reconstructed radio maps over
all 9 frequencies by the methods under 3-bit quantization. One
can see that the DowJons method is incapable of accurately
estimating the true radio map in such a challenging scenario.
However, the proposed methods both output visually reason-
able estimates, showing the effectiveness of our framework.
As before, the estimated radio map by QuantSC-DGM is
visually closer to the ground truth, but Quant SC-BTD offers
satisfactory results without training a neural model off-line.

Tables VII-VIII show the quantitative results under various
p’s and B’s. The performance of the algorithms are consistent
with what we saw in the simulations. Remarkably, we have no
access to the environment parameters of the real data. Hence,
it is likely that our generated simulated SLFs for training
the DGM have nontrivial model mismatches. However, both
the qualitative and quantitative evaluations suggest that the
proposed method work reasonably well, which shows the
robustness of the proposed approach.

VII. CONCLUSION

A novel framework has been introduced for SC that oper-
ates effectively with heavily quantized sensor measurements.
Unlike previous approaches to provable SC, which assumed



TABLE VIII: LNRE under various bits for real data, p = 10%

Bits DowJons [7]
1 0.9534 +0.0624
0.9264 +0.0233
0.8032 +0.0581
0.7177 +0.0310
0.5350 +0.0186
0.2350 +0.0270
0.1809 +0.0148
0.1414 +0.0159

QuantSC-BTD
0.2842 +0.0162
0.2431 +0.0100
0.2045 +0.0095
0.1934 +0.0128
0.1887 +0.0101
0.1810 +0.0137
0.1811 +0.0083
0.1803 +0.0070

QuantSC-DGM
0.0998 +0.0111
0.0897 +0.0076
0.0879 +0.0082
0.0862 +0.0073
0.0812 +0.0092
0.0797 +0.0057
0.0791 +0.0087
0.0786 +0.0072

0| A O\ | | W N

full-resolution real-valued measurements, the new maximum
likelihood estimation (MLE)-based framework uses measure-
ments discretized by a Gaussian quantizer. It is compatible
with both BTD and DGM-based radio map representations,
with the former being training-free, and the latter showing
higher resilience to heavy shadowing. The recoverability of the
framework has been characterized under realistic conditions,
such as imperfect radio map modeling. Simulations and real-
data experiments have demonstrated the effectiveness of the
proposed approach. The proposed quantized SC framework
offers a practical and realistic solution to radio map estimation,
with provable guarantees.
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APPENDIX A
GAN ARCHITECTURE

Table IX [left] presents the detailed architecture of the
GAN used in our synthetic data experiments. The “Deconv”
term represents the block of operation stacked with transposed
convolutional operations, followed by batch normalization and
ReLU activations. Similarly, the “Conv” term represents the
block stacked with convolutional operations, followed by batch
normalization and leaky ReLU activations. The “Conv2d”
refers to the convolutional operation followed by sigmoid
activations. As mentioned, in order to ensure the nonnegativity
of the generated SLFs, we use the sigmoid activation in the
output layer of the generator. #C, #S, and #P denote the
number of channels, stride size, and pad size, respectively.
Table IX [right] presents the neural network structures used in
the real data experiments.

APPENDIX B
PROOF OF LEMMA 1

Let us assume that there are positive £i,;, and £,,x such
that the following holds:

gmin s M = gmax (35)
|z -yl
- Emin‘x - y| S |h($) - h(y)‘ S gmax|x - y| (36)

TABLE IX: GAN architecture in simulations. [Left] For syn-
thetic data experiments. [Right] For real data experiments

Generator . Generator R
Tayer | Filter | #C | #5 [ #p | [ Laver | Hilter | #C | #5 | #P
Deconv | 3 x 3 | 128 1 0 Deconv | 3x3 | 64 ) 1
Deconv | 4x4 | 64 | 2 | 1 Deconv | 3x3 | 32 | (12) | (0.1
Deconv | 4 x4 32 2 1 Deconv | 3 x 3 16 2 1
Deconv | 4 x4 16 2 0 Deconv | 2 x 2 8 1,2) 0
Deconv | 4 x 4 2 2 0 Deconv | 2 x 2 4 1 0
Conv2d | 4 x4 1 1 0 Conv2d | 2x2 1 1 0
Discriminator Discriminator
Conv [4x4] 16 | 2 [ 1 Conv | 2x2 ] 16 | 2 1
Conv_ | 4x4 | 32 | 2 | 1 Conv | 4x4 ] 32 | 1 !
Conv 4x4 64 1 (1,0)
ggzz i - i 16248 ; : Conv [ 3x3 18] 2 I
Conv 3x3 | 256 2 (1,0)
Conv2d | 3 x3 1 1 0 Com2d | 2 %2 1 T 0

Applying the above to the coresponding entries of the two
tensors X and X', and then squaring and summing over all
the entries, we have

Urinll X = X'[[B < [[M(X) = M(X)|IF <l X — X7
[(X) — h(X)|r
- Zmin < < gmax- (37)
X - X'|lr

To find out ¢y, and £, consider the following:

. |log(z +a) —log(y + a)|
min

z,y€[0,0] |z — y

M)~ hXDlle . [log(e +a) — log(y + a)

- X - X'|lr  ~ zweloa |z — y

1 _
® . log(z+a)—log(y +a)
z,y€[0,a] ‘:Z} - y‘

_IMX) —hX)lle _ - log(e+a) ~log(y +a)

- X - X'|lr ~ zwyeloo -y ’
(38)

where x and y represent two arbitrary entries of X and
X', respectively, (b) holds because the numerator and the
denominator have the same sign.
Using the mean value theorem, there exists z € [z, y] such
that
h(z) = log(x + a) — log(y + a) 7

r—=y

where h( ) is the derivative of h at z. We know that
h(z) = . +a Since h(z) is monotonically increasing with z,
the minimum and maximum of (38) can be bounded by the
minimum and maximum value of A(z). Hence,

. log(z 4+ a) — log(y + a) ) 1 1
min = min = .
z,y€[0,a] r—vy 2€[0,a] 2 + a a+a
Similarly, we have max, ,c(0,q] M =1 Com-

bining the above with (38) concludes the proof



APPENDIX C
PROOF OF FACT 2

Note that M is bounded if || X ||oc < a
A1 = a)1)]
(1—-a)

IM —0ljoc = [[2(X) —

(@) 1
— Mo < max~|X(i.j.k) -
1,5,k

® 1 a+|1—al

< X , 1-— <
< Cmax(|X G50 + 10— ) < S0
where (a) used (25) and (b) used the triangle inequality.
Note that |fe(m)| = [®(by —m) — ®(by—1 — m)| < 00
since ®(-) is upper bounded for a given variance. Moreover,
the denominator

fe(m) = ®(by —m) —

b1 —t2
ex dt > 0,
b1 \/27r02 p( >

for given by > by_1,¢ = {2,...,Q}. Hence the supremum
and infimum defined in (26) exist, provided that X (i, j, k) is
upper bounded by a.

(b(bg_1 - m)

APPENDIX D
COVERING NUMBERS AND PROOF OF THEOREMS

A. Covering Numbers

We will use the following definition repeatedly:

Definition 1 (Covering Number [50]) The covering number
NOWV,€) of a set W with parameter ¢ > 0 is the smallest
cardinality of any W C W such that for any w € W, there
exists aw € W C W satisfying |w —w)| < e. The discretized
set W is called the e-net of W.

Roughly speaking, the continuous set X can be approximated
by a discrete set whose cardinality is N (X, €).

Lemma 2 (Covering Number of XBTP) The covering
number of XB™P i.e., N(XBTP ¢), is upper bounded by

<3(n + /)R

((I+J)L+K)R
)

RK
(ﬂ)(IJrJ)LR (’;) . (39)

Proof: Let A, denote an 5 \/B -net of 4, = {A, €
REXL | |ALlr < VB, A, > 0}. Similarly, let E,. denote
an ;<=-net of B, = {B, € R”*" | | B,|r < VB, B, > 0}.
According to [51, Lemma 4.1], the covering number of an e-
net of D-dimensional Euclidean ball, i.e., {z € RP|||z|]2 < 6}

is upper bounded by (22)

6 — 68\7" 1
A= () o m = (2)

where the constant factors 51z and 5 are due to non-
negativity constraints in the sets .4, and B,., respectively. Next,
consider the set F,. = {S, = A, B € RI*7|rank(S,) <

D. Therefore,

(40)

LS/ < 8,8 > 0,A, € A, B, € B.}. We can
construct an e-net of F,. such that the following holds:

— — =T
HST - STHF - ”ATB;F - ArBr HF
<|A(B, - B,)"|r+ (A, — A;)B, |r (41a)
—=T — —=T
<A, lrlB] = B, [[p +[|Ar — A,[[e| B, | (41b)

<Vi(a3am) =

where (41a) uses the triangle inequality and (41b) follows from
the Cauchy-Schwarz inequality. The cardinality of an e—net
of F, is equal to the product of cardinalities of the sets A,

and B,. Let F, be the m-net of F,, then

(I+J)L
?r| S <3BR(’§+6)/5> .

Now, let C,. denote an W-net of Cr = {c, € RE|||c,||2 <
K, ¢, > 0}. Then, using [51, Lemma 4.1], we get

_ K
IC.| < (3nR(n+B)/e> oK

. . . —BTD
Finally, consider a discrete set X’ . We hope to construct
this set such that for every X € ABTP | there exists an X €

2™ such that X — X||r <e To thls end, we let

_BT - —
X { X:ZS - e]-'r,crec}
To see that the above construction is an e-net of XBTP,

. ~— _ —=BTD .
we show that there exists an X € X that satisfies the
following chain of inequalities for any X € ABTD:

R R
>0 80w,
r=1 r=1

(@) =z = o
= [CS - CS|r <[C(S = S)|r + [(C = C)S]|r

< [ClelS = Sllr + IC ~ ClrlS|lr

Rf:(f]s sr|p> +\fﬁ<§:lcr cTng)

(42)

(43)

IX - X|r =

F

N
W=

<¢m< (R(Hﬁ))z) +f5<R(R +ﬁ)>2>2
<e€
where C = [c1,...,cg] and S = [s1,...,sg|" with

sy = vec(S,) for r € [R] and (a) is based on the matrix
representation of the outer product; see [7] [52]. The inequality
(b) holds by picking the S, from F, that has the smallest
distance to S,.. The same applies to the pick of ¢,.

The cardinality of xoP is equal to the product of the
cardinality of R sets of F, and C,, respectively. Hence, the
covering number of set XB™P is upper bounded by (39). m

Under Assumption 3, the covering number of XPEM ijg
bounded as well [7]:



Fact 3 (Covering Number of XPSM [7]) Under
Assumption 3, the covering number of XPSM satisfies

N (ADCM. ) < (3R(B+r) /) REFD) (151))RE (pg)RD  (45)

B. Proof of Theorems 1 and 2

Let us define 7 = {(0,0),...,(I,J)}. We take N samples
denoted by wi,...,wyn from 7 uniformly with replacement
and collect the indices in 2 = {wy,ws...,wy}. Then, for
every w; € 2,k € [K], Y, ; is observed with the probability
mass function defined by { (M, k)}é . Here, we define a
shorthand notation by letting Y, X(z Jyk)and Y . =
Y (4,],:), where w € £2. We use the similar notation for M.
For any two fibers, M . and Y ., Vw € 2 the function

s 2w

g : RE x RE — R is defined as follows:

1
M,.Y,)= Ly _—alog( ). (6
I L) ;Z o= Og(fe(ka)> o

Let, M* = h(X h) be the ground truth tensor and M* =
h(X™) be the optimal solution of the optimization problem

5).
Eoylo(M},Y,,) = g(M,. Y.,,)]

W =—w: =W —w:

= > %[ﬁu:(m‘) (9(M5J:,Xw;)

(i,9)ET
=/{)log [ ——*~
e (fAMik)))

-~ g(M,.Y.,))

Ly v e

(i.)€T k=1 =1

Q
K fo(MZy)
= Yoo D fMEy)log ( ;
LK (4. k) €< [T X [K] £=1 fe(M,,)
= —K - KL(M"||M"), (47)

where KL(M*HMh) = ﬁZZ]kKL M:]k‘|Mljk) and

KL(M}, M2, = S92, fu(M,) log ;EMi which
follow the definitions in [33].

Let us denote M = arg min £, y[g(M,.,Y )], where

MeMm

M e {MPBTP MPEM) " depending on the model that we
use. That is, M is the solution that we can obtain from the
expected version of our MLE. .

Also, we have F y (M) < Fq y (M), which implies the
following chain of inequalities:

0< Foy(M)— FQ,X(Mh) + Foy (M) — Foy (M)

<Euylg(ML,Y,,)] - Euy[9(M,Y,,)] + Foy (M)
—Euylg(M5,Y )] + [Ew,Y[ (MY )] — Foy(M")
+ Fay (M) — Foy(M") 48)

< Boylg(ME, Y, ) —g(M],Y,)]

+ |Foy(M") — E,ylg(M%,Y )]

+ [Fay (M*) — Euylg(M2,. Y.l + [Fay (M) - Fay (M)
O K KL(M*||M?) < |Fay (M) — Fo.y (M)

+ [Fay (M) — E,y[g(M5,Y.,.)]|

+ sup |Foy(M)—-E,y[lg(M,..Y )l (49)

MeM

where (a) is by the triangle inequality and (b) follows (47).
Recall that ming ., HX X oo < v, where v €

{yBTD yPGMY and v > 0 is a constant. The first term on
the R.H.S. of (49) can be bounded as follows

Fay (M) - Fn Y<M“>| (50)

> Sty (lon(L)) — o8 N0 |

(i,§)ENR k=1 £=1

%N > ZZ Y, =4 ‘log fo(M,))

(,j)eﬂk 14=1

5D S5 9 ST RS (|

z])eﬂk 14=1
(0) L

s Zzﬂm”—elf YD RE
(1])6!219 1

(zg)enk 16=1

1Og(fé( z]k))‘

(b) 1

KLV

In the above, (a) used the triangle inequality. In addition, (b)
used the property of log- concavity, Fact 2 and (35). The (c¢)
part used the fact that Zi}? y,,=0 =

The second term in (49) can be bounded using Hoeffd-
ing’s inequality [53] on independent random variable Z,
g(M,.,Y ) and Z, € [0,KU,]. Then with probability
greater than 1 — J, the following holds:

[Fay (M) — Euy[g(M, Y,,.)]| < /(KU os(3)/2n.

&1y

For the third term in (49), observe that Fpy (M) is a
sample average of the samples of joint random variable (w,Y’)
drawn independently from their joint distribution. And the
corresponding expected value is E,, vy [g(M,.,Y .)]. Hence,
the third term can be bounded via Rademacher Complexity-
based arguments [50]. Specifically, with probability at least
1 — 4, the following holds

sup ‘FQ7X(M) - |EW7X[9(MLUZ’X&}Z)H
MeM
~ 8log(2
< 2R(G) + KU, Oj‘ff(é), (52)

where ﬁ(g) is the empirical Rademacher complexity of the
function class G defined as follows:

G = {(@.Y) = g(M,,.Y,,)|M = h(X),X € X}.
Using Talagrand Lemma [54, Lemma 4.2] along with Lemma

1 and Lipschitz property of g(M ,.,Y .) in terms of f, in
Fact 2,



where X € {ABTP xPGM1 Using Dudley’s entropy integral
[55, Lemma A.5], one can bound the empirical Rademacher
complexity by the covering number (cf. Appendix D-A) of the
set as follows:

R(X) < C(X, ), (53)

where

¢(X, ) = inf

pn>0

(-l—/ V1og N(X ede). (54)

Combining (49), (50), (51), (52), and (53), we get
KL(M*|| M) (55)
2La (X, 1)

log U K 810g% KL v
aK 2N

The relation between Hellinger distance and KL divergence
[30] is as follows:

d%(M*, M) < KL(M*||M?). (56)

From [32, Lemma 2] and Fact 2, we can bound Hellinger
distance using the following:

Fo 04" — ME;

== ||F 2 * b
= —=1TF < M* M"7).
Combining (56), (57) and Lemma 1, we get
IM* — MR 4 T
= = < _KL(M*||M
IJK ~ Fu (M| ML)
IX* - X _ 4(a +a)? B
< KL(M*||M*").
Let us define the following constants,
4 2 Lo
Ch = @ and Cp — = (59)
Combining (55), (59) and (58),
X" —X ”H2
_ 60
IR (60)
202g (X, ) log % 810g g
Cl a

Since (logN(X,€))'/2 increases with the decrease in ¢, the
integral in (54) can be upper bounded as,

VN
/ (logN(X, €))/2de < VN(logN(X, 1))/2. (61)
m

In the next two subsections, we will prove Theorems 1 and
2, respectively, using the above technical preparations.

1) Proof of Theorem 1 : Setting u = v/R and X = ABTP
in (X, u), and using Lemma 2 and (61),

VN
/ (log N(XBTP ¢))1/24e
I

_ \/N*R(\/((I + )L+ K)log3VR(B + K))

VNR
3

Klog(k/2) + (I + J)Llog(ﬁ)) = T, (62)

where we have

— 3(\/(([+J)L+K)log(3\/§(ﬁ+ff))

+ v Klog(k/2) + (I + J)Llog(ﬂ)).

Combining (62) and (54),

R
A, VE) = (14 7)) 2.

(63)
Combining (60) and (63),
||X* X”IIF 80102 1+7) / e log %
8
FULC Of; >+C CorPTP. (64)

Note that as both the second and third terms in (49) are upper
bounded with probability at least 1 — J, the over all upper
bound in (64) holds with probability at least 1 — 2§. This
completes the proof of Theorem 1.

2) Proof of Theorem 2: Setting |1 =
in (X, i), and using Fact 3 and (61),

VR and X = XPGM

VN
/ (log N(XPEM ))1/2 ¢
"

= W\TR\/(K + D) log(3V'R(B + r)) + K log(r/2) + Dlog(Pq)

= \/NiR\/K log(g\/ﬁﬁ(ﬁ + k) + D1og(3VRPq(S + k))

= ];R T, (65)

where we have

r—3 K1og(§\/m(5 + 1)) + Dlog(3VRPq(3 + k).
Combining (65) and (54),

C(XPEM VR) = 4(1 + 7)\/?

Combining (60) and (66), we have the following holds with
probablity at least 1 — 24:

X* Xh _8G:C 1 /
H HF 1 2 —|—T UL,

810g(3)

(66)

log %

+U,C4 + O, CoPEM . (67)

This completes the proof of Theorem 2.



