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Abstract—The Einstein Toolkit is a complex software system
for numerical general relativity, a science domain that includes
colliding black holes, neutron stars, supernovae, etc.

As might be expected for a framework of this size and age
(parts of it are over 20 years old), there is a significant learning
curve to building it, running it, writing new modules for it, etc.
Over the years, the Einstein Toolkit maintainers have given a
number of tutorials for new users.

In recent years, we have created a tutorial server which allows
us to streamline the teaching/learning process through the use of
Jupyter notebooks and docker images. In this paper we describe
the special considerations and adaptations required by the image
and the notebook server that enable us to (1) easily make logins
and manage accounts which streamlines both the classroom and
the independent study experiences, (2) create a simplified but
natural user experience for compiling and developing a complex
C++ application, (3) scale to increasing class sizes.

I. INTRODUCTION

The Einstein Toolkit [1] is a community-driven software

platform of core computational tools to advance and support

research in relativistic astrophysics and gravitational physics.

The Einstein Toolkit comprises several larger sub- projects

which include a self-contained 1D self-force code, two large

scale numerical astrophysics codes based on the Cactus Com-

putational Toolkit (based on the traditional “Carpet” and

the new and experimental “CarpetX” driver), and the Kuibit

analysis and visualization framework. The suite of numerical

astrophysics codes has historically been the major focus of the

toolkit and remains one of the major areas of activity and the

most commonly used component.

Typically, the Einstein Toolkit has two workshops each year

(one in the US and one in Europe) in which training is offered

for students or faculty that have not used the toolkit before.

Basic lessons in compiling, running, and visualizing, as well

as lessons in writing modules for the toolkit are provided. In

addition to these official training events, the toolkit provides

a “Tutorial Server” which students can access year-round.

Over the years, this system has evolved to become a

flexible installation that can run in one of three ways: as a

standalone Jupyter notebook for offline usage, as a JupyterHub

configuration that uses CILogon for authentication for use by

the Tutorial Server, and as a JupyterHub that uses our “Create-

Your-Own-Login” server for workshops or classroom settings

(i.e. the Workshop Server). This latter option has been recently

upgraded to run inside a Docker Swarm to accommodate the

larger class sizes we have experienced since the COVID-19

pandemic (the virtual workshops attracted larger numbers of

students).

We will describe each configuration in detail.

II. THE STANDALONE SERVER

Currently, the tutorial server is stored at https://github.com/

einsteintoolkit/jupyter-et in the tutorial-server directory. For

convenience, it is organized into a set of docker images that

build upon each other.

The base.docker file is the lowest level of the docker

files, installing all the required packages for compiling and

running the toolkit.

In addition, it creates a precompiled build of the toolkit

itself which users can copy into their home directories, thereby

streamlining the compilation and installation phases. This is

the most computationally expensive docker build. By factoring

out this layer of the image, we separate the science layer from

the gateway layers of the infrastructure.

The notebook.docker file adds the basic commands

needed to launch a notebook.

The start-notebook.sh script sets the secret token for

authenticating to the notebook and prints it to the console. Stu-

dents can run this image on their laptop or desktop computers

without need to create a login to the official tutorial server.

III. THE CILOGON SERVER (THE TUTORIAL SERVER)

CILogon [2] is a federated identity and access management

platform that allows researchers to access cyberinfrastructure

using their home institutions’ credentials. This provides advan-

tages to both users and service providers. For users it avoids

the need to create a dedicated username-password pair and

provides them will a well designed, familiar login interface.

If the home institutions uses dual factor logins, it also adds

a level of security beyond plaintext passwords. For service

providers, CILogon provides a standardized interface to all
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identity providers which include universities and also ORCID.

Institutional accounts provide a higher level of trust in the

user’s identity, avoiding creation of accounts on our tutorial

server for anonymous users. ORCID, while only providing

basic identity verification, nevertheless allows for manual

vetting of accounts by inspecting publication records and

possible institutional affiliations.

The CILogon plugin was configured to make it as easy as

possible to administer user accounts on the Tutorial Server.

While CILogon is helpful for managing login credentials, we

did not wish to allow access to just anyone that CILogon can

authenticate (which includes anonymous gmail addresses), so

we built a system to verify and approve CILogon accounts.

In the first step, users attempt to login to our server and get

a custom error page with a link to a PHP form on our main

website (https://einsteintoolkit.org). This form has the user’s

name, email, and institution email prefilled with the correct

values (as CILogon understands them). The user is then asked

to fill out a short essay question describing why they want

access to our server.

The PHP form then notifies the Einstein Toolkit maintainers

of the pending account request via email to a dedicated mailing

list that is monitored by the maintainers. This email contains

all information provided in the PHP form. Maintainers then

vet the request and, if needed, contact the user via email to

obtain more information.

To enable the login, any of our maintainers can add an entry

to a text file served by our main website, which our tutorial

server checks during login. Each entry is a base64 encoding of

an md5 encoding of a lower-case version of the user’s email

address. If this entry is present in the list on our main server,

and the CILogon credentials validate, the user is authorized

and an account is created for the user upon login.

This system enables any of our maintainers, including those

who can’t login to the physical machine hosting the tutorial

server, to grant access to new users.

Typically, the Tutorial Server only needs to provide re-

sources for two or three concurrent users (at most).

IV. THE CREATE-YOUR-OWN-LOGIN SERVER (THE

WORKSHOP SERVER)

For a classroom setting, it is not practical to use the

CILogon system and validate a classroom full of new users

(though we have tried). For a typical class of 30 to 40 users,

this would use up about a half an hour of class time.

Another procedure we have attempted is the tried-and-true

method of handing out slips of paper from a set of pregener-

ated usernames and passwords. Although we always stressed

that the tutorials would not work if students shared accounts,

they invariably did so. Even physics graduate students were

unable to follow this particular instruction. Between this and

problems copying the text from the paper to the screen and

subsequent requests for help we, again, invariably lost about

half an hour of each class time to the process of setting up

accounts.

Finally, we developed the Create-Your-Own-Login authen-

ticator (CYOL) [3] to provide access in a different way. Users

create both a login and a password, and (in addition) must

provide a special code that is only available in the classroom

(written on a whiteboard or chalkboard at the front of the

room). This code can (and should) be changed every day

of class. The CYOL authenticator was previously described

here [4].

This mechanism allows us to onboard an entire room of

students in parallel. Typically, everyone gets logged in within

5 minutes or so.

In response to increased classroom sizes (in part, due to

virtual workshops conducted during the COVID-19 pandemic),

we found the need to expand our server for workshops. Our

local hardware supports 48 cores and 256 GB of ram, but it

has proved inadequate for classes that have sometimes been

as large as 60 students.

Our new system runs on four nodes of our local hard-

ware (but could be configured to use more) which we make

accessible with Docker Swarm [5]. With this setup, one

node serves as head node, and the other three serve as

compute nodes. The source for this setup is available at

stevenrbrandt/swarm-cluster on github (based on

a fork of rcanvil/swarm-cluster).

V. JUPYTER NOTEBOOKS

The Tutorial Server and Workshop Server use Jupyter

notebooks to present users with the steps to download, set

up, compile the Einstein Toolkit, as well as run and analyze a

simulation. Over the years we have experimented with multiple

different formats before settling on Jupyter notebooks, includ-

ing, but not limited to, PDF documents with copy & paste

parts, plain HTML pages, and life-coding, Software-Carpentry

style [6] presentations. PDF, while allowing for mixing text,

images and math, regularly lead to issues when code text could

not be copy & pasted due to the authoring software replacing

input characters with typographical alternatives, for example

replacing two dashes “--” with a long-dash “–”. HTML on

is severely limited in mixing math and typically cannot be

delivered as a single file. Neither one allows for output of

user input to be dynamically revealed as the users progress

in their tutorial, resulting in output that does not quite match

their input, e.g., showing a different user name or directory

location. Finally any life-coding attempts invariably run into

issues with students falling behind the displayed material or

mistyping commands shown by the instructor. These issues

typically require at least an extra person present to serve as

a helper and even then lead to frustration on the part of the

users who eventually “give up” on the tutorial.

Jupyter notebooks present an elegant solution to these issues

since they allow mixing of command cells with textual and

graphical instruction cells. Most of the commands entered by

students are shell commands, and while Jupyter supports bash

kernels, we require Python kernels to display results of plots

and rendered images. Our notebooks thus make heavy use of

%%bash cell magic to execute shell commands. In order to

simulate a life terminal we customized %%bash to not buffer

output and added custom Jupyter code [7] to follow output

of long running commands. Instead of relying on external
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We can simply run nbconvert in parallel for however

many users we want. We can then measure correctness on

the generated outputs and keep track of how long commands

take to run.

Testing with nbconvert has identified potential problems

with too many students creating and interacting with too many

kernels at the same time. The ZMQ infrastructure underlying

JupyterHub reuses ports and causes random failures. While we

have some ideas of how to handle this problem, at the time

of this writing we are unable to prevent it.

One obvious workaround for this problem would be to

provide replicas of a the JupyterHub frontend. For technical

reasons, we were not able to do this prior to the Portugal

workshop, but the ZMQ port problem was not reported by

any student.

VIII. CONCLUSION

The Einstein Toolkit Community has been running and

maintaining a training portal or Science Gateway since ap-

proximately 2014. This Workshop Server has been refined and

updated through the years to enable live, hands-on training at

each of our two annual events (and some of the adhoc in-

between events). The Tutorial Server has also been offered

for free to any students wishing to make use of it throughout

the year.

The Tutorial Server or Workshop Server typically needs to

provide resources for each student to perform a significant

computation (i.e. a low-resolution evolution of a Tolman-

Oppenheimer-Volkoff star [8], [9]). Providing a streamlined

way to enable students to come to understand the physics

as well as the underlying computational infrastructure has

provided an ongoing challenge.

Future work will focus on improving the scalability and

reliability of this framework as well as increasing the quantity

of lessons (i.e. notebooks).
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