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Abstract
The paper is devoted to the study of a new class of optimal control problems governed
by discontinuous constrained differential inclusions of the sweeping type involving
the duration of the dynamic process into optimization. We develop a novel version
of the method of discrete approximations of its own qualitative and numerical values
with establishing its well-posedness and strong convergence to optimal solutions of
the controlled sweeping process. Using advanced tools of first-order and second-order
variational analysis and generalized differentiation allows us to derive new necessary
conditions for optimal solutions of the discrete-time problems and then, by passing
to the limit in the discretization procedure, for designated local minimizers in the
original problem of sweeping optimal control. The obtained results are illustrated by
a numerical example.
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1 Introduction, Problem Formulation, and Discussions

The sweeping process (“processus de rafle”) was introduced by Moreau in the
1970s (see [36] with more references) and extensively studied by himself and other
researchers in the form of differential inclusion

{
ẋ(t) ∈ −N

(
x(t);C(t)

)
a.e. t ∈ [0, T ],

x(0) = x0 ∈ C(t) ⊂ R
n .

The sweeping process, along with its various modifications, has been utilized in a
wide range of fields such that aerospace, process control, robotics, bioengineering,
chemistry, biology, economics, finance, management science, and engineering. Addi-
tionally, the sweeping process plays a significant role in the theory of variational
inequalities and complementarity problems. In the context of mechanical and electri-
cal engineering, this process has been applied to various areas including mechanical
impact, Coulomb friction, diodes and transistors as well as queues and resource limits
among others. Several notable references for these applications include [2, 5, 6, 8, 19,
24, 25, 39].

Optimal control problems for various types of sweeping processes have been formu-
latedmuchmore recently (see [14] and the references therein), while being recognized
as very challenging in control theory due to the high discontinuity of the controlled
sweeping dynamics and the unavoidable presence of hard state and irregular mixed
constraints. Nevertheless, for a rather short period of time, many important results
have been obtained on necessary optimality conditions for controlled sweeping pro-
cesses with valuable applications to friction and plasticity, robotics, traffic equilibria,
hysteresis, economics, and other fields of engineering and applied sciences; see, e.g.,
[1, 3, 7, 9, 10, 13–18, 22, 23, 35, 37, 41] with more references and discussions.

Nevertheless, there are great many unsolved problems in optimal control theory for
sweeping processes with strong requirements for further applications. Some of these
issues are considered in our paper. Specifically, we address here, for the first time in the
literature on controlled sweeping processes, the case where the duration of the dynam-
ical process is included into optimization and then develop for such problems effective
techniques of deriving necessary optimality conditions based on a novel version of
the method of discrete approximations. This approach, being married to advanced
tools of first-order and second-order variational analysis and generalized differentia-
tion, allows us to obtain new necessary conditions for local optimal solutions to both
discrete-time and continuous-time frameworks of nonsmooth sweeping dynamics in
the presence of general constraints on the trajectory endpoints and process duration.
In this way, we solve a long-standing question in the theory of discrete approxima-
tions of optimal control problems (not only of the sweeping type) about handling
general measurable (not just piecewise continuous or of bounded variation) control
functions. Establishing the well-posedness and strong convergence for the novel type
of discrete approximations and then passing to the limit from the derived descriptions
of their optimal solutions, we arrive at the set of necessary optimality conditions for
local minimizers of the original sweeping control problem containing significant new
features in comparison with previously known results; see below and more discus-
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sions in Remark 5.3. The obtained optimality conditions are illustrated by a numerical
example of its own interest. Applications of the established results to solving some
practical problems from marine surface vehicle and nanoparticle modeling are given
in a separate forthcoming paper.

Let us now present a precise mathematical formulation of the problem under con-
sideration in this paper. By (P), we denote the optimal control problem of minimizing
the Mayer-type cost functional

J [x, u, T ] := ϕ(x(T ), T ) (1.1)

over control actions u(·) and the corresponding sweeping trajectories x(·) defined on
the variable time interval [0, T ] and satisfying the constraints

⎧⎨
⎩
ẋ(t) ∈ −N

(
x(t);C(t)

)+ g
(
x(t), u(t)

)
a.e. t ∈ [0, T ], x(0) = x0 ∈ C(0) ⊂ R

n,

u(t) ∈ U ⊂ R
d a.e. t ∈ [0, T ],

(x(T ), T ) ∈ �x × �T ⊂ R
n × [0,∞),

(1.2)

where �x and �T are subsets of Rn and [0,∞), respectively, and where C(t) is a
convex polyhedron given by

{
C(t) :=⋂s

j=1 C
j (t) with C j (t) :=

{
x ∈ R

n
∣∣ 〈x j∗ (t), x〉 ≤ c j (t)

}
,

‖x j∗ (t)‖ = 1, j = 1, . . . , s, t ∈ [0,∞).
(1.3)

Recall that the normal cone of convex analysis N (x;C) is defined by

N (x;C) := {v ∈ R
n
∣∣ 〈v, y − x〉 ≤ 0, y ∈ C

}
if x ∈ C and N (x;C) := ∅ if x /∈ C .

(1.4)

The latter tells us that problem (1.2) automatically contains the pointwise state con-
straints

x(t) ∈ C(t), i.e., 〈x j∗ (t), x(t)〉 ≤ c j (t) for all

t ∈ [0, T ] (with different T ) and j = 1, . . . , s. (1.5)

In fact, the sweeping dynamics intrinsically induces irregular mixed constraints on
controls and trajectories that are the most challenging and largely underinvestigated
in control theory even in particular settings.

In what follows, we identify the trajectory x : [0, T ] → R
n with its extension to

the interval (0,∞) given by

xe(t) := x(T ) for all t > T

and for x ∈ W 1,2([0, T ],Rn) define the norm

‖x‖W 1,2 := ‖x(0)‖ + ‖ẋe‖L2 .
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Let us specify what we mean by a W 1,2 × L2 × R+-local minimizer of (P) and its
relaxation; cf. [16] when the duration of the process is fixed.

Definition 1.1 A feasible solution (x̄(·), ū(·), T ) to (P) is aW 1,2 × L2 ×R+- local
minimizer for this problem if there is ε > 0 such that J [x̄, ū, T ] ≤ J [x, u, T ] for
any feasible (x(·), u(·), T ) satisfying the constraints in (P) and

ˆ T

0

(∥∥ẋe(t) − ˙̄xe(t)
∥∥2 + ‖u(t) − ū(t)‖2

)
dt + (T − T )2 < ε.

The relaxed version (R) of problem (P) is defined as follows:

minimize Ĵ [x, u, T ] := ϕ(x(T ), T )

on absolutely continuous trajectories of the convexified differential inclusion

ẋ(t) ∈ −N
(
x(t);C(t)

)+ co g
(
x(t),U

)
a.e. t ∈ [0, T ], x(0) = x0 ∈ C(t) ⊂ R

n,

(1.6)

where “co” signifies the convex hull of the set in question.

Definition 1.2 Let (x̄(·), ū(·), T ) be a feasible solutions to (P). We say that it is a
relaxed W 1,2 × L2 × R+- local minimizer for (P) if there is ε > 0 such that

ϕ
(
x̄(·), T ) ≤ ϕ

(
x(·), T ) whenever

ˆ T

0

(∥∥ẋe(t) − ˙̄xe(t)
∥∥2

+‖u(t) − ū(t)‖2
)
dt + (T − T )2 < ε,

where u(t) ∈ coU a.e. on [0, T ] with u(·) being a measurable control function, and
where x(·) is a corresponding relaxed trajectory of the convexified inclusion (1.6) that
can be uniformly approximated in W 1,2([0, T ];Rn) by feasible trajectories to (P)

generated by piecewise constant controls uk(·) on [0, T ] whose convex combinations
converges to u(·) in the norm topology L2([0, T ];Rd).

Of course, there is no difference between W 1,2 × L2 × R+-local minimizers for (P)

and its relaxed counterpart (R) in the case of convex problems, but it is also the case
for a broad range of problems without any convexity. We refer the reader to [16] for
more details and discussions on this topic.

Observe that when C(t) ≡ R
n , problem (P) reduces to the standard framework of

nonsmoothoptimal controlofODEsystems sinceour standing assumptions formulated
below impose the Lipschitz continuity of g in x . When g ≡ 0, problem (P) takes the
form of optimal control of differential inclusions ẋ(t) ∈ F(t, x(t)) with F(x, t) :=
−N (x;C(t)). However, the principal difference between the sweeping control case
of (P) and the well-developed control theory for differential inclusions (see, e.g., [12,
31, 40] and the reference therein) is that the latter theory crucially depends on the
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Lipschitz continuity of the multifunction x 
→ F(x, t), which is never the case of the
normal cone mapping in (P) generated by a nontrivial (constant or moving) set C(t).

Our approach to investigate problem (P) with establishing necessary optimality
conditions for its local minimizers is based on the method of discrete approximations
developed in [27, 29, 31] for Lipschitzian differential inclusions and then extended
in [9, 10, 14–17] to various kinds of controlled sweeping processes. Note that [27]
is the only publication employing discrete approximations to handle free-time prob-
lems while in the case of Lipschitzian inclusions. Our method consists of constructing
well-posed discrete approximations of (P) whose solutions strongly converge to the
prescribed local minimizers of (P), then deriving necessary optimality conditions for
discrete-time problems, and finally establishing, by passing to the limit with the dimin-
ishing step of discretization, necessary optimality conditions for local minimizers of
(P).

The paper is organized as follows. Below in this section, we formulate assumptions
on the problem data and present a recent theorem on the existence of optimal solution
to (P) that supports our analysis.

Section 2 is devoted to the construction and justification of well-posed discrete
approximations of the continuous-time problem (P). The first novel result here of its
own interest establishes a strong W 1,2 × L2-approximation of any feasible solution
(x, u) ∈ W 1,2([0, T ];Rn) × L2([0, T ];Rd) to (P) by appropriately extended solu-
tions to the discretized sweeping process. Based on this crucial result, we construct a
well-posed sequences of discrete optimal control problems whose optimal solutions
strongly converge to the designated local minimizer of (P).

It occurs that even if the initial data of (P) are differentiable or/and convex, the
discrete-time approximating problems inevitably become nonsmooth and nonconvex
due to geometric constraints generated by the graph of the normal cone (1.4). To tackle
these challenges, we need appropriate tools of variational analysis including first-
order and second-order generalized differentiation. Section3 overviews the required
constructions and results.

In Sect. 4, we employ variational analysis and generalized differentiation to derive
necessary optimality conditions for discrete-time problems. This is done by reducing
the problems with discrete dynamics to nondynamical problems of nondifferentiable
programmingwith increasinglymanygeometric constraints by employing full calculus
of generalized differentiation taken from [32] and explicit second-order calculations
associated with the sweeping dynamics. Due to the strong convergence of discrete
optimal solutions established in Sect. 2, the results obtained here can be viewed as
suboptimality conditions for the original sweeping control problem.

The culmination of our study is Sect. 5, where we utilize the stability of discrete
approximations and the robustness of generalized differential constructions for pass-
ing to the limit from the necessary optimality conditions for discrete-time problems.
Establishing an appropriate convergence of adjoint arcs occurs to be themost challeng-
ing aspect of this process. As a result, we obtain new necessary conditions expressed
in terms of the original problem data for the designated local minimizers of (P).
Due to the characteristic features of the sweeping dynamics, the resulting optimality
conditions include signed measures, not just nonnegative ones, which may present
significant difficulties for implementation. Nevertheless, the newly obtained support
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condition allows us to largely overcomes this obstacle. This condition is obtained by
exploiting the particular structure of the approximate adjoint equation, together with
a precise calculation of the coderivative of the normal cone mapping. Section 6 con-
tains a numerical example showing how the obtained optimality conditions make it
possible to completely solve to find the original sweeping control problem. The paper
is finished with Sect. 7 containing concluding remarks and discussions of some topics
of our future research.

In the reminder of this section, we formulate and discuss standing assumptions for
the rest of the paper. Consider the collection of active indices of inequality constraints
defined by

I (t, x) := { j ∈ {1, . . . , s} | 〈x j∗ (t), x〉 = c j (t)}.

(H1) The setU �= ∅ is closed and bounded inRd . The generating functions x j∗ (·), and
c j (·) are Lipschitz continuous with a common Lipschitz constant L .

(H2) The uniform Slater condition is satisfied:

for every t ∈ [0, T ] there exists x ∈ R
n such that

〈x j∗ (t), x〉 < c j (t) whenever i = 1, . . . , s. (1.7)

This condition yields the positive linear independence constraint qualification
(PLICQ) along x(t) on [0, T ] with a varying time T formulated as follows:

⎡
⎣ ∑

j∈I (t,x)
λ j x

j∗ (t) = 0, λ j ∈ R+

⎤
⎦ �⇒ [

λ j = 0 for all j ∈ I (t, x)
]
. (1.8)

In [11, 21], the reader can find more discussions on this and related topics. Recall
that the (stronger) linear independence constraint qualification (LICQ) holds if the
restriction λ j ∈ R+ in (1.8) is dropped.

(H3) The perturbation mapping g : Rn × U → R
n is Lipschitz continuous with

respect to (x, u) whenever u ∈ U and x belongs to a bounded subset of Rn satisfying
there the sublinear growth condition

‖g(x, u)‖ ≤ β
(
1 + ‖x‖) for all u ∈ U

with some given positive constant β.
Define further set-valued mapping F : [0, T ] × R

n × R
d ⇒ R

n by

F(t, x, u) := N (x;C(t)) − g(x, u) (1.9)

and deduce from the classical Motzkin theorem of the alternative the representation

F(t, x, u) =
⎧⎨
⎩
∑

j∈I (t,x)
λ j x j∗ (t)

∣∣∣ λ j ≥ 0

⎫⎬
⎭− g(x, u), (1.10)
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where themoving setC(t) is taken from (1.3). Then the sweeping differential inclusion
(1.2) can be rewritten as

(−ẋ(t), u(t)) ∈ F(t, x(t), u(t)) ×U a.e. t ∈ [0, T ]. (1.11)

2 Well-Posed Discrete Approximations

In this section, we aim at developing well-posed discrete approximations of the
sweeping control problem (P), which deals with constrained differential inclusions
involving free time. This method, providing finite-dimensional approximations of
infinite-dimensional continuous-time problems, definitely has some numerical flavor,
while our main attention here is paid to using the discrete approximation approach to
derive efficient necessary optimality conditions for the original problem (P).

To simplify the exposition, we employ the explicit Euler scheme to replace the time
derivative ẋ(t) in (1.2) by the sequence of finite differences

ẋ(t) ≈ x(t + h) − x(t)

h
as h ↓ 0,

which is formalized as follows: for each k ∈ IN , consider a real number Tk approxi-
mating T and the uniform grid

{
tk0 := 0, tkk := Tk,
tki+1 := tki + hk, i = 0, 1, . . . , k − 1,

(2.12)

with hk := Tk/k and IN := {1, 2, . . .} standing for the collection of natural numbers.
The following theorem plays a principal role in the subsequent developments. It

justifies the possibility to W 1,2 × L2-strongly approximate any feasible solution to
(P) by a sequence of extended solutions to certain discretized perturbed sweeping
processes. To proceed, recall some notation. Given a Lebesguemeasurable set S ⊂ R

n

with positive finite measure |S| and a Lebesgue measurable mapping f : Rn → R
m ,

denote its average by

 
S
f (s) := 1

|S|
ˆ
S
f (s)ds.

Further, having some sets �, S ⊂ R
n with � ⊂ S, define the characteristic function

1�(x) := 1 if x ∈ � and 1�(x) := 0 if x ∈ S \ �.

Theorem 2.1 Let (x̄(·), ū(·)) ∈ W 1,2([0, T ];Rn)× L2([0, T ];Rd) be a feasible solu-
tion to problem (P) under the assumptions in (H1) and (H3). Then the following
assertions hold:

(i) There exists a sequence of piecewise constant control functions {uk | k ∈ IN }
defined on [0, T ] such that uk(·) converges to ū(·) strongly in the L2-norm topol-
ogy on [0, T ] as k → ∞.
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(ii)) There exists a sequence of piecewise linear functions {xk | k ∈ IN } converging
strongly to x̄(·) in the W 1,2-norm topology on [0, T ] and such that xk(0) = x̄(0)
for all k ∈ IN and all i = 0, . . . , k − 1 while satisfying

ẋk(t) ∈ −N(xk(tki );Ck
i ) + g(xk(tki ), uk(tki )) + τ ki IB, t ∈ [tki , tki+1),

(2.13)

where τ ki ≥ 0 with hk
∑k−1

i=1 τ ki → 0 as k → ∞, and where the perturbed
polyhedra Ck

i are defined by

Ck
i :=

s⋂
j=1

Ck
i j with Ck

i j := {x ∈ R
n
∣∣ 〈x, x j∗ (tki )〉 ≤ ci jk

}
(2.14)

being generated by the vectors x j∗ (tki ) and suitable numbers ci jk .

(iii) The piecewise linear extensions of ci jk and x j∗ (tki ) converge uniformly on [0, T ] to
c j (t) and x

j∗ (t) from (1.3), respectively. Finally, all xk(·) are Lipschitz continuous
on [0, T ] with the same Lipschitz constant as x̄(·).

Proof Let us first construct control functions uk(·) to approximate ū(·). Applying [13,
Lemma 6] to ū ∈ L2([0, T ];Rn) and considering the control sequence

uk(t) :=
k−1∑
i=0

 tki+1

tki

ū(s)ds1[tki ,tki+1)
(t), k ∈ IN ,

we obtain that uk → ū a.e. on [0, T ] as k → ∞. Define further the sequences

vki := x̄(tki+1) − x̄(tki )

hk
, (2.15)

xk(t) := x̄(tki ) + (t − tki )vki

= x̄(tki ) + (t − tki )

 
[tki ,tki+1)

˙̄x(s)ds, t ∈ [tki , tki+1). (2.16)

Fixing i = 0, . . . , k − 1, denote I ik := [tki , tki+1), σk(t) := max{tki | i = 0, ..., k −
1, tki ≤ t}, and

ci jk :=
⎧⎨
⎩

max
t∈[tki ,tki+1]

c j (t) if 〈x̄(t), x j∗ (t)〉 < c j (t) for t ∈ [tki , tki+1],

〈x̄(tki ), x j∗ (tki )〉 otherwise
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whenever j = 1, . . . , s. For such j , consider further the sequence

c jk (t) :=
k−1∑
i=1

ci jk 1[tki ,tki+1)
(t).

We intend to show that c jk (t) → c j (t) uniformly in [0, T ] as k → ∞. To proceed,
for every t ∈ [0, T ] define Ik(t) := [σk(t), σk(t) + hk] and then fix j ∈ {1, . . . , s}
and t̄ ∈ [0, T ]. If 〈x̄(t̄), x j∗ (t̄)〉 < c j (t̄), we get 〈x̄(t), x j∗ (t)〉 < c j (t) for all t ∈
[σk(t̄), σk(t̄) + hk] provided that k is sufficiently large. This tells us that c jk (t̄) =

max
t∈[σk (t̄),σk (t̄)+hk ]

c j (t) = c j (̃t) for some t̃ = t̃(k, j, t̄) ∈ [σk(t̄), σk(t̄)+hk], and hence

|c j (t̄) − c jk (t̄)| ≤ |c j (t̄) − c j (̃t)| ≤ Lhk .

Letting 〈x̄(t̄), x j∗ (t̄)〉 = c j (t̄), it follows that c
j
k (t̄) = c jk (σk(t̄)),

〈x̄(σk(t̄)), x j∗ (σk(t̄))〉 = c jk (σk(t̄)), and 〈x̄(t̄), x j∗ (t̄)〉 = c j (t̄),

which brings us to the relationships

|c j (t̄) − c jk (σk(t̄))| = |〈x̄(t̄), x j∗ (t̄)〉
−〈x̄(σk(t̄)), x j∗ (σk(t̄))〉| ≤ |〈x̄(t̄), x j∗ (t̄) − x j∗ (σk(t̄))〉
+〈x̄(t̄) − x̄(σk(t̄)), x

j∗ (σk(t̄))〉| ≤ Khk

for a suitable constant K independent of k and t̄ . Define gk(t) := g(x̄(σk(t)), uk(t))

and ζk(t) := gk(t) − wk(t), where wk(t) :=
k−1∑
i=0

vki 1I ik
(t), t ∈ [0, T ]. It follows from

the normal cone representation in (1.2) that, a.e. on [0, T ],

g(x̄(t), ū(t)) − ˙̄x(t) =
s∑

j=1

λ j (t)x
j∗ (t),

where λ j (t) ≥ 0 and λ j (t) = 0 for each t with 〈x̄(t), x j∗ (t)〉 < c j (t). Moreover, it is
easy to check that the numbers ‖λ j‖L∞ are finite since x̄ is Lipschitz continuous, g is
bounded, and all the active inequality constraints are positively linearly independent.
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Observe that

ζk(t) =
 

[σk (t),σk (t)+hk)
[g(x̄(r), ū(r)) + ˙̄x(r)]dr

−
 

[σk (t),σk (t)+hk)
[g(x̄(r), ū(r)) − gk(r)]dr

=
s∑

j=1

 
[σk (t),σk (t)+hk)

x j∗ (r)λ j (r)dr

−
 

[σk (t),σk (t)+hk)
[g(x̄(r), ū(r)) − gk(r)]dr

(2.17)

and define further the sequence of moving sets

Ck
j (t) :=

k−1∑
i=0

Ck
i j1I ik

(t), t ∈ [0, T ],

where Ck
i is taken from (2.14). In this notation, we have the relationships

s∑
j=1

 
[σk (t),σk (t)+hk)

x j∗ (r)λ j (r)dr

=
s∑

j=1

x j∗ (σk(t))
 

[σk (t),σk (t)+hk)
λ j (r)dr

+
s∑

j=1

 
[σk (t),σk (t)+hk)

λ j (r)[x j∗ (r) − x j∗ (σk(t))]dr

∈ N (xk(σk(t));Ck
j (σk(t))) + L̃hk IB

= N (xk(t);Ck
j (t)) + L̃hk IB

(2.18)

for a.e. t ∈ [0, T ] and a suitable constant L̃ . On the other hand, using the fact that
σk(s) = σk(t) for all s ∈ Ik(t) and t ∈ [0, T ] leads us to the equality

 
[σk (t),σk (t)+hk)

[g(x̄(r), ū(r)) − gk(r)]dr

=
 

[σk (t),σk (t)+hk)
[g(x̄(r), ū(r)) − g(x̄(σk(t), ū(r)))]dr

+
 

[σk (t),σk (t)+hk)
[g(x̄(σk(t)), ū(r)) − gk(r)]dr .

The uniform continuity of g with respect to x and u and the convergence of uk to ū tell
us that the latter expression tends to zero as k → ∞. Combining this with (2.17) and
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(2.18), we find a sequence {τ ki } such that τ ki ↓ 0 as k → ∞ and (2.13) is satisfied. The
remaining part of the statement is an immediate consequence of the constructions.

��
Having in hand the approximation results of Theorem 2.1 allows us to build a

sequence of discrete-time optimal control problems, which admit optimal solutions
that strongly converge to a designated local minimizer of the original sweeping control
problem (P).

Let (x̄(·), ū(·), T ) be a relaxed W 1,2 × L2 ×R+-local minimizer of problem (P).
Given ε > 0 from Definition 1.2 and any fixed k ∈ IN , formulate the discrete-time
optimal control problem (Pk) as follows:

minimize Jk [xk , uk , Tk ] := ϕ(xkk , Tk) + (Tk − T )2

+
k−1∑
i=0

ˆ tki+1

tki

⎛
⎝
∥∥∥∥∥
xki+1 − xki

hk
− ˙̄x(t)

∥∥∥∥∥
2

+
∥∥∥uki − ū(t)

∥∥∥2
⎞
⎠ dt

(2.19)

over (xk, uk, Tk) := (xk0 , x
k
1 , . . . , x

k
k−1, x

k
k , u

k
0, u

k
1, . . . , u

k
k−1, Tk) satisfying the con-

straints

xki+1 − xki ∈ −hk Fk
i (tki , xki , u

k
i ) for i = 0, . . . , k − 1, (2.20)

xk0 := x0 ∈ C(0), (2.21)

(xkk , Tk) ∈ �k
x × �k

T := (�x + δk IB) × (�T + δk), (2.22)

k−1∑
i=0

ˆ tki+1

tki

⎛
⎝
∥∥∥∥∥
xki+1 − xki

hk
− ˙̄x(t)

∥∥∥∥∥
2

+
∥∥∥uki − ū(t)

∥∥∥2
⎞
⎠ dt ≤ ε, (2.23)

∥∥∥∥∥
xki+1 − xki

hk

∥∥∥∥∥ ≤ L + 1 for i = 0, . . . , k − 1, (2.24)

uki ∈ U for i = 0, . . . , k − 1, (2.25)∥∥∥(xki , uki
)

−
(
x̄(tki ), ū(tki )

)∥∥∥ ≤ ε for i = 0, . . . , k − 1, (2.26)

|Tk − T | ≤ ε, (2.27)

〈x j∗ (Tk), x
k
k 〉 ≤ c j (Tk) for j = 1, . . . , s, (2.28)

where L is the Lipschitz constant of x̄ , δk := ‖x̄(T ) − x̂ k(T )‖,

Fk
i (tki , xki , u

k
i ) := N (xki ;Ck

i ) − g(xki , u
k
i ) − τ ki IB, (2.29)

and the sequence of piecewise linear functions {̂xk} is generated by the optimal tra-
jectory x̄(·) according to Theorem 2.1.

To proceed further, let us add to the standing assumptions (H1)–(H3) the following
one:
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(H4) The set �x × �T is closed around (x̄(T ), T ).
In our approach to deriving necessary optimality conditions for the original problem

(P), we need to be sure that approximating problems (Pk) admits optimal solutions
for large k. This can be easily deduced from Theorem 2.1 and the classical Weierstrass
existence theorem.

Proposition 2.2 Let the cost function ϕ be lower semicontinuous onRn ×[0, T +ε] in
addition to the assumptions in (H1), (H3), and (H4). Then the discrete approximation
problem (Pk) admits an optimal solution {(x̄ k(tki ) | i = 0, . . . , k} whenever k ∈ IN is
sufficiently large.

Proof It follows from Theorem 2.1 that the set of feasible solutions to problem (Pk) is
nonempty for any large k. It is obvious from the construction of (Pk) that the feasible
solution sets are bounded for each k ∈ IN . Furthermore, the constraint structures of
(Pk) and the robustness (closed-graph) property of the set-valued mapping 1.4 ensure
the closedness of the feasible solution sets. The imposed lower semicontinuity of ϕ

ensures that the cost function in each (Pk) is also lower semicontinuous for each k ∈ IN .
Thus the claimed existence result follows from the classical (one-sided) Weierstrass
theorem. ��

Now we are ready to obtain a major result establishing theW 1,2 × L2 ×R+-strong
convergence of optimal solutions for the discrete-time problems (Pk) to the designed
local minimizer (x̄(·), ū(·), T ) of the sweeping control problem (P). This theorem
makes a bridge between solving problem (P) via its discrete finite-dimensional coun-
terparts (Pk) and will be an important ingredient in what follow to derive optimality
conditions in (P) by passing to the limit from those for the discrete approximations.

Theorem 2.3 Let (x̄(·), ū(·), T ) be a relaxed W 1,2× L2×R+–local minimizer for the
original problem (P), and letϕ be continuous around (x̄(T ), T )under the notation and
assumptions of Proposition 2.2. Then for any extended sequence of optimal solutions
(x̄ k(·), ūk(·), T k) to (Pk), we have the convergence x̄k(·) → x̄(·) in the W 1,2-norm
topology on [0, T ], ūk(·) → ū(·) in the L2-norm topology on [0, T ], and T k → T
as k → ∞. Moreover, the Lipschitz constant of such optimal solutions tends to L as
k → ∞.

Proof We begin with verifying the inequality

lim sup
k→∞

Jk[x̄ k, ūk, T k] ≤ J [x̄, ū, T ] (2.30)

for any sequence of optimal solutions to (Pk). Assuming the contrary gives us a
sequence of natural numbers k → ∞ and a positive number γ such that

J [x̄, ū, T ] = ϕ(x̄(T ), T ) < Jk[x̄ k, ūk, T k] − γ for all k. (2.31)

Let (xk, uk) be the sequence of approximate solutions constructed in Theorem 2.1.
Since xk0 = x̄0 and ϕ is continuous around (x̄(T ), T ), we have the convergence

ϕ(xkk , T k) → ϕ(x̄(T ), T ) as k → 0.
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We deduce from the extension rules in (2.15), (2.16) and the strong convergence in
Theorem 2.1 that

k−1∑
i=0

ˆ tki+1

tki

⎛
⎝
∥∥∥∥∥
xki+1 − xki

hk
− ˙̄x(t)

∥∥∥∥∥
2

+
∥∥∥uki − ū(t)

∥∥∥2
⎞
⎠ dt

=
ˆ T

0

(∥∥∥ẋ k(t) − ˙̄x(t)
∥∥∥2 +

∥∥∥uki − ū(t)
∥∥∥2
)
dt → 0

as k → ∞, which implies in turn that

Jk[xk(·), uk(·), T ] → J [x̄, ū, T ] as k → ∞.

Using the latter and the feasibility of (xk(·), uk(·), Tk) for (Pk) tells us that (2.31)
contradicts the optimality of (x̄ k(·), ūk(·), T ) for problems (Pk) when k is sufficiently
large.

To complete the proof of the theorem, it remains to show that

lim
k→∞

[
ζk := |T k − T |2 +

ˆ T k

0

(∥∥∥ ˙̄xk(t) − ˙̄x(t)
∥∥∥2 +

∥∥∥ūk(t) − ū(t)
∥∥∥2
)
dt

]
= 0.

(2.32)

If it were not so, we would consider any limiting point ζ > 0 of the sequence {ζk} in
(2.32). For the simplicity of exposition, assume that ζk → ζ as k → ∞. It follows
from the boundedness of {T k} that there exists T̃ such that T̃ ∈ R, T̃ ≤ T + ε,
and T k → T̃ as k → ∞. Consider the extended discrete trajectories x̄ k(t) and the
extended discrete controls ūk(t) on [0, T̃ ] defined by

x̄ k(t) := x̄ k(Tk) and ūk(t) := ūk(Tk) for t ∈ (Tk, T̃ ] when Tk < T̃ .

Due to (2.23) and (2.25), the sequenceof extendedoptimal solutions {( ˙̄xk(·), ūk(·), T k)}
to (Pk) is bounded in the reflexive space L2([0, T̃ ];Rn) × L2([0, T̃ ];Rd) ×R+, and
thus it contains a weakly converging subsequence in this space, without relabeling.
Denote by (̃v(·), ũ(·), T̃ ) the limit of the selected subsequence and then let

x̃(t) := x0 +
ˆ t

0
ṽ(τ )dτ for all t ∈ [0, T̃ ].

Since ˙̃x(t) = ṽ(t) for a.e. t ∈ [0, T ], we get without relabeling that

(
x̄ k(·), ūk(·), T k

)→ (̃
x(·), ũ(·), T̃ ) as k → ∞

in the weak topology ofW 1,2([0, T̃ ];Rn)×L2([0, T̃ ];Rd)×R+. ThenMazur’s weak
closure theorem gives us a sequence of convex combinations of (x̄ k(·), ūk(·), T k),
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which converges to (̃x(·), ũ(·), T̃ ) strongly inW 1,2([0, T̃ ];Rn)×L2([0, T̃ ];Rd)×R+,
and hence ( ˙̄xk(t), ūk(t), T k) → ( ˙̃x(t), ũ(t), T̃ ) for a.e. t ∈ [0, T̃ ] along a subse-
quence. The obtained pointwise convergence of convex combinations allows us to
conclude that ũ(t) ∈ coU for a.e. t ∈ [0, T̃ ] and that x̃(·) satisfies the convexified
differential inclusion (1.6).

Using the sign “∼” for expressions which are equivalent as k → ∞ brings us to

k−1∑
i=0

ˆ tki+1

tki

⎛
⎝
∥∥∥∥∥
x̄ ki+1 − x̄ ki

hik
− ˙̄x(t)

∥∥∥∥∥
2

+
∥∥∥uki − ū(t)

∥∥∥2
⎞
⎠ dt

=
ˆ T k

0

(∥∥ ˙̄xk(t) − ˙̄x(t)∥∥2 +
∥∥∥uki − ū(t)

∥∥∥2
)
dt

∼
ˆ T̃

0

(∥∥ ˙̄xk(t) − ˙̄x(t)∥∥2 +
∥∥∥uki − ū(t)

∥∥∥2
)
dt

as k → ∞. Invoking the convexity in v of the function f (v, t) := ∥∥v − ˙̄x(t)∥∥2, we
get that the integral functional

I [v] :=
ˆ T̃

0

∥∥v(t) − ˙̄x(t)∥∥2 dt

is lower semicontinuous in the weak topology of L2[0, T̃ ]. Similarly, the lower semi-
continuity holds for

Ĩ [w] :=
ˆ T̃

0
‖w(t) − ū(t)‖2 dt .

Passing to the limit as k → ∞ in the cost functional, combining this with the assumed
local continuity of ϕ, and using (2.30), we conclude that the triple (̃x(·), ũ(·), T̃ )

belongs to the prescribedW 1,2× L2×R+-neighborhood of the given local minimizer
(x̄(·), ū(·), T ) and satisfies the inequality

J [̃x, ũ, T̃ ] < J [x̄, ū, T ], (2.33)

which contradicts the fact that (x̄(T ), ū(T ), T ) is a relaxed W 1,2 × L2 × R+-local
minimizer of (P). Thus we arrive at (2.32) and complete the proof of the claimed con-
vergence of optimal solutions from which the convergence of the Lipschitz constants
follows immediately. ��

3 Tools of Variational Analysis and Generalized Differentiation

As mentioned above and will be clearly seen below, problems (P) and (Pk) unavoid-
ably contain nonsmooth and nonconvex components independently of smoothness
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and convexity of the given data. This is primary due to normal cone description of the
sweeping differential inclusion and its discrete approximations generating nonconvex
graphical constraints. To deal with such problems, we need to use suitable general-
ized differential constructions of variational analysis. It has been well recognized in
the sweeping control theory that the limiting normal cone/coderivative/subdifferential
notions for sets, set-valued mapping, and nonsmooth functions introduced by the
second author are the most appropriate to derive necessary optimality conditions in
sweeping optimal control. We also employ second-order subdifferentials of extended-
real-valued functions that naturally appear in our derivation due to the very structure
of the sweeping dynamics.

Let us start with recalling the employed first-order generalized differential con-
structions following the books [30, 32, 38], where the reader can find proofs, further
material, and bibliographies. The (Painlevé-Kuratowski) outer limit of a set-valued
mapping/multifunction F : Rn ⇒ R

m at x̄ with F(x̄) �= ∅ is defined by

Lim sup
x→x̄

F(x) := {y ∈ R
m
∣∣ ∃ sequences xk → x̄, yk → y

such that yk ∈ F(xk), k ∈ IN
}
. (3.34)

Given a set � ⊂ R
n and a point x̄ ∈ �, the (basic, limiting, Mordukhovich) normal

cone to � at x̄ is

N (x̄;�) = N�(x̄) := Lim sup
x→x̄

N̂ (x;�), (3.35)

where the (Fréchet) regular normal cone to � at x is defined by

N (x;�) = N̂�(x) :=
⎧⎨
⎩v ∈ R

n
∣∣∣ lim sup

u
�→x

〈v, u − x〉
‖u − x‖ ≤ 0

⎫⎬
⎭

if x ∈ � and N̂ (x;�) := ∅ otherwise, and where u
�→ x means that u → x with

u ∈ �.
Associate with a set-valued mapping F : Rn ⇒ R

m its domain and graph

dom F := {x ∈ R
n
∣∣ F(x) �= ∅} and gph F := {(x, y) ∈ R

n × R
m
∣∣ y ∈ F(x)

}
.

The coderivative of F at (x̄, ȳ) ∈ gph F is defined by

D∗F(x̄, ȳ)(u) := {v ∈ R
n
∣∣ (v,−u) ∈ N

(
(x̄, ȳ); gph F

)}
for u ∈ R

m .

(3.36)

If F : Rn → R
m is single-valued and continuously differentiable (C1-smooth) around

x̄ , then

D∗F(x̄)(u) = {∇F(x̄)∗u
}

for all u ∈ R
m,
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where ∇F(x̄)∗ is the adjoint/transposed Jacobian matrix, and where ȳ = F(x̄) is
omitted. When F is single-valued and locally Lipschitzian around x̄ , we have the
scalarization formula:

D∗F(x̄)(u) = ∂〈u, F〉(x̄) for all u ∈ R
m . (3.37)

Given an extended-real-valued function ϕ : Rn → R̄ := (−∞,∞] with

dom ϕ := {x ∈ R
n
∣∣ ϕ(x) < ∞} and

epi ϕ := {(x, α) ∈ R
n+1

∣∣ α ≥ ϕ(x)
}
, (3.38)

the (first-order) subdifferential of ϕ at x̄ ∈ dom ϕ is defined via the normal cone (3.35)
to the epigraph epi ϕ by

∂ϕ(x̄) := {v ∈ R
m
∣∣ (v,−1) ∈ N

(
(x̄, ϕ(x̄)); epi ϕ)}. (3.39)

Note that if ϕ(x) := δ(x;�) is the indicator function of � equal to 0 for x ∈ � and
∞ otherwise, then ∂ϕ(x̄) = N (x̄;�) for each x̄ ∈ �. Let us emphasize that the above
normal cone, coderivative, and subdifferential constructions enjoy full calculus based
on variational/extremal principles of variational analysis.

Following [28], we define the second-order subdifferential (or generalizedHessian)
ofϕ : Rn → R̄ at x̄ ∈ dom ϕ relative to ȳ ∈ ∂ϕ(x̄)via the coderivative of the first-order
subdifferential mapping from (3.39) by

∂2ϕ(x̄, ȳ)(u) := (D∗∂ϕ)(x̄, ȳ)(u), u ∈ R
n . (3.40)

If ϕ is C2-smooth around x̄ with the (symmetric) Hessian ∇2ϕ(x̄), then we have

∂2ϕ(x̄)(u) = {∇2ϕ(x̄)u
}
, u ∈ R

n,

The sweeping process setting corresponds to the case where ϕ(x) := δ(x;�). In this
case,

∂2ϕ(x̄, v̄)(u) = D∗N�(x̄, v̄)(u) for all v̄ ∈ N (x̄;�) and u ∈ R
n . (3.41)

The reader is referred to the book [34] for a comprehensive theory and various appli-
cations of (3.40) and related second-order constructions with extensive calculus rules
and explicit evaluations/calculations of (3.40), and particularly of (3.41), via the given
data of structured functions and sets that appear in broad frameworks of variational
analysis, optimization, and control. In this paper, we employ the following second-
order evaluations of the coderivative of the normal cone mappings Fk

i from (2.29),
providing a brief proof with the references therein.

Theorem 3.1 Given Fk
i in (2.29) with Ck

i taken from (2.14), let M > 0 be sufficiently
large. Suppose that g is locally Lipschitzian around the points in question and that
PLICQ (1.8) holds when t = tki . Then for any (x, u) ∈ Ck

i × U and any w ∈
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−g(x, u) + N (x;Ck
i ) ∩ MIB, we have the upper estimate for the coderivative of Fk

i
in (x, u) with omitting the dependence on t ∈ [tki , tki+1) for simplicity:

D∗Fk
i (x, u, w)(y) ⊂

{
z ∈ R

n+d
∣∣∣∣ z ∈ ∂〈y,−g〉(x, u)

+
⎛
⎜⎝ ∑

j∈I i0k (y), α j∈R
α j x j∗ (tki ) +

∑
j∈I i>k(y), β j≥0

β j x j∗ (tki ), 0

⎞
⎟⎠
⎫⎪⎬
⎪⎭ , (3.42)

where y ∈ dom D∗NCk
i
(x, w + g(x, u) − bτ ki ) as b ∈ IB, and where

I ki (x) := { j ∣∣ 〈x j∗ (tki ), x〉 ≤ ci jk
}
, (3.43)

I i0k(y) := { j ∈ I ki (x)
∣∣ 〈x j∗ (tki ), y〉 = 0

}
and

I i>k(y) := { j ∈ I ki (x)
∣∣ 〈x j∗ (tki ), y〉 > 0

}
, y ∈ R

n . (3.44)

Furthermore, for each t ∈ [tki , tki+1) the equality in (3.42) holds together with

dom D∗Fk
i (x, u, w) =

{
y
∣∣∣ ∃ λ j ≥ 0, b ∈ IB, j ∈ I ki (x) with y + g(x, u)

+bτ ki =
∑

j∈I ki (x)

λ j x j∗ (tki ),

and 〈x j∗ (tki ), y〉 = 0 if λ j > 0, 〈x j∗ (tki ), y〉 ≥ 0 if λ j = 0
}
(3.45)

provided that the generating vectors {x j∗ (tkj ) | j ∈ I (tkj , x)} of the polyhedron Ck
j are

linearly independent.

Proof Employ the sum rule from [32, Theorem 3.9(ii)], where the sets

S(x, u, w) := {(a1, a2) ∈ R
n × R

n
∣∣ a1 ∈ Fk

i1(x, u), a2 ∈ Fk
i2(x, u), a1 + a2 = w

}

in the aforementioned theorem reduce in our case to the form

S(x, u, w) =
{(

w + g(x, u),−g(x, u)
) ∈ R

n × R
n
∣∣∣ w ∈

−g(x, u) + N (x;Ck
i ) − τ ki IB

}
(3.46)

with Fk
i1(x, u) := N (x;Ck

i ) − τ ki IB and Fk
i2(x, u) := −g(x, u). The qualification

condition in [32, Theorem 3.9(ii)] is given in the coderivative form

D∗Fk
i1(x, u, a1)(0) ∩ (− D∗Fk

i2(x, u, a2)(0)
) = {(0, 0)},

and it holds by the assumed Lipschitz continuity of g due to the necessity part of the
coderivative criterion for Lipschitz continuity taken from [32, Theorem 3.3], which
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ensures that D∗Fk
i2(x, u, a2)(0) = {(0, 0)}. It follows from the coderivative sum rule

in [32, Theorem 3.9(ii)] applied to the sum Fk
i1 + Fk

i2 that

D∗(Fk
i1 + Fk

i2)(x, u, w)(y) ⊂
⋃

(a1,a2)∈S(x,u,w)(
D∗Fk

i1(x, u, a1)(y) + D∗Fk
i2(x, u, a2)(y)

)
. (3.47)

For each k ∈ IN , we use further yet another coderivative sum rule from [30, Proposi-
tion 1.62] applied to the mapping Fk

i1(x, u), which gives us b ∈ IB such that

D∗Fk
i1(x, u, a1)(y) = {D∗NCk

i
(x, w + g(x, u) − bτ ki )(y)∣∣ y ∈ dom D∗NCk

i

(
x, w + g(x, u) − bτ ki

)}

with dom D∗Fk
i1(x, u, a1) = dom D∗NCk

i
(x, w+g(x, u)−bτ ki ). Taking into account

the scalarization formula (3.37) for the Lipschitzian mapping g(x, u) yields

D∗(Fk
i1 + Fk

i2)(x, u, w)(y) ⊂ {z ∈ R
n+d

∣∣ D∗NCk
i(

x, w + g(x, u) − bτ ki
)
(y) + ∂〈y,−g〉(x, u)

}
.

Using the upper estimate of the coderivative of the normal cone mapping taken from
[20, Theorem 4.5], we get

D∗NCk
i
(x, w + g(x, u) − bτ ki )(y)

⊂
(
span{x j∗

∣∣ j ∈ I i0k(y)
}+ cone {x j∗ | j ∈ I i>k(y)}, 0

)

=
⎛
⎜⎝ ∑

j∈I i0k (y),α j∈R
α j x j∗ (tki ) +

∑
j∈I i>k (y),β

j≥0

β j x j∗ (tki ), 0

⎞
⎟⎠ ,

which thus implies the inclusion in (3.42). Consider now the sets

J := { j ∈ I (tki , x)
∣∣ λ j > 0

}
,

ϒ(J ) := { j ∈ I (tki , x)
∣∣ 〈x∗

j (t
k
i ), x〉 = 0 for all j ∈ CJ

}
,

CJ := {x ∈ R
n
∣∣ 〈x∗

j (t
k
i ), x〉 = 0 for all j ∈ J , 〈x∗

j (t
k
i ), x〉 ≥ 0

for all j ∈ {1, . . . , s} \ J
}
.

It follows from [20, Theorem 4.5] that

ϒ(J ) \ J = { j ∈ I (tki , x)
∣∣ 〈x∗

j (t
k
i ), x〉 = 0 for all j ∈ CJ and j /∈ J

}
.
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This allows us to deduce from [20, Theorem 4.5] the domain representation

dom D∗NCk
i

(
x, u, w + g(x, u) − bτ ki

) =
{
y
∣∣∣ ∃ λ j

≥ 0, b ∈ IB, j ∈ I ki (x) with w = y + g(x, u) + bτ ki

=
∑

j∈I ki (x)

λ j x j∗ (tki ), and 〈x j∗ (tki ), y〉 = 0

if λ j > 0 while 〈x j∗ (tki ), y〉 ≥ 0 if λ j = 0
}

under the fulfillment of the imposed LICQ. This completes the proof of the theorem.
��

4 Optimality Conditions for Discrete Approximations

In this section,we derive necessary optimality conditions for problems (Pk), k ∈ IN , as
formulated in (2.19)–(2.29). To accomplish this, we reduce each discrete-time problem
(Pk) to a nondynamic problem of nondifferentiable programming with increasingly
many geometric and functional constraints. Employing necessary optimality condi-
tions for the latter problem, established via the generalized differential constructions
of Sect. 3, and then using generalized differential calculus rules and explicit second-
order evaluations, we arrive at the desired optimality conditions for (Pk) expressed
via the given problem data. Here are the results.

Theorem 4.1 For each k ∈ IN , let (x̄ k(·), ūk(·), T k) := (x̄ k0 (·), . . . , x̄ kk (·), ūk0(·), . . . ,
ūkk−1(·), T k) be an optimal solution to problem (Pk) under the general assump-
tions of Theorem 3.1, and suppose that ϕ is Lipschitz continuous around the
point (x̄ k(T k), T k). Then there exist a number μk

0 ≥ 0 as well as vectors μk =
(μk

1, . . . , μ
k
s ) ∈ R

s+ and vectors {pki ∈ R
n | i = 0, . . . , k} satisfying the conditions

μk
0 +

∥∥∥(μk
1, . . . , μ

k
s )

∥∥∥+
∥∥∥ψk

∥∥∥+
k∑

i=0

∥∥∥pki
∥∥∥ �= 0, (4.48)

μk
i

(〈x j∗ (tkk ), xkk 〉 − c j (t
k
k )
) = 0, j = 1, . . . , s, (4.49)(

pki+1 − pki
hk

,−μk
0ξ

k
iu

hk
,
μk
0ξ

k
iy

hk
− pki+1

)

∈
(
0,

ψk
i

hk
, 0

)
+ N

((
x̄ ki , ū

k
i ,−

x̄ ki+1 − x̄ ki
hk

)
; gph Fk

i

)
,

(4.50)

where ψk = (ψk
0 , . . . , ψk

k−1) with ψk
i ∈ N (ūki ;U ) for i = 0, . . . , k − 1, such that we

have
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⎛
⎝−pkk −

s∑
j=1

μk
j x

j∗ (tkk ), H̄ k + 2μk
0(T − T k) + μk

0�k

⎞
⎠

∈ μk
0∂ϕ(x̄ k(T k), T k) + N

(
(x̄ kk , T k);�k

x × �k
T

)
(4.51)

with the data therein calculated by

hk = T k

k
, tki = ihk for i = 0, . . . , k, (4.52)

H̄ k := 1

k

k−1∑
i=0

〈pki+1, y
k
i 〉, (4.53)

�k :=
k−1∑
i=0

⎡
⎣ i

k

∥∥∥∥∥
(
x̄ ki+1 − x̄ ki

hk
− ˙̄x(tki ), ūki − ū(tki )

)∥∥∥∥∥
2

− i + 1

k

∥∥∥∥∥
(
x̄ ki+1 − x̄ ki

hk
− ˙̄x(tki+1), ū

k
i − ū(tki+1)

)∥∥∥∥∥
2
⎤
⎦ (4.54)

ξ ki :=
(
ξ kiu, ξ

k
iy

)
:=
(ˆ tki+1

tki

(
ūki − ū(t)

)
dt,

ˆ tki+1

tki

(
x̄ ki+1 − x̄ ki

hk
− ˙̄x(t)

)
dt

)
.

(4.55)

Proof For any k ∈ IN , consider the nondynamic problem (N P) with respect to the
variable

z := (xk0 , . . . , x
k
k , u

k
0, . . . , u

k
k−1, y

k
0 , . . . , y

k
k−1, θ),

where the starting point xk0 is fixed:

minimize φ0(z) := ϕ
(
xkk , θ

)+ (θ − T )2

+
k−1∑
i=0

ˆ (i+1)θ
k

iθ
k

∥∥∥(yki − ˙̄x(t), uki − ū(t)
)∥∥∥2 dt (4.56)

subject to the functional and geometric constraints

ωk(z) :=
k−1∑
i=0

ˆ (i+1)θ
k

iθ
k

∥∥∥(yki − ˙̄x(t), uki − ū(t)
)∥∥∥2 dt − ε ≤ 0,

ωi (z) :=
∥∥∥∥∥
xki+1 − xki

hk

∥∥∥∥∥− L − 1 ≤ 0 for all i = 0, . . . , k − 1,

φ j (z) := 〈x j∗ (tkk ), xkk 〉 − c j (t
k
k ) ≤ 0, j = 1, . . . , s,
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gi (z) := xki+1 − xki − θ

k
yki = 0, i = 0, . . . , k − 1,

�i := {(xk0 , . . . , ykk−1, θ)
∣∣ − yki ∈ Fk

i (xki , u
k
i )
}
, i = 0, . . . , k − 1,

z ∈ �k := {(xk0 , . . . , ykk−1, θ)
∣∣ xk0 is fixed, (xkk , θ) ∈ �k

x × �k
T },

�′
i := {(xk0 , . . . , ykk−1, θ)

∣∣ uki ∈ U
}
, i = 0, . . . , k − 1.

It is clear that problems (N P) and (Pk) are equivalent. Denote by

z̄ := (x̄ k0 , . . . , x̄ kk , ūk0, . . . , ūkk−1, ȳ
k
0 , . . . , ȳ

k
k−1, θ̄

)

the optimal solution to problem (N P), where we drop the index k if no confusion
arises. Employing [32, Theorem 6.5] gives us the necessary optimality conditions for
(N P)written as follows: there exist dual elementsμk

0 ≥ 0,μk = (μk
1, . . . , μ

k
s ) ∈ R

s+,
{pki ∈ R

n | i = 1, . . . , k}, and

z∗i = (x∗
0i , . . . , x

∗
ki , u

∗
0i , . . . , u

∗
(k−1)i , y

∗
0i , . . . , y

∗
(k−1)i , θ

∗
i

)
, i = 0, . . . , k,

not simultaneously equal to zero and such that we have

z∗i ∈
{
N (z̄;�i ∩ �′

i ) if i ∈ {0, . . . , k − 1
}
,

N (z̄;�k) if i = k,
(4.57)

−z∗0 − . . . − z∗k ∈ μk
0∂φ0(z̄) +

s∑
j=1

μk
j∇φ j (z̄) +

k−1∑
i=0

∇gi (z̄)
∗ pki+1, (4.58)

μk
jφ j (z̄) = 0, j = 1, . . . , s. (4.59)

Note that the inequality constraints in (N P) defined by the functionsωi as i = 0, . . . , k
are inactive for large k due by Theorem (2.3), and so the corresponding multipliers do
not appear in the optimality conditions.

Next we claim that in inclusion (4.57), the sets �i and �′
i satisfy the qualification

condition

N (z̄;�i ) ∩ (− N (z̄;�′
i )
) = {0}, i = 0, . . . , k − 1. (4.60)

Indeed, fixing z∗i ∈ N (z̄;�i )∩
(−N (z̄;�′

i )
)
and employing the limiting normal cone

definition (3.35) yield

z∗i ∈ N (z̄;�i ) = Lim sup
z→z̄

N̂ (z;�i ),

which tells us that there are sequences zim
�i−→ z̄, vim

�i−→ zin , and z∗ → z∗i satisfying
〈
z∗im, vim − zim

〉
‖vim − zim‖ ≤ 0 for all m ∈ IN .
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This implies that (x̄ ki , ū
k
i ,−ȳki ) ∈ gph Fk

i with −ȳki = − x̄ ki+1−x̄ ki
hk

and hk = θ
k , and

that

(
x∗
i i , u

∗
i i ,−y∗

i i

) ∈ N

((
x̄ ki , ū

k
i ,−

x̄ ki+1 − x̄ ki
hk

)
; gph Fk

i

)
, i = 0, . . . , k − 1,

(4.61)

for the the corresponding components of z∗i , while the other components of z∗i are
equal to zero. Similarly, from −z∗i ∈ N (z̄;�′

i ) we get the inclusions

− u∗
i i ∈ N (ūki ;U ), i = 0, . . . , k − 1. (4.62)

Combining (4.61) and (4.62), and then employing the same argument as above lead
us to

x∗
i i = 0 and y∗

i i = 0 for i = 0, . . . , k − 1.

Substitute the latter into (4.61) and using the coderivative definition (3.36) give us

(0, u∗
i i ) ∈ D∗Fk

i

(
x̄ ki , ū

k
i ,−

x̄ k+1
i − x̄ ki

hk

)
(0), i = 0, . . . , k − 1.

Next we employ the coderivative upper estimate (3.42) in Theorem (3.1) valid under
the uniform Slater condition at y = 0. This yields u∗

i i = 0 for all i = 0, . . . , k − 1
and thus verifies the required qualification condition (4.60).

Now we are in a position to apply the basic normal cone intersection rule from [32,
Theorem 2.16] to the sets �i and �′

i in question, which tells us that

z∗i ∈ N (z̄;�i ) + N (z̄;�′
i ) if i ∈ {0, . . . , k − 1

}
.

Hence there existψk
i ∈ N (ūki ;U ) such that the first inclusion in (4.57) can be rewritten

by

(
x∗
i i , u

∗
i i − ψk

i ,−y∗
i i

) ∈ N

((
x̄ ki , ū

k
i ,−

x̄ ki+1 − x̄ ki
hk

)
; gph Fk

i

)

for i = 0, . . . , k − 1, (4.63)

while the other components of z∗i are equal to zero. For each k ∈ IN , the second
inclusion in (4.57) reads as due

(x∗
kk, θ

∗
k ) ∈ N ((x̄ kk , θ̄ );�k

x × �k
T ).
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Similarly, the only potentially nonzero component of z∗k is x∗
0k , which is determined

by the normal cone to �k . Therefore, (4.57) tells us that

−z∗0 − . . . − z∗k = (− x∗
00 − x∗

0k ,−x∗
11, . . . ,−x∗

k−1,k−1,−x∗
kk , −u∗

00, . . . ,−u∗
k−1,k−1,

− y∗
00,−y∗

11, . . . ,−y∗
k−1,k−1,−θ∗

k

)
.

Next we calculate the sums on the right-hand side of (4.58). It follows from the
constructions above that

⎛
⎝ s∑

j=1

μk
j∇φ j (z̄)

⎞
⎠

xkk

=
s∑

j=1

μk
j x

j∗ (tkk ),

(
k−1∑
i=0

∇gi (z̄)
∗ pki+1

)

xki

=
⎧⎨
⎩

−pk1 if i = 0,
pki − pki+1 if i = 1, . . . , k − 1,
pkk if i = k,(

k−1∑
i=0

∇gi (z̄)
∗ pki+1

)

yki

= − θ̄

k

(
pk1, p

k
2, . . . , p

k
k

)
,

(
k−1∑
i=0

∇gi (z̄)
∗ pki+1

)

θ̄

= − 1

k

k−1∑
i=0

〈pki+1, y
k
i 〉.

Applying the subdifferential sum rule to (4.56) gives us

∂φ0(z̄) = ∂ϕ(x̄ kk , θ̄ ) + ∇ρ(z̄) + 2(0, . . . , 0, θ̄ − T̄ ) with

ρ(z) :=
k−1∑
i=0

ˆ (i+1)θ
k

iθ
k

∥∥∥(yki − ˙̄x(t), uki − ū(t)
)∥∥∥2 dt .

Differentiating the function ρ defined above, we easily have ∇xi ρ(z̄) = 0 for i =
0, . . . , k,

∇ui ρ(z̄) = 2
ˆ (i+1)θ̄

k

i θ̄
k

(ūki − ū(t))dt, ∇yiρ(z̄) = 2
ˆ (i+1)θ̄

k

i θ̄
k

(ȳki − ˙̄x(t))dt

for i = 0, . . . , k − 1 together with the expression

∇θρ(z̄) =
k−1∑
i=0

[
i + 1

k

∥∥∥∥
(
ȳki − ˙̄x

(
(i + 1)θ̄

k

)
,

ūki − ū

(
(i + 1)θ̄

k

))∥∥∥∥
2

− i

k

∥∥∥∥
(
ȳki − ˙̄x

(
i θ̄

k

)
, ūki − ū

(
i θ̄

k

))∥∥∥∥
2
]
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for the θ -partial derivative of ρ at z̄ denoted by ρθ . It follows that μk
0∂φ0(z̄) is the

collection of elements

μk
0(0, . . . , 0, ϑ

k
k , ξ k0u, . . . ,

ξ k(k−1)u, ξ
k
0y, . . . , ξ

k
(k−1)y, ϑ + ρθ + 2(θ̄ − T )),

where (ϑk
k , ϑ) ∈ ∂ϕ(x̄ kk , θ̄ ), and where

(ξ kiu, ξ
k
iy) :=

⎛
⎝2

ˆ (i+1)θ̄
k

i θ̄
k

(ūki − ū(t))dt, 2
ˆ (i+1)θ̄

k

i θ̄
k

(ȳki − ˙̄x(t))dt
⎞
⎠ , i = 0, . . . , k − 1.

Thus we split the inclusion in (4.58) into the following equalities

−x∗
00 − x∗

0k = −pk1, (4.64)

−x∗
i i = pki − pki+1, i = 1, . . . , k − 1, (4.65)

−x∗
kk = μk

0ϑ
k
k + pkk +

s∑
j=1

μk
j x

j∗ (tkk ), (4.66)

−u∗
i i = μk

0ξ
k
iu, i = 0, . . . , k − 1, (4.67)

−y∗
i i = μk

0ξ
k
iy − θ̄

k
pki+1, i = 0, . . . , k − 1, (4.68)

−θ∗
k = μk

0(ϑ + ρθ + 2(θ̄ − T )) − 1

k

k−1∑
i=0

〈pki+1, y
k
i 〉. (4.69)

Clearly, (4.59) yields (4.49). It follows from (4.65), (4.67), and (4.68) that

x∗
i i

hk
= pki+1 − pki

hk
,

u∗
i i

hk

= − 1

hk
μk
0ξ

k
iu, and

y∗
i i

hk

= − 1

hk
μkξ kiy + pki+1 for i = 0, . . . , k − 1,

where pk0 := x∗
0k . Substituting this into (4.63), we get (4.50) and then deduce from

(4.66) and (4.69) that

1

k

k−1∑
i=0

〈pki+1, y
k
i 〉 − μk

0ρθ + 2μk
0(T − θ̄ )

= μk
0ϑ + θ∗

k and − pkk −
s∑

j=1

μk
j x

j∗ (tkk ) = μk
0ϑ

k
k + x∗

kk .
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Since (ϑk
k , ϑ) ∈ ∂ϕ(x̄ kk , θ̄ ) and (x∗

kk, θ
∗
k ) ∈ N ((x̄ kk , θ̄ ), �k

x × �k
T ), we arrive at

⎛
⎝−pkk −

s∑
j=1

μk
j x

j∗ (tkk ),
1

k

k−1∑
i=0

〈pki+1, y
k
i 〉 − μk

0ρθ + 2μk
0(T − θ̄ )

⎞
⎠

∈ μk
0∂ϕ(x̄ kk , θ̄ ) + N

(
(x̄ kk , θ̄ );�k

x × �k
T

)

and thus justify the inclusion in (4.51).
It remains to verify the nontriviality condition (4.48). Indeed, supposing on the

contrary that μk
i = 0 for i = 1, . . . s, ψk

i = 0 for i = 0, . . . , k − 1, and pki = 0
as i = 0, . . . , k with taking into account that pk0 = x∗

0k , we get x∗
0k = pk0 = 0.

It follows from (4.64), (4.65), and (4.66) that x∗
i i = 0 for all i = 0, . . . , k. Using

(4.67) tells us that u∗
i i = 0 as i = 1, . . . , k − 1. Furthermore, (4.68) yields y∗

i i = 0
for all i = 0, . . . , k − 1. Remembering that all the components of z∗i different from
(x∗

i i , u
∗
i i , y

∗
i i ) are zeros for i = 0, . . . , k − 1 ensures that z∗i = 0 for i = 0, . . . , k − 1

and similarly z∗k = 0. Therefore z∗i = 0 for all i = 0, . . . , k, which violates the
nontriviality condition for (N P) and hence completes the proof of theorem. ��

The discrete-time adjoint system (4.50) is actually expressed in terms of the
coderivative (3.36) of the normal cone mapping Fk

i from (2.29) that relates to the
second-order subdifferential (3.41). The next theorem employs the second-order
evaluation of Theorem 3.1 for such mappings to express the necessary optimality
conditions for (Pk) explicitly via the given data under our standing assumptions.

Theorem 4.2 Let (x̄ k(·), ūk(·), T k) be an optimal solution to problem (Pk) formulated
in (2.19)–(2.28), where the cost function ϕ is locally Lipschitzian around (x̄ k(T̄k), T̄k),
and where the mappings Fk

i are defined in (2.29). Using the notation and assumptions
of Theorem4.1, take (ξ kiu, ξ

k
iy) from (4.55). Then for each k ∈ IN sufficiently large, there

exist dual elements (μk
0, ψ

k, pk) as in Theorem 4.1 together with vectors ηki ∈ R
s+ for

i = 0, . . . , k and γ k
i ∈ R

s for i = 0, . . . , k − 1 satisfying the nontriviality condition

μk
0 +

∥∥∥ηkk
∥∥∥+

k−1∑
i=0

∥∥∥pki
∥∥∥+

∥∥∥ψk
∥∥∥ �= 0, (4.70)

the primal-dual relationships given for all i = 0, . . . , k − 1 and j = 1, . . . , s by

bτ ki − x̄ ki+1 − x̄ ki
hk

+ g(x̄ ki , ū
k
i ) =

∑
j∈I ki (x̄ ki )

ηki j x
j∗ (tki ), (4.71)
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(
pki+1 − pki

hk
,−μk

0ξ
k
iu

hk
− ψk

i

hk

)
∈ ∂

〈
− μk

0ξ
k
iy

hk
+ pki+1,−g

〉
(x̄ ki , ū

k
i )

+

⎛
⎜⎜⎜⎝

∑
j∈I i0k (−

μk0ξkiy
hk

+pki+1)∪I i>k (−
μk0ξkiy
hk

+pki+1)

γ k
i j x

j∗ (tki ), 0

⎞
⎟⎟⎟⎠ ,

(4.72)

and the transversality condition at the optimal endpoint and optimal ending time

(−pkk −
s∑

j=1

ηkk j x
j∗ (tkk ), H̄ k + 2μk

0(T − T k)

+μk
0�k) ∈ ∂

(
μk
0ϕ
)

(x̄ k(T k), T k) + N
(
(x̄ kk , T k);�k

x × �k
T

)
, (4.73)

where ψk
i ∈ N (ūki ;U ), Hk, and �k as i = 0, . . . , k − 1 are taken from Theorem 4.1.

We also have the complementary slackness condition (4.49) together with

[
〈x j∗ (tki ), x̄ ki 〉 < c j (t

k
i )
]

�⇒ ηki j = 0, (4.74)⎧⎪⎪⎨
⎪⎪⎩

[
j ∈ I i>k

(
−μk

0ξ
k
iy

hk
+ pki+1

)]
�⇒ γ k

i j ≥ 0,[
j /∈ I i0k

(
−μk

0ξ
k
iy

hk
+ pki+1

)
∪ I i>k

(
−μk

0ξ
k
iy

hk
+ pki+1

)]
�⇒ γ k

i j = 0.
(4.75)

[
〈x j∗ (tki ), x̄ ki 〉 < c j (t

k
i )
]

�⇒ γ k
i j = 0, (4.76)[

〈x j∗ (tki ), x̄ kk 〉 < c j (t
k
i )
]

�⇒ ηkk j = 0 (4.77)

for i = 0, . . . , k−1 and j = 1, . . . , s. If the vectors {x j∗ (tki )| j ∈ I ki (x̄ ki )} are linearly
independent, then we get

ηki j > 0 �⇒
[〈

x j∗ (tki ),−μk
0ξ

k
iy

hk
+ pki+1

〉
= 0

]
(4.78)

along with the enhanced nontriviality condition

μk
0 + ‖ηkk‖ + ‖pk0‖ + ‖ψk‖ �= 0. (4.79)
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Proof By the coderivative definition (3.36) and the necessary condition (4.50) in The-
orem 4.1, we get

(
pki+1 − pki

hk
,−μk

0ξ
k
iu

hk
− ψk

i

hk

)
∈ D∗Fk

i

(
x̄ ki , ū

k
i ,−

x̄ ki+1 − x̄ ki
hk

)

(
−μk

0ξ
k
iy

hk
+ pki+1

)
(4.80)

for all i = 0, . . . , k − 1. It follows from the inclusion

τ ki IB − x̄ ki+1 − x̄ ki
hk

+ g(x̄ ki , ū
k
i ) ⊂ N (x̄ ki ;Ck

i )

for i = 0, . . . , k − 1 (4.81)

that there exist vectors ηki ∈ R
s+ as i = 0, . . . , k − 1 and b ∈ IB such that

bτ ki − x̄ ki+1 − x̄ ki
hk

+ g(x̄ ki , ū
k
i )

=
∑

j∈I ki (x̄ ki )

ηki j x
j∗ (tki ),

which verifies (4.71) and (4.74). Applying the upper coderivative estimate (3.42) in

Theorem 3.1 at x := x̄ ki , u := ūki , w := − x̄ ki+1−x̄ ki
hk

, and y := −μk
0ξ

k
iy

hk
+ pki+1 for

i = 0, . . . , k − 1 gives us γ k
i ∈ R

s and the relationships

(
pki+1 − pki

hk
,−μk

0ξ
k
iu

hk
− ψk

i

hk

)

∈ ∂

〈
− μk

0ξ
k
iy

hk
+ pki+1,−g

〉
(x̄ ki , ū

k
i ) +

⎛
⎜⎜⎜⎝

∑
j∈I i0k (−

μk0ξkiy
hk

+pki+1)∪I i>k (−
μk0ξkiy
hk

+pki+1)

γ k
i j x

j∗ (tki ), 0
)

, ψk
i ∈ N (ūki ;U ) as i = 0, . . . , k − 1.

This justifies the conditions in (4.72), (4.75), and (4.76). Assuming now that the gen-
erating vectors {x j∗ (tki ) | j ∈ I ki (x̄ ki )} are linearly independent, we arrive at (4.71) by

applying the domain calculation for D∗Fk
i (x̄ ki ,−

x̄ ki+1−x̄ ki
hk

+g(x̄ ki , ū
k
i )) in Theorem 3.1.

This yields the implications

ηki j > 0 �⇒
[〈

x j∗ (tki ),−μk
0ξ

k
iy

hk
+ pki+1

〉
= 0

]

123



40 Page 28 of 55 Applied Mathematics & Optimization (2024) 89 :40

and justifies (4.78). Denote ηkk := (μk
1, . . . , μ

k
s ) with μk

i from Theorem 4.1 and hence
get ηki ∈ R

s+ as i = 0, . . . , k. Implications (4.77) follow directly from (4.49) and the
definition of ηkk . It remains to verify the enhanced nontriviality (4.79). Supposing the
contrary thatμk

0 = 0, ηkk = 0, pk0 = 0, andψk = 0 yields pki+1 = 0 as i = 0, . . . , k−1
by (4.72). This shows that the nontriviality condition (4.70) fails and so completes the
proof. ��

5 Necessary Conditions in Sweeping Optimal Control

In this section, by passing to the limit as k → ∞ from the necessary optimality
conditions of Theorem 4.2 and combining this with Theorem 2.3 and the tools of
generalized differentiation discussed in Sect. 3, we arrive at our main results providing
necessary optimality conditions for the designated relaxed W 1,2 × L2 × R+–local
minimizer in (P) under the standing assumptions imposed in Sect. 1.

Recall that Motzkin’s theorem of the alternative ensures the normal cone represen-
tation

N (x(t);C(t)) =
⎧⎨
⎩

∑
j∈I (t,x(t))

α j (t)x j∗ (t)
∣∣∣ α j (t) ≥ 0

⎫⎬
⎭ . (5.1)

Having this in hands, we introduce the following notion important for our subsequent
considerations.

Definition 5.1 Let x(·) be a solution to the controlled sweeping process (1.2), i.e.,

−ẋ(t) =
s∑

j=1

η j (t)x j∗ (t) − g
(
x(t), u(t)

)
for all t ∈ [0, T ),

where η j ∈ L2([0, T ];R+) and η j (t) = 0 for a.e. t such that j /∈ I (t, x(t)). We say
that the normal cone to C(t) is active along x(·) on the set E ⊂ [0, T ] if for a.e.
t ∈ E and all j ∈ I (t, x(t)) it holds that η j (t) > 0. Denoting by E0 the largest subset
of [0, T ] where the normal cone to C(t) is active along x(·),1 we say that it is simply
active along x(·) provided that E0 = [0, T ].

Note that the requirement that the normal cone is active along a trajectory of (1.2)
distinguishes (1.2) from trajectories of the classical controlled ODE ẋ = g(x, u)

which satisfy the tangency condition 〈g(x(t), u(t)), x j∗ (t)〉 ≤ 0 for a.e. t such that
j ∈ I (t, x(t)) and thus x(t) ∈ C(t) for all t ∈ E . Observe also that the above
requirement holds automatically when the set I (t, x(t)) is empty, i.e., when x(t) stays
in the interior of C(t).

Theorem 5.2 Let (x̄(t), ū(t), T ), 0 ≤ t ≤ T , be a relaxed W 1,2 × L2 × R+–local
minimizer to problem (P). In addition to (H1), (H3), and (H4), suppose that LICQ

1 Here we mean the union of the density points of E such that the normal cone to C(t) is active along E .
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holds along x̄(t), t ∈ [0, T ], and that ϕ is locally Lipschitzian around (x̄(T ), T ). Then
there exist a multiplier μ ≥ 0, a nonnegative vector measure γ> = (γ 1

>, . . . , γ s
>) ∈

C∗([0, T ];Rs), and a signed vector measure γ0 = (γ 1
0 , . . . , γ s

0 ) ∈ C∗([0, T ];Rs)

together with adjoint arcs p(·) ∈ W 1,2([0, T ];Rn) and q(·) ∈ BV ([0, T ];Rn) such
that the following conditions hold:

• The sweeping trajectory representation

− ˙̄x(t) =
s∑

j=1

η j (t)x j∗ (t) − g
(
x̄(t), ū(t)

)
for a.e. t ∈ [0, T ), (5.2)

where the functions η j (·) ∈ L2([0, T ]);R+) are uniquely determined for a.e.
t ∈ [0, T ) by representation (5.2).

• The adjoint arc inclusion

(− ṗ(t), ψ(t)) ∈ co ∂〈q(t), g〉(x̄(t), ū(t)) for a.e. t ∈ [0, T ], (5.3)

where the subdifferential is taken with respect to (x, u), where ψ(·) ∈
L2([0, T ];Rd) satisfies the

ψ(t) ∈ co N (ū(t);U ) for a.e. t ∈ [0, T ], (5.4)

where the right continuous representative of q(·) is given by

q(t) = p(t) −
ˆ

(t,T ]

s∑
j=1

dγ j (τ )x j∗ (τ ) (5.5)

for a.e. t ∈ [0, T ] except at most a countable subset, and where γ := γ> + γ0.
Moreover, p(T ) = q(T ).

• The tangential maximization condition: if the normal cone (3.35) is gen-
erated as

N (ū(t);U ) = T ∗(ū(t);U ) := {v ∈ R
n
∣∣ 〈v, u〉 ≤ 0 for all u ∈ T

(
ū(t);U)}

(5.6)

by some tangent set T (ū(t);U ) associated with U at ū(t), then we have

〈
ψ(t), ū(t)

〉 = max
u∈T (ū(t);U )

〈
ψ(t), u

〉
for a.e. t ∈ [0, T ]. (5.7)

In particular, the global maximization condition

〈
ψ(t), ū(t)

〉 = max
u∈U

〈
ψ(t), u

〉
for a.e. t ∈ [0, T ] (5.8)

is satisfied provided that the control set U is convex.

123



40 Page 30 of 55 Applied Mathematics & Optimization (2024) 89 :40

• The dynamic complementary slackness conditions

〈
x j∗ (t), x̄(t)

〉
< c j (t)

�⇒ η j (t) = 0 and η j (t) > 0 �⇒ 〈
x j∗ (t), q(t)

〉 = 0 (5.9)

for a.e. t ∈ [0, T ] and all indices j = 1, . . . , s.
• The transversality conditions at the optimal final time: there exist
numbers η j (T ) ≥ 0 whenever j ∈ I (T , x̄(T )) ensuring the relationships

(−p(T ) −
∑

j∈I (T ,x̄(T ))

η j (T )x j∗ (T ), H̄) ∈ μ∂ϕ(x̄(T ), T )

+N ((x̄(T ), T );�x × �T ), η j (T ) > 0 �⇒ j ∈ I (T , x̄(T )), (5.10)

where H̄ := T
−1 ´ T

0 〈p(t), ˙̄x(t)〉dt is a characteristic of the optimal time.
• The endpoint complementary slackness conditions

〈
x j∗ (T ), x̄(T )

〉
< c j (T ) �⇒ η j (T ) = 0 for all j ∈ I (T , x̄(T )) (5.11)

with the nonnegative numbers η j (T ) taken from (5.10).
• The nonatomicity condition: If t ∈ [0, T ) and 〈x j∗ (t), x̄(t)〉 < c j for all

j = 1, . . . , s, then there exists a neighborhood Vt of t in [0, T ) such that γ j
0 (V ) =

γ
j

>(V ) = 0 for all Borel subsets V of Vt . In particular, supp(γ j
>) and supp(γ j

0 )

are contained in the set {t | j ∈ I (t, x̄(t))}.
• The general nontriviality condition

(μ, p, ‖γ0‖T V , ‖γ>‖T V ) �= 0, (5.12)

accompanied by the support condition

supp(γ>) ∩ int(E0) = ∅, (5.13)

which holds provided the normal cone is active on a set with nonempty interior.
• The enhanced nontriviality:

(μ, p(T )) �= 0,

provided that 〈x j∗ (t), x̄(t)〉 < c j (t) for all t ∈ [0, T ] and all indices j = 1, . . . , s.

Proof Given the local minimizer (x̄(·), ū(·), T ) for (P), construct the discrete-time
problems (Pk) for which the existence of the optimal solutions (x̄k(·), ūk(·), T k) is
derived in Proposition 2.1 and the convergence to (x̄(·), ū(·), T ) is obtained by The-
orem 2.3. We deduce each of the claimed necessary conditions in (P) by passing to
the limit from those in Theorem 4.2. Let us split the derivation into the five steps as
follows.
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Step 1: Sweeping arc representation and dynamic complementary slackness. Let
us begin with verifying (5.2) together with the first implication in (5.9). Using (4.55),
define the functions ξ k(t) = (ξ ky (t), ξ

k
u (t)) on [0, T k] by

ξ ky (t) := ξ kiy

hk
and ξ ku (t) := ξ kiu

hk
for t ∈ [tki , tki+1) and i = 0, . . . , k − 1.

We can easily check by the constructions that

ˆ T k

0

∥∥∥ξ ky (t)
∥∥∥2 dt =

k−1∑
i=0

∥∥∥ξ kiy
∥∥∥2

hk

≤ 1

hk

k−1∑
i=0

(ˆ tki+1

tki

∥∥∥∥∥ ˙̄x(t) − x̄ ki+1 − x̄ ki
hk

∥∥∥∥∥ dt
)2

≤
k−1∑
i=0

ˆ tki+1

tki

∥∥∥ ˙̄x(t)

− x̄ ki+1 − x̄ ki
hk

∥∥∥2dt =
ˆ T̄k

0

∥∥∥ ˙̄x(t) − ˙̄xk(t)
∥∥∥2 dt .

If follows from the strong convergence (x̄ k(·), ūk(·)) → (x̄(·), ū(·)) in Theorem 2.3
that

ˆ T k

0

∥∥∥ξ ky (t)
∥∥∥2 dt ≤

ˆ T k

0

∥∥ ˙̄x(t)

− ˙̄xk(t)
∥∥∥2 dt → 0 as k → ∞. (5.14)

This shows that a subsequence of {ξ ky (t)} (no further relabeling) converges to zero a.e.
on [0, T ]. We similarly get

ˆ T k

0

∥∥∥ξ ku (t)
∥∥∥2dt =

k−1∑
i=0

∥∥∥ξ kiu
∥∥∥2

hk
≤ 1

hk

k−1∑
i=0

(ˆ tki+1

tki

∥∥∥ūki − ū(t)
∥∥∥ dt

)2

≤
k−1∑
i=0

ˆ tki+1

tki

∥∥∥ūki − ū(t)
∥∥∥2 dt

=
ˆ T k

0

∥∥∥ūk(t) − ū(t)
∥∥∥2 dt,
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which being combined with Theorem 2.3 ensures that

ˆ T k

0

∥∥∥ξ ku (t)
∥∥∥2 dt ≤

ˆ T k

0

∥∥∥ūk(t) − ū(t)
∥∥∥2 dt → 0 as k → ∞, (5.15)

and hence ξ ku (t) → 0 for a.e. t ∈ [0, T ] as k → ∞ along a subsequence. By the

choice of x j∗ (tki ) and the convergence in Theorem 2.3, we deduce from the robustness

of LICQ along x̄(·) and that the vectors {x j∗ (tki ) | j ∈ I ki (x̄ ki )} are linearly independent
for each i = 1, . . . , k and all k ∈ IN sufficiently large.

Taking ηki ∈ R
s+ from Theorem 4.2, construct the piecewise constant functions

ηk(·) on [0, T k] by ηk(t) := ηki for t ∈ [tki , tki+1) as i = 0, . . . , k − 1, where
ηki ∈ R

s+. It follows from (4.71) that

− ˙̄xk(t) =
s∑

j=1

ηkj (t)x
j∗ (t) − g

(
x̄ k(t), ūk(t)

)

−τ k(t)IB whenever t ∈ [tki , tki+1), k ∈ IN . (5.16)

By passing to the limit in (5.16) and employing the normal cone representation (5.1)
give us − ˙̄x(t) ∈ N (x̄(t);C(t)) − g(x̄(t), ū(t)) for a.e. t ∈ [0, T ], where the normal
cone mapping t 
→ N (t,C(t)) is measurable on [0, T ] by [38, Theorem 14.26].
It follows for the measurable selection result of [38, Corollary 14.6] that there is
measurable

(α j ) j∈I (t,x̄(t))(t) 
→ ˙̄x(t) − g
(
x̄(t), ū(t)

)

+
⎧⎨
⎩

∑
j∈I (t,x̄(t))

α j (t)x j∗ (t)
∣∣∣ α j (t) ≥ 0

⎫⎬
⎭ ,

which is a.e. uniquely determined due to the imposed LICQ along x̄(t). Denote

η j (t) :=
{

α j (t) for j ∈ I (t, x̄),
0 otherwise

(5.17)

on [0, T ) and observe that each η j (t) as j ∈ 1, . . . , s belongs to L2([0, T ];R+)

by combining (5.17), ˙̄x(·) ∈ L2([0, T ];Rn), and (H3). This verifies the claimed
sweeping arc representation (5.2) for a.e. t ∈ [0, T ). To define η j (t) at the endpoint
t = T , take ηk(T ) := ηkk from the optimality conditions for discrete approximations
in Theorem 4.2 and deduce from the nontriviality conditions in (4.70) after their
normalization that the sequence {ηkk } converges, along a subsequence, to some vector
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(η1(T ), . . . , ηk(T )). Combining (5.16) and (5.2) ensures that

˙̄x(t) − ˙̄xk(t) =
s∑

j=1

[
ηkj (t) − η j (t)

]
x j∗ (t)

+g
(
x̄(t), ū(t)

)− g
(
x̄ k(t), ūk(t)

)− τ k(t)IB

for t ∈ [tki , tki+1) and i = 0, . . . , k − 1, k ∈ IN . It can be easily seen from the above
that

∥∥∥
s∑

j=1

[
η j (t) − ηkj (t)

]
x j∗ (t)

∥∥∥
L2

≤
∥∥∥ ˙̄xk(t) − ˙̄x(t)

∥∥∥
L2

+ ∥∥g(x̄(t), ū(t)
)

−g
(
x̄ k(t), ūk(t)

)∥∥∥
L2

+ τ k(t)IB

whenever t ∈ (tki , tki+1). Letting k → ∞ and combining this with Theorem 2.3 give
us

∑
j∈I (t,x̄)

[
η j (t) − ηkj (t)

]
x j∗ (t) → 0 for a.e. t ∈ [0, T ] as k → ∞,

and leads therefore to the a.e. convergence ηk(t) → η(t) on [0, T ] by the assumed
LICQ. Then verifies by (4.74) the first complementarity implication in (5.9).

Step 2: Adjoint arcs and maximization conditions. First we construct extensions
of the discrete adjoint variables in Theorem 4.2 to the entire interval [0, T k] for each
k. Define qk(t) by extending pki piecewise linearly on [0, T k] with qk(tki ) := pki for
i = 0, . . . , k. Construct further γ k(t) and ψk(t) on [0, T k] by

γ k(t) := γ k
i , ψk(t) := 1

hk
ψk
i for

t ∈ [tki , tki+1) and i = 0, . . . , k − 1 (5.18)

with γ k(T k) := 0 and ψk(T k) := 0. Consider the functions

νk(t) := max
{
tki
∣∣ tki ≤ t, 0 ≤ i ≤ k − 1

}
for all t ∈ [0, T k], k ∈ IN ,

and then obtain from (4.72) that, respectively,

(q̇k(t),−μk
0ξ

k
u (t) − ψk(t)) ∈ ∂〈−μk

0ξ
k
y (t) + qk(νk(t) + hk),−g〉(x̄ k(νk(t)), ūk(νk(t)))

+
( ∑

j∈I0(νk (t),−μk
0ξ

k
y (t)+qk (νk (t)+hk ))∪I>(νk (t),−μk

0ξ
k
y (t)+qk (νk (t)+hk ))

γ k
j (t)x

j∗ (νk(t)), 0

)
, (5.19)
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where I0(t, y) := { j ∈ I (t, x) | 〈x j∗ (t), y〉 = 0}, and I>(t, y) := { j ∈
I (t, x) | 〈x j∗ (t), y〉 > 0} for every t ∈ (tki , tki+1) and i = 0, . . . , k − 1. Define
the adjoint arcs pk(·) on [0, T k] by

pk(t) := qk(t) +
ˆ T k

t

s∑
j=1

γ k
j (τ )x j∗ (τ )dτ for each t ∈ [0, T k]. (5.20)

This shows that pk(T k) = qk(T k), and furthermore

ṗk(t) = q̇k(t) −
s∑

j=1

γ k
j (t)x

j∗ (t) for a.e. t ∈ [0, T k]. (5.21)

For simplicity of presentation, suppose in what follows that g(x, u) is continuously
differentiable in x around the given local minimizer x̄(t) uniformly in u ∈ U and
t ∈ [0, T ]. This allows us to avoid technicalities in the subsequent exposition with-
out increasing the length of the paper, while the reader can check that the arguments
below hold under the general Lipschitzian assumption in (H3) due to the uniform
boundedness and robustness of the basic subdifferential in (5.19) for locally Lips-
chitzian functions; see [32]. Taking this into account, we deduce from (5.19), (4.75),
(5.21), and the index definitions in (3.44) that

ṗk(t) = −∇x g
(
x̄ k(νk(t)), ūk(νk(t))

)∗
(− μk

0ξ
k
y (t) + qk(νk(t) + hk)

)
(5.22)

for all t ∈ (tki , tki+1) and i = 0, . . . , k − 1. Next we define the vector measures γ k on
[0, T k] by

ˆ

Bk

dγ k :=
ˆ

Bk

k−1∑
i=0

γ k(t)1I ki
(t)dt (5.23)

for every Borel subset Bk ⊂ [0, T k]. It follows from the imposed assumptions and
Theorem 2.3 that x̄ k(t) and x̄(t) are uniformly Lipschitzian on [0, T ], and thus by
(4.55) we have a constant L such that

‖ξ kiy‖ ≤ 2hk L. (5.24)

Set �k
i := −μk

0
hk

ξ kiy + pki+1 and �k(t) := ∑k−1
i=0 �k

i 1I ik
(t) with I ik = [tki , tki+1), i =

0, . . . , k − 1, and observe that

‖�k‖L1 ≤ 2μk
0T L + hk

k∑
i=1

‖pki ‖. (5.25)
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By the construction of �k(t), the discrete adjoint system (5.19) can be written as

q̇k(t) = −∇x g
(
x̄ k(νk(t)), ūk(νk(t))

)∗
�k(t)

+
∑

j∈I0(t,�k (t))

γ k
j (t)x

j∗ (t) +
∑

j∈I>(t,�k (t))

γ k
j (t)x

j∗ (t). (5.26)

It follows from (H3) and the discussions above that there is K > 0 such that
‖∇x g(x, u)‖ ≤ K for any x in a neighborhood of x̄(t) as t ∈ [0, T ] and any u ∈ U .
Since all the expressions in the statement of Theorem 4.1 are positively homoge-
neous of degree one with respect to (μk

0, p
k, qk, γ k, ψk), the enhanced nontriviality

condition (4.79) allows us to normalize them by imposing the sequential equality

μk
0 + ‖qk(0)‖ + ‖pk(T k)‖ +

k−1∑
0

‖ψk
i ‖ + hk

k−1∑
�=0

∥∥∥∥
∑

j∈I �+1
0k (�k

�+1)

γ k
�+1, j x

j∗ (tk�+1)

∥∥∥∥

+hk
k−1∑
i=0

∑
j∈I i>k(�

k
i )

γ k
i j = 1,

(5.27)

where γ k
i j ≥ 0 for all j ∈ I i>k(�

k
i ) according to (4.75).

Without loss of generality, suppose that μk
0 → μ as k → ∞ for some μ ≥ 0 due to

(5.27). To show the uniform boundedness of {pk0, . . . , pkk }k∈IN for all i = 0, . . . , k−1,
k ∈ N, we start with the observation from (4.72) that

pki+1 = pki − hk∇x g(x̄
k
i , ū

k
i )

∗
(

− 1

hk
μk
0ξ

k
iy + pki+1

)
+ hk

s∑
j=1

γ k
i j x

j∗ (tki )

for all i = 0, . . . , k − 1. By the above uniform boundedness ‖∇x g(x, u)‖ ≤ K , we
get the estimate

‖pki ‖ ≤
(
1 + hkK

)k−i ‖pkk‖

+
k−1∑
�=i

(
1 + hkK

)�−i
Kμk

0‖ξ k�y‖

+
k−1∑
�=i

(
1 + hkK

)�−i
hk
∥∥∥

s∑
j=1

γ k
� j x

j∗ (tki )

∥∥∥.
(5.28)

On the other hand, it follows from (5.27) that

k−1∑
�=i

(
1 + hkK

)�−i
hk
∥∥∥

s∑
j=1

γ k
� j x

j∗ (tki )

∥∥∥ ≤ eKTk for all i = 0, . . . , k − 1.

(5.29)
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Considering further the numbers

Ak
i :=

k−1∑
�=i

(
1 + hkK

)�−i
Kμk

0‖ξ k�y‖

for i = 0, . . . , k − 1, we deduce from (5.24) that

Ak
i ≤

k−1∑
�=i

(
1 + hkK

)�−i
Kμk

02h
k L

≤ μk
02K LeKTk khk ≤ 2μk

0K LTke
KTk ,

(5.30)

where the last term is bounded due to (5.27) and the convergence of Tk to T as
k → ∞. Then recalling that the vectors pkk = pk(Tk) are uniformly bounded by
(5.27), we obtain for i = 1, . . . , k − 1 that

‖pki ‖ ≤ (1 + Khk
)k−i‖pkk‖ + Ak

i +
k−1∑
�=i

(1 + Khk)�−i hk

‖
s∑

j−1

γ k
�i x

j∗ (tki )‖ ≤ 2eKTk (1 + μk
0K LTk) ≤ C

with a suitable constant C . Thus the boundedness of the sequence {pk0} follows from
(5.28) and the boundedness of {pki }1≤i≤k , which therefore justifies the boundedness of
the entire bundle {(pk0, . . . , pkk )}k∈IN . Taking into account that the subgradient sets for
locally Lipschitzian functions are bounded and employing (5.15) together with (5.27)

tell us that the sets ∂〈−μk
0ξ

k
iy

hk
+ pki+1,−g〉(x̄ ki , ūki ) in (4.72) are uniformly bounded for

all i = 0, . . . , k − 1. Hence there exists a constant M > 0 ensuring that

∥∥∥∥
(
pki+1 − pki

hk
−

∑
j∈I i0k (−

μk0ξkiy
hk

+pki+1)∪I i>k (−
μk0ξkiy
hk

+pki+1)

γ k
i j x

j∗ (tki ), −μk
0ξ

k
iu

hk
− ψk

i

hk

)∥∥∥∥ ≤ M .

This allows us to deduce from (5.18) the estimate

‖ψk(t)‖ ≤ M + μk
0‖ξ ku (t)‖ for t ∈ [tki , tki+1). (5.31)

By (5.15) and (5.31), we get the boundedness of {ψk(·)} in L2([0, T k];Rd), and
so there exists a subsequence of {ψk(·)}, which weakly converges to some function
ψ(·) ∈ L2([0, T ];Rd) as k → ∞.

Next we show that the functions qk(·) have uniformly bounded variations, i.e., the
norm sequence {‖q̇k‖L1} is uniformly bounded. It follows from the definitions of I i0k
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and I i>k in (3.44) that if � ∈ I i0k(�
k
i ), then

〈x�∗(tki ), pki+1〉 = μk
0

hk
〈x�∗(tki ), ξ kiy〉,

due to the imposed LICQ. Let L ′ be a Lipschitz constant of xl∗ for all l ∈ I i0k(�
k
i ) as

i ∈ {1, . . . , k − 1} and k ∈ IN , we have the uniform estimate

〈
x�∗(tki ),

pki+1 − pki
hk

〉
≤ μk

0

(hk)2
|〈x�∗(tki ), ξ k(i)y − ξ k(i−1)y〉| + A,

where A := L ′hk(C − μk
02L), and where the equality holds if � ∈ I i−1

0k (�k
i−1)

while the strict inequality holds if � ∈ I i−1
>k (�k

i−1). Therefore, for all � ∈ I i0k(�
k
i ) as

i ∈ {1, . . . , k − 1} and k ∈ IN , we obtain that

∣∣∣∣
〈
x�∗(tki ),

pki+1 − pki
hk

〉∣∣∣∣ ≤ μk
0

(hk)2
|〈x�∗(tki ), ξ k(i)y − ξ k(i−1)y〉| + A. (5.32)

Combining (5.32) and (5.26) and then summing them over � ∈ I i0k(�
k
i ) yield

∑
�∈I i0k (�k

i )

∣∣∣∣
∑

j∈I i0k (�k
i )

γ k
i j 〈x j∗ (tki ), x�∗(tki )〉

∣∣∣∣

≤ μk
0

(hk)2
∑

�∈I i0k (�k
i )

|〈x�∗(tki ), ξ kiy − ξ k(i−1)y〉|

+
∑

�∈I i0k (�k
i )

|〈x�∗(tki ),∇x g(x̄
k
i , ū

k
i )

∗�k
i 〉| + s

∑
j∈I i>k (�

k
i )

γ k
i j + s A

for all i ∈ {1, . . . , k − 1} and k ∈ IN . Observe further that the functions
k∑

i=1

ξ kiy − ξ k(i−1)y

(hk)2
1I ik

(t) are bounded in L1 in k. Indeed, it follows from Theorem 2.1

that

∥∥∥∥
ξ k(i+1)y − ξ kiy

(hk)2

∥∥∥∥ = 1

hk

∥∥∥∥ x̄
k
i+2 − x̄ ki+1

hk
− x̄(tki+2) − x̄(tki+1)

hk

∥∥∥∥
+ 1

hk

∥∥∥∥ x̄
k
i+1 − x̄ ki

hk
− x̄(tki+1) − x̄(tki )

hk

∥∥∥∥ ≤ 4L

hk
,

and therefore we have the estimate

ˆ T

0

k−1∑
i=0

∥∥∥∥
ξ k(i+1)y − ξ kiy

(hk)2

∥∥∥∥1I ik
(t)dt ≤ 4L.
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The functions
∑k−1

i=0 ∇x g(x̄ ki , x̄
k
i )

∗�k
i 1I ik

(·) are bounded in L1 uniformly in k by

(5.25), while the functions
k−1∑
i=0

∑
j∈I i>k (�

k
i )

γ k
i j1(I ik )

(·) are bounded in L1 uniformly in k

due to the normalization condition (5.27). Similarly,

∣∣∣〈v,
∑

j∈I i0k (�k
i )

γ k
i j x

j∗ (tki )〉
∣∣∣ ≤ μk

0

(hk)2
‖v‖ · ‖ξ kiy − ξ k(i−1)y‖ + ‖v‖ · ‖∇x g(x̄

k
i , ū

k
i )

∗‖ · ‖�k
i ‖

+ σ
∑

j∈I i>k (�
k
i )

γ k
i j + B

for each v ∈ span{x j∗ (tki ) | j ∈ I i0k(�
k
i )} =: V k

i , i = 0, . . . , k − 1, and the constants
σ :=∑l∈I i0k (�k

i )
αl s and B :=∑l∈I i0k (�k

i )
αl s A. Pick any v ∈ R

n , and for each k ∈ IN

and i = 1, . . . , k denote vki := proj V k
i
(v). Then

hk
k∑

i=1

∣∣∣〈v,
∑

j∈I i0k (�k
i )

γ k
i j x

j∗ (tki )〉
∣∣∣ =

k∑
i=1

∣∣∣〈vki ,
∑

j∈I i0k (�k
i )

γ k
i j x

j∗ (tki )〉
∣∣∣hk

≤
k∑

i=1

μk
0

hk
‖vki ‖ · ‖ξ kiy − ξ k(i−1)y‖

+ hk
k∑

i=1

‖vki ‖ · ‖∇x g(x̄
k
i , ū

k
i )‖ · ‖�k

i ‖

+ σhk
k∑

i=1

∑
j∈I i>k (�

k
i )

γ k
i j + hk

k∑
i=1

B,

(5.33)

where the right-hand side of the inequality is bounded uniformly in k due to the above
arguments and the normalization condition (5.27). For all v ∈ R

n , we deduce from
(5.26) that

〈v, q̇k(t)〉 = 〈v,
pki+1 − pki

hk
〉

= −
〈
v,∇x g(x̄

k
i , ū

k
i )�

k
i 〉 + 〈vki ,

∑
j∈I i0k (�k

i )

γ k
i j x

j∗ (tki )

〉

+
〈
v,

∑
j∈I i>k (�

k
i )

γ k
i j x

j∗ (tki )

〉

whenever t ∈ (tki , tki+1). It follows from (5.33) that
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ˆ Tk

0
|〈v, q̇k(t)〉|dt ≤ hk

k∑
i=1

‖v‖ · ‖∇x g(x̄
k
i , ū

k
i )‖ · ‖�k

i ‖

+ hk
k∑

i=1

|
〈
vki ,

∑
j∈I i0k (�k

i )

γ k
i j x

j∗ (tki )

〉
| + hk

k∑
i=1

|
〈
v,

∑
j∈I i>k (�

k
i )

γ k
i j x

j∗ (tki )

〉
|

for all vectors v ∈ R
n , and that the right-hand side of the above inequality is bounded

uniformly in k and v. This ensures that the sequence {‖q̇k‖L1([0,T k ];Rn) | k ∈ IN }
is bounded. Applying now Helly’s selection theorem gives us a function of bounded
variation q(·) such that qk(t) → q(t) as k → ∞ pointwise on [0, T ].

Observe that since the sequence ofmeasures {dqk := q̇kdt} has uniformly bounded
total variation, its subsequence converges weakly∗ in C∗([0, T ];Rs) to a measure dq.
It follows from (5.22), (5.27), and the uniform boundedness of qk(·) on [0, T k] that
the sequence {pk(·)} is bounded in W 1,2([0, T k];Rn) and thus weakly compact in
this reflexive space. Moreover, the normalization condition (5.27) ensures the posi-

tive measures dγ k
> :=

k−1∑
i=0

∑
j∈I i>k (�

k
i )

γ k
i j1I ki

dt have uniformly bounded total variations.

Therefore, it follows from (5.21) that themeasures dγ k
0 :=

k−1∑
i=0

∑
j∈I i0k (�k

i )

γ k
i j1I ki

dt have

uniformly bounded variations as well. Since γ k
i j = 0 for all j /∈ I i0k(�

k
i ) ∪ I i>k(�

k
i ),

we get, up to a subsequence, that γ k w∗→ γ , γ k
>

w∗→ γ>, and γ k
0

w∗→ γ0 with γ = γ>+γ0,
where w∗ stands for the weak∗ convergence in the corresponding space. Mazur’s the-
orem tells us that there exists a sequence of convex combinations of { ṗk(·), ψk(·)},
which converges to some ( ṗ(·), ψ(·)) ∈ L2([0, T ];Rn) × L2([0, T ];Rn) a.e. point-
wise on [0, T ]. This gives us (5.3) by passing to the limit along (5.19) as k → ∞ with
the usage of (5.14) and (5.15) up to choosing the right continuous representative of
q. We also get the convergence

∥∥∥
ˆ T k

t

s∑
j=1

γ k
j (τ )x j∗ (τ )dτ

−
ˆ

(t,T ]

s∑
j=1

dγ j (τ )x j∗ (τ )

∥∥∥→ 0 as k → ∞

for all t ∈ [0, T k] except a countable subset of [0, T k] by the weak∗ convergence of
the measures γ k to γ in C∗([0, T ];Rn); cf. [40, p. 325] for similar arguments. Hence
we have the convergence
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ˆ T k

t

s∑
j=1

γ k
j (τ )x j∗ (τ )dτ

→
ˆ

(t,T ]

s∑
j=1

dγ j (τ )x j∗ (τ ) on [0, T ] as k → ∞

and thus arrive at (5.5) by passing to the limit in (5.20). The claimed condition p(T ) =
q(T ) follows directly by passing to the limit in the equalities pk(T k) = qk(T k),
k ∈ IN . The second complementary implication in (5.9) follows from (4.78) under
LICQ while arguing by contradiction with the usage of the established a.e. pointwise
convergence of the functions involved therein. To verify now (5.4), recall from The-
orem 4.1 that ψk

i ∈ N (ūki ;U ) for i = 0, . . . , k − 1. By the construction of ψk(·) in
(5.18), the piecewise constant extension of ūki to [0, T k], and the conic structure of
N (·;U ) we get that

ψk(t) ∈ N
(
ūk(t);U) for all t ∈ [tki , tki+1) and i = 0, . . . , k − 1. (5.34)

Then the desired result follows by passing to the pointwise limit in (5.34) along a
subsequence of k → ∞ with employing the strong L2-convergence of ūk(·) → ū(·)
from Theorem 2.1, the robustness of the normal cone with respect to perturbations
of the initial point, the strong L2-convergence of convex combinations of ψk(·) to
ψ(·), and the boundedness of ψ(·) on [0, T ] due to (5.3) under (H3) and q(·) ∈
BV ([0, T ];Rn).

Finally in this step, it remains to verify the fulfillment of the tangential maxi-
mization condition in (5.7) and its global version in (5.8). Note that the duality
correspondence in (5.6) generated by any tangent set T (ū(t);U ) always yields the
convexity of N (ū(t);�). We deduce (5.7) directly from (5.4), (5.6), and the inclu-
sions ψk

i ∈ N (ūki ;U ) for i = 0, . . . , k−1 of Theorem 4.2 as k → ∞. IfU is convex,
the maximization condition (5.8) follows from (5.7) due to the structure (1.4) of the
normal cone in convex analysis.

Step 3: Transversality and complementary slackness at the optimal final time. Let
us verify the endpoint inclusion (5.10), which combines the transversality conditions
on p(T ) with the additional condition on the optimal time interval [0, T ]. First we
examine the passage to limit on the left-hand side of (4.73) as k → ∞. Having

(−pk(T k), 2μk
0(T − T k)) → (−p(T ), 0)

and considering �k from (4.54) give us the relationships (where the symbol “∼" means
the equivalence as k → ∞):

�k :=
k−1∑
i=0

⎡
⎣ i

k

∥∥∥∥∥
(
x̄ ki+1 − x̄ ki

hk
− ˙̄x(ti ), ūki − ū(ti )

)∥∥∥∥∥
2
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− i + 1

k

∥∥∥∥∥
(
x̄ ki+1 − x̄ ki

hk
− ˙̄x(ti+1), ū

k
i − ū(ti+1)

)∥∥∥∥∥
2
⎤
⎦

= 1I ik
(·)1I ik

(·) 1

T k

k−1∑
i=0[

i
ˆ ti+1

ti

∥∥∥(i ˙̄xk(t) − ˙̄x(ti ),

ūki − ū(ti )
)∥∥∥2 dt − (i + 1)

ˆ ti+1

ti

∥∥∥( ˙̄xk(t) − ˙̄x(ti+1), ū
k
i − ū(ti+1)

)∥∥∥2 dt
]

∼ 1

T k

k−1∑
i=0

ˆ ti+1

ti∥∥∥( ˙̄xk(t) − ˙̄x(t), ūk(t) − ū(t)
)∥∥∥2 dt

= 1

T k

ˆ T k

0

∥∥∥( ˙̄xk(t) − ˙̄x(t), ūk(t) − ū(t)
)∥∥∥2 dt → 0

as k → ∞ due to the strong convergence in Theorem 2.3. To evaluate H̄ k in (4.53), we
employ (2.15), (4.52), and the convergences in Theorem 2.3 together with the uniform
convergence pk(·) → p(·) on [0, T ] while getting

H̄ k := 1

k

k−1∑
i=0

〈pki+1, y
k
i 〉 = 1

T k

k−1∑
i=0

ˆ ti+1

ti
〈pk(ti+1), ˙̄xk(t)〉dt

∼ 1

T k

k−1∑
i=0

ˆ ti+1

ti
〈pk(t), ˙̄xk(t)〉dt = 1

T k

ˆ T k

0
〈pk(t), ˙̄xk(t)〉dt

→ 1

T̄

ˆ T

0
〈p(t), ˙̄x(t)〉dt := H̄ as k → ∞

by the Lebesgue dominated convergence theorem.
To proceed further, we examine the passage to the limit on the right-hand side

expression in (4.73). Note that

Lim sup
k→∞

∂(μk
0ϕ)(x̄ k(T k), T k) = μ∂ϕ(x̄(T ), T )

due to the robustness of the basic subdifferential (3.39). Relying on the discrete nec-
essary optimality conditions of Theorem 4.2, define ηk(T ) := ηkk and deduce from
the normalization of the nontriviality conditions in (4.70) that a subsequence of {ηkk }
converges, without relabeling, to some vector (η1(T ), . . . , ηk(T )). It follows from
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(4.73) and representation (1.10) that for each k ∈ IN we have the inclusion

− pkk − μk
0ϑ

k
k =

∑
j∈I kk (x̄ kk )

ηkk j x
j∗ (tkk ) ∈ N (x̄ kk ;Ck

k ), (5.35)

where ηkk j = 0 if j ∈ {1, . . . , s}\I kk (x̄ kk ). Denoting ζ k := ∑
j∈I kk (x̄ kk ) ηkk j x

k∗(tkk ) and

using the boundedness of μk
0 by (5.27) together with the convergence of {pkk } and {x̄ kk }

allows us to select a subsequence of {ζ k} converging to some ζ ∈ R
n . It follows from

the robustness of the normal cone in (5.35), the convergence of x̄ kk → x̄(T ), and the
inclusion I kk (x̄ kk ) ⊂ I (T , x̄(T )) for all k sufficiently large that ζ ∈ N (x̄(T );C(T )).
Observe that the set �k

x × �k
T in (2.22) admits the representation

�k
x × �k

T = {(xkk , Tk) ∈ Rn × [0,∞)
∣∣ dist((xkk , Tk), (�x × �T )) ≤ δk

}
.

Applying [33, Proposition 2.7] if (x̄ kk , T k) ∈ �x ×�T and the normal cone definition
if (x̄ kk , T k) /∈ �x × �T , we get

Lim sup
k→∞

N ((x̄ kk , T k);�k
x × �k

T ) = N ((x̄(T ), T );�x × �T ).

Passing now to the limit in (4.73) as k → ∞ verifies the transversality inclusion

(−p(T ) −
∑

j∈I (T ,x̄(T ))

η j (T )x j∗ (T ), H̄) ∈ μ∂ϕ(x̄(T ), T ) + N ((x̄(T ), T );�x × �T ),

together with the implication in (5.10). Finally, the fulfillment of the endpoint com-
plementary slackness conditions in (5.11) follows directly from the above proof by
passing to the limit as k → ∞ in their discrete counterparts established in (4.77) of
Theorem 4.2.

Step 4: Measure nonatomicity. Take t ∈ [0, T ) with 〈x j∗ (t), x̄(t)〉 < c j (t) for
all j = 1, . . . , s and by continuity of x̄(·) find a neighborhood Vt of t such that
〈x j∗ (τ ), x̄(τ )〉 < c j (τ ) whenever τ ∈ Vt and j = 1, . . . , s. Invoking Theorem 2.3

tells us that 〈x j∗ (tki ), x̄ k(tki )〉 < c j (tki ) if tki ∈ Vt for all j = 1, . . . , s and k ∈ IN
sufficiently large. Then we deduce from (4.76) that γ k

j (t) = 0 as j = 1, . . . , s on any
Borel subset V of Vt . Hence

‖γ k
j ‖(V ) =

ˆ
V
d‖γ k

j ‖ =
ˆ
V

‖γ k
j (t)‖dt = 0 (5.36)

by the construction of γ k in (5.23). Passing to the limit therein and taking into account
the measure convergence obtained in Step 2, we get ‖γ j‖(Vt ) = 0, which justifies the
claimed nonatomicity condition.

Step 5: Nontriviality and support conditions. We begin with the proof of the non-
triviality condition (5.12) under the general assumptions of the theorem. Defining
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ηkj (t) :=∑k−1
i=0 ηki j1[tki ,tki+1)

(t) and remembering that x̄ k → x̄ in W 1,2 as k → ∞, we

obtain that ηkj → η j strongly in L2. If the normal cone is active along x̄(t) only for

some t ∈ E ⊂ [0, T ] with nonempty interior, then Definition 5.1 of the active normal
cone tells us that for all t ∈ int(E0) there exists k(t) such that ηkj (t) > 0 whenever
k ≥ k(t) and j ∈ I (t, x̄). Consequently, for each t ∈ int(E0) and j ∈ I (t, x̄), we get
by recalling condition (4.78) obtained under LICQ that

〈
x j∗ (tki ),−μk

0ξ
k
iy

hk
+ pki+1

〉
= 0.

The latter equality being combined with condition (3.44) implies that j ∈ I i0k(�
k
i ),

and so that I>k(�
k
i ) = ∅ for all k ≥ k(t). This allows us to check that the support

of the weak∗-limit of the last summand in (5.26) doesn’t intersect the interior of E0.
Thus we arrive at the claimed support condition (5.13).

To proceed with the proof of the general nontriviality condition (5.12), suppose on
the contrary thatμ = 0 and that p(t) = 0 for all t ∈ [0, T ] together with γ0 = γ> = 0.
This implies by recalling (5.5) that q = 0. Then μk

0 → 0, pk → 0 uniformly, and
qk → 0 pointwise. Moreover, we actually have from the above that qk → 0 in L1 as

k → ∞. Since γ k
> are positive measures, it follows that lim

k→∞ hk
k−1∑
i=0

∑
j∈I i>k (�

k
i )

γ k
i j = 0.

As a consequence, we get by recalling (5.25) that all the summands on the right-hand
side of (5.33) vanish as k → ∞ uniformly with respect to the unit vectors v. This tells
us in turn that

lim
k→∞ hk

k−1∑
�=0

∥∥∥ ∑
j∈I �+1

0k (�k
�+1)

γ k
�+1, j x

j∗ (tk�+1)

∥∥∥ = 0.

The above arguments together with (4.72) ensure also that limk→∞
∑k−1

i=0 ‖ψk
i ‖ = 0,

which clearly contradicts (5.27) and therefore justifies (5.12).
It remains to verify the fulfillment of the enhanced nontriviality in the theorem

under the imposed interiority assumption. Suppose on the contrary that μ = 0 and
that p(T ) = 0 while 〈x j∗ (t), x̄(t)〉 < c j (t) for such t ∈ [0, T ] and all j = 1, . . . , s.
It follows from the nonatomicity condition together with (5.5) that γ> = γ0 = 0, and
so

q(t) = p(t) −
ˆ

(t,T ]

s∑
j=1

dγ j (τ )x j∗ (τ )dτ = p(t) for all t ∈ [0, T ] \ A,

(5.37)

where A ⊂ [0, T ] is a countable set. Moreover, the transversality condition (5.10)
implies that all η j (T ) vanish. Then, since p is a solution to a linear homogeneous
equationwith the vanishing final condition, it must be identically 0, and thus the failure
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of the enhanced transversality contradicts the fulfillment of the general nontriviality
condition (5.12). This completes the proof of the theorem. �

Remark 5.3 Let us briefly compare the necessary optimality conditions for controlled
sweeping processes established in Theorem 5.2 with the recent results in this direction
related to our paper:

• The results of Theorem 5.2 significantly improve the necessary optimality condi-
tions obtained in [16] for a particular case of problem (P), where the duration of
the process is fixed, the endpoint constraints are absent, and the sweeping set C
is not moving. Even in this particular case, our novel results provides essentially
new information on local optimal solutions to (P) including the new support con-
dition in both active and nonactive settings for the normal cone along the optimal
solution (this important notion was missed in [16]). Furthermore, the nontriviality
condition in [16, Theorem 7.1], which is subject to a possibly worse degeneration,
requires LICQ. Nowwe establish the new nondegeneracy condition involving both
positive and signed measures, the new enhanced nontriviality condition obtained
in the normal (Fritz John) form, consider the general case of measurable optimal
controls, and avoid the smoothness assumption on the mapping g(x, u) in (1.2)
with respect to both variables (x, u) as well as the additional full rank assumption
on ∇ug along the solution. This is done by developing the novel version of the
method of discrete approximations of its independent interest.

• Observe that if the normal cone is inactive along the optimal couple (x̄, ū), i.e., in
(5.2) all coefficients η j , j = 1, . . . , s, vanish on [0, T ], then (x̄, ū) is an optimal
couple also for the (classical) dynamic ˙̄x = g(x, u), subject to the state constraint
x(t) ∈ C(t) for all t ∈ [0, T ]. Nevertheless, the index set I0 may be nonempty,
and so the signed measured γ0 may be nonvanishing. Therefore, in this case, the
necessary conditions in classical state constrained optimal control problems are not
recovered. This is due to the fact that the class of admissible trajectories is larger
than in the classical state constrained problems as it may contain competitors of
(x̄, ū) for which the normal cone is active on a set of positive measure.

• In [22], Hermosilla and Palladino address a fixed-time version of problem (P)

without additional endpoint constraints under a set of assumptions that are gener-
ally different from ours. They developed a powerful continuous-time penalization
technique and derive necessary optimality conditions that are essentially different
from those in Theorem 5.2. Note that the necessary optimality conditions in [22]
contain a full sweeping counterpart of the Pontryagin maximum principle, while
with a nontriviality condition that may degenerate and thus requires further inves-
tigations. The possible degeneration, like in our case, is due to the presence of
signed measures.

• De Pinho, Ferreira and Smirnov have recently considered in [18] a fixed-time
sweeping optimal control problem similar to that in [22], but with endpoint con-
straints and under a different set of assumptions in comparison with [22] and
our current paper. In particular, the assumptions of [18] cover the moving poly-
hedral sets C(t) in the sweeping process (1.2) only under certain relationships
between the generating vectors of the polyhedron, which may fail to hold even
for polyhedral sets in R

2. In [17], the same authors develop a continuous-time
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smooth approximation method allowing them to derive a sweeping counterpart of
the Pontryagin maximum principle by passing to the limit from optimal control
of smooth ODE systems that are constraint free and thus leads to a normal form
of the maximum principle. The necessary optimality conditions obtained in [17,
18] are independent from those in [22] and in our paper. See also the new paper
by Nour and Zeidan [37] for further developments.

• In [41], the authors develop smooth approximation procedures and derive nec-
essary optimality conditions of the maximal principle type for sweeping-related
optimal control problemsgovernedby subdifferential operators onfixed-time inter-
vals, where the imposed assumptions are generally different from those discussed
above.

6 Illustrative Example

In this section, we elaborate in detail a two-dimensional example of a free-time sweep-
ing optimal control problem with endpoint constraints. The given example illustrates
how the obtained necessary optimality condition work and allow us to explicitly deter-
mine optimal solutions.

Example 6.1 In R2, consider problem (SP) formulated as follows:

minimize J [x, u, T ] = ϕ(x1(T ), T ) := T + 1

2
(x1(T ) − α)2

subject to the sweeping dynamics and endpoint constraints

⎧⎪⎪⎨
⎪⎪⎩

ẋ1
ẋ2

= −N

(
x1
x2

;C(t)

)
+ 0

u

with
x1
x2

(0) = 0
0
, x2(T ) = 1,

(6.38)

where α ∈ R is a parameter, g(x, u) := (0, u), u ∈ U := [−2, 2] for t ∈ [0, T ], and
the moving set is defined by

C(t) :=
{
x = (x1, x2)

∣∣∣
〈
(x1, x2),

(
1√
2
,

1√
2

)〉
≤ 1√

2
− t√

2

}
. (6.39)

It follows from [11], which proof can be easilymodified for free-time sweeping control
systems, that the formulated problem (SP) admits an optimal solution (x̄(·), ū(·), T ),
where (x̄, ū) ∈ W 1,2 × L2. To proceed with the usage of the obtained necessary
optimality conditions to explicitly calculate optimal solutions to (SP), observe first
that we can represent the dynamics in the form

(
ẋ1
ẋ2

)
(t) =

(
0

u(t)

)
− η(t)

(
1√
2
1√
2

)
, where η(t) ≥ 0 for a.e. t ∈ [0, T ]

(6.40)
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accompanied by the relationships

〈
(x1(t), x2(t)),

(
1√
2
,

1√
2

)〉
<

1√
2

− t√
2

�⇒ η(t) = 0.

Employing Theorem 5.2 along aW 1,2 × L2 ×R+-local minimizer (x̄(·), ū(·), T ), we
get:

1. ( ṗ(t), ψ(t)) ∈ ∇(q2(t)u)(x̄(t), ū(t)), where q(t) = (q1(t), q2(t)) for a.e. t ∈
[0, T ] (by (5.3)).

2. ψ(t) ∈ N (ū(t);U ) for a.e. t ∈ [0, T ] (by (5.4)), i.e., 〈ψ(t), ū(t)〉 =
max

u∈[−2,2]〈ψ(t), u〉 for a.e. t ∈ [0, T ].

3. q(t) =
(
q1(t)
q2(t)

)
=
(
p1
p2

)
−
ˆ

(t,T ]
dγ (τ)

(
1√
2
1√
2

)
(by ((5.5)).

4.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(−p1
−p2

)
− η(T )

(
1√
2
1√
2

)
= μ

(
x̄1(T ) − α

0

)
+
(
0
λ

)
for some μ ≥ 0 and λ ∈ R.

η(T ) > 0 �⇒ 〈(x̄1(T ), 1), (1, 1)〉 = 1 − T .

1

T

ˆ T

0
〈p, ˙̄x(t)〉dt = μ (by(86)).

5. η(t) = 0 for a.e. t ∈ [0, T ] such that x̄1(t) + x̄2(t) < 1 − t , and η(t) > 0 �⇒
〈q(t),

(
1√
2
1√
2

) 〉
= 0

for a.e. t ∈ [0, T ] (by (5.9)).
6. (μ, p, ‖γ0‖T V , ‖γ>‖T V ) �= 0 and γ = γ> + γ0.
7. The following support conditions hold:

{
supp(γ0) ∪ supp(γ>) ⊂ {t | x̄1(t) + x̄2(t) = 1 − t}
supp(γ>) ∩ int(E0) = ∅, provided that int(E0) = int({t | η(t) > 0}) is nonempty.

To utilize these conditions, first we obtain from 1 that ṗ(t) = 0 for a.e. t ∈ [0, T ],
which implies that p =

(
p1
p2

)
is constant on [0, T ] and that ψ(t) = q2(t). It

follows from 2 that q2(t) = ψ(t) ∈ N (ū(t);U ), i.e.,

q2(t)ū(t) = max
u∈U q2(t)u for a.e. t ∈ [0, T ].

Note that the initial point (0, 0) belongs to the interior of the moving set C(t) and
the boundary of C(0) intersects the y-axis exactly at the target line {y = 1}; see
Fig. 1. Since the unconstrained movement of x may occur only along the y-axis and
bdC(t) ∩ {(0, y) | y ∈ R} = {(0, 1 − t)}, it follows that at the final time T we have
(x̄1(T ), x̄2(T )) ∈ bdC(T ), i.e., x̄1(T ) = −T . Denote by th ∈ (0, T ] the first time
when x̄(t) hits the boundary bdC(t); see Fig. 2.

Observe that C(t) = C0 − v(t), where C0 = {(x1, x2) | x1 + x2 ≤ 1} and
v(t) = ( t2 ,

t
2 ). With the change of variables y := x + v, we get that y(t) ∈ C0 for all
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Fig. 1 The initial point (0, 0)
belongs to the interior of the
moving set C(t)

t , N (y;C0) = N (x;C(t)), and

ẏ(t) ∈ −N (y(t);C0) + v̇(t) + (0, u(t)) = −N (y(t);C0) +
(
1

2
,
1

2
+ u(t)

)
.

It iswell known (see, e.g., [4, Theorem10.1.1]) that in this case, the dynamics coincides
with

ẏ(t) = proj T (y(t);C0)

(
1

2
,
1

2
+ u(t)

)
. (6.41)

This implies, in particular, that the normal cone is active at a.e. t with u(t) > −1 and
x1(t) + x2(t) = 1 − t . In other words, for such t the sweeping dynamics reads as

(
ẋ1
ẋ2

)
=
(
ẏ1
ẏ2

)
− v̇ =

(
ẏ1
ẏ2

)
− 1

2

(
1
1

)

=
( 1

2
1
2 + u

)
−
〈( 1

2
1
2 + u

)
,

(
1√
2
1√
2

)〉(
1√
2
1√
2

)
−
( 1

2
1
2

)

=
(
0
u

)
−
( 1

2
1
2

)
−
( u

2
u
2

)
=
(− 1+u

2
u−1
2

)
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telling us that ẋ1(t) = − 1+u
2 and ẋ2(t) = u−1

2 provided that the normal cone constraint
is active on the whole interval [th, t]. Since x1(th) = 0, it follows from the above that

x2(t) = −x1(t) + 1 − t = t − th
2

+ 1

2

ˆ t

th
u(s)ds + 1 − t

= 1 − t + th
2

+ 1

2

ˆ t

th
u(s)ds.

This implies by 5 that for a.e. t with x1(t) + x2(t) = 1 − t and u > −1 a.e. on [th, t]
we have

η(t) =
〈
− (ẋ(t) − (0, u(t)) ,

(
1√
2
1√
2

)〉
=
〈( u+1

2
u+1
2

)
,

(
1√
2
1√
2

)〉
= u + 1√

2
.

Observe also that, in the limit case where ū(t) ≡ −1, the trajectory moves downwards
parallel to the y-axis while always remaining in bdC(t) without any action of the
normal cone. Moreover, it follows from (6.41) that if ū(t) ≤ −1 on an interval I , then
the normal cone constraint doesn’t play any role, and on I the sweeping dynamics
reduces to the classical one ẋ = g(x, u).

Observe further that the cost function depends only on the final time and on the
final position. Without loss of generality, we assume for simplicity of computations
that the control is constant as long as the dynamics remains the same. In particular,
we may suppose that the control is constant, say ū ≡ u1, on [0, th]. This implies that
u1 > −1, otherwise th = ∞. Then the final time th can be expressed through the
formula

th = 1

u1 + 1
, (6.42)

and if x̄1(T ) + x̄2(T ) ∈ bdC(T ), i.e., x̄1(T ) + x̄2(T ) = 1 − T , we deduce from
x̄2(T ) = 1 that

x̄1(T ) = −T . (6.43)

There are the following three cases to consider:
Case 1: th = T , i.e., x̄1(t) ≡ 0 and x̄2(t) < 1 for all t < T , but x̄2(T ) = 1. This is

impossible since the boundary of C(t) is moving down and (0, 1) ∈ bdC(0).
Case 2: th < T and ū(t) > −1 for a.e. t ∈ [th, T ]. In this case, as previously

discussed, the normal cone is active on the whole interval [th, T ]. Therefore, by 5
we have q1(t) + q2(t) = 0 a.e. on [th, T ] giving us p1 + p2 = √

2γ ((t, T ]) =√
2γ0((th, T ]) for a.e. t ∈ [th, T ]. This implies, in particular, that the measure γ is

concentrated at the final time T . Thus we get:

(a) p1 + p2 = √
2γ0({T }).

(b) p1 x̄1(T ) + p2 = μT obtained by 4.
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Fig. 2 The first time when x(t)
hits bdC(t)

Fig. 3 When th < T and
ū(t) > −1 for a.e. t ∈ [th , T ]

(c) p2 = −η(T )√
2

− λ obtained by 4.

(d) −p1 + p2 = μ(x̄1(T ) − α) − λ obtained by 4 and (c).

Assuming first that μ = 0 yields

p1 = p2 + λ, and p2(x̄1(T ) + 1) = −λx̄1(T ).

By the nontriviality condition and (b), we have that p2 �= 0, and so x̄1(T ) = −1
with T = 1 provided that λ = 0; see Fig. 3. In this case, the cost is ϕ(−1, 1) =
1 + 1

2 (−1 − α).

Moreover, for any λ, our computation of η(t) yields p2 = − η(T )√
2

− λ by (c).

Involving (a), we deduce that γ0({T }) = √
2p2 + λ√

2
. Thus q2 = p2 − 1√

2
γ0({T }) =

−λ
2 , which yields u1 = u2 = 2, since u2 > −1 provided that λ �= 0. If instead μ = 1,
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then items (a)–(d) bring us to the following system:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

p1 + p2 = √
2γ0({T }),

T = p1 x̄1(T ) + p2 = −T p1 + p2,

p2 = −η(T )√
2

− λ = −1 + u2
2

− λ,

−p1 + p2 = x̄1(T ) − α − λ.

We get therefore that T (1 + p1) = p2. The two cases may happen: either p1 = −1,
or p1 �= −1 and T = p2

1+p1
. Then q2 = p2 − 1√

2
γ0({T }) = p2 − (p1 + p2) = −p1.

If p1 �= 0 then u1 = u2 = 2, and in this case there is only one trajectory that satisfies
the necessary conditions, with the final cost

ϕ(x̄1(T ), T ) = 1 + 1

2
(−1 − α)2, (6.44)

that agrees with the cost that we computed if μ = 0. If p1 = 0, then p2 = T , so
that T = −α+λ

2 , and q2 = p2 − 1√
2
γ0({T }) = p2 − 1√

2
p2√
2

= p2
2 �= 0, which

yields u1 = u2 = 2. It follows that λ = −p2 − 1+u2
2 = −p2 + 3

2 = −T + 3
2 ,

and so T = −α − 3
2 . Since in this case (x̄1(T ), x̄2(T )) ∈ bdC(T ), we know that

x̄1(T ) = −T . The shortest time to reach the target with the strategy of case 2 is
obviously T = 1, so that T = −α − 3

2 makes sense only if α ≤ − 5
2 . The cost is

ϕ

(
α + 3

2
,−α − 3

2

)
= −α − 3

8
(6.45)

that coincides with the cost in (6.44) for α = − 5
2 , while it performs better if α < − 5

2 .
Case 3: The third possibility occurs when the normal cone is active on some inter-

val [th, τ ], while it is not active on the nontrivial interval (τ, T ]. By the previous
computation, the latter means that u(t) ≤ −1 on (τ, T ] implying that ˙̄x1(t) = 0 and
˙̄x2(t) = u3 ∈ [−2,−1] on (τ, T ). In this case, we have

x̄1(T ) = x̄1(τ ) = −1 + u2
2

(τ − th) = −1 + u2
2

(
τ − 1

u1 + 1

)
, (6.46)

together with x̄1(T ) = −T if u3 ≡ −1, and

1 = x̄2(T ) = x̄2(T ) − x̄2(τ ) + x̄2(τ ) = (T − τ)u3 − x̄1(τ ) + 1 − τ

= (T − τ)u3 + 1 + u2
2

(
τ − 1

u1 + 1

)
+ 1 − τ.

(6.47)

Since η(T ) = 0, the necessary conditions 4 and 5 can be rewritten, respectively, as

4’.
{−(p1, p2) = (μ(x̄1(T ) − α

)
, λ),

p1 x̄1(T ) + p2 = μT .
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5’. q1(t) + q2(t) = 0 a.e. on [th, τ ).
Moreover, we have γ = γ0 on [th, τ ), γ ({τ }) = γ0({τ }) + γ>({τ }), and γ = γ> on
(τ, T ], where γ> = 0 if u3 > −1. It follows therefore that

p2 = −λ, p1 = μ(α − x̄1(τ )), and p1 x̄1(τ ) = μT + λ.

Furthermore, by 5’ we get 0 = p1 + p2 −√
2
(
γ0((t, τ ])+ γ>([τ, T ])) a.e. on [th, τ ),

which implies that the support of γ0 is contained in {τ }, telling us that

p1 + p2 = √
2
(
γ0({τ }) + γ>([τ, T ])) and

q2 = p2 − 1√
2

(
γ0({τ }) + γ>([τ, T ])) on [0, τ ].

Since x̄1(T ) < 0 from the structure of the problem, it follows from 4’ that p1 �= 0,
and so γ0({τ }) + γ>([τ, T ])) < 0 provided that μ = 1 and λ = 0. The maximization
condition 2 now reads as

0 > q2 ∈ N (ū(t);U ) for a.e. t ∈ (0, τ ),

which yields ū(t) ≡ 2 on (0, τ )whenμ = 1 and λ = 0. Thus th = 1
3 by (6.42). Taking

p2 = −λ �= 0 gives us necessarily that μ �= 0. Then if p1 = 0, then x̄1(T ) = α and
the cost is ϕ(α,−α) = −α, while for p1 �= 0 we get q2 �= 0 and ū = 2 on (0, 2) as
previously discussed. Continuing our analysis, consider the cases:

(i) If μ = 0, then p1 = p2 = 0, and for t ∈ (th, τ ) we have 0 = q1(t) + q2(t) =
−√

2
(
γ0({τ }) + γ>([τ, T ])) implying that q1 = q2 = 0. There are two possi-

bilities: either u3 = −1, or γ> = 0, that implies γ0 = 0, which violates the
nontriviality condition.

(ii) If μ = 1, then the two subcases may occur on the final interval (τ, T ):

(a) If u3 = −1, then η ≡ 0 on [τ, T ], while the trajectory keeps contact with the
boundary of themoving constraint. In this case x̄1(T ) = −T as already explained,.
Taking into account the expressions of x1 and x2, we obtain that T = 3

2τ − 1
2 , and

the final cost is

ϕ(x̄1(T ), T ) = 3

2
τ − 1

2
+ 1

2

(
3

2
τ − 1

2
+ α

)2

,

which attains its minimum at τ = − 1
3 − 2

3α. In this case, the optimal cost is

J = −1

2
− α. (6.48)

This solution is meaningful if and only if α < −2 since in this case T > 1 as
previously discussed. Comparing (6.44) and (6.48) shows that (6.48) performs
better than (6.44).
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Fig. 4 The strategy with a downwards switching

(b) If u3 < −1, then the dynamics is ˙̄x1 = 0, ˙̄x2 = u3. In this case, p2 = q2 = 0 on
(τ, T ), and so no information comes from the maximization condition. However,
since the second summand of the final cost depends only on x̄1(τ ), i.e., on the
second switching time τ , and we already proved that in the two first intervals the
optimal (constant) control corresponds to the maximal speed, it is obvious that the
best performance is obtained when u3 ≡ −2. Hence the strategy with u3 = −1,
whose cost was computed in (6.48), is not optimal. Therefore, in the case where
u3 ≡ −2, the optimal performance can be computed directly. We deduce from
(6.46) and (6.47), with u1 = u2 = 2 and u3 = −2, that

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x̄1(T ) = x̄1(τ ) = −3

2

(
τ − 1

3

)
,

T = 5

4
τ − 1

4
,

x̄2(τ ) = τ + 1

2
.

Observe that this strategy makes sense if and only if x̄2(τ ) > 1, which is equivalent
to T > τ . The final cost can be computed accordingly as a function of τ and of the
parameter α:

ϕ(x̄1(T ), T ) = 5

4
τ − 1

4
+ 1

2

(
3

2
τ − 1

2
+ α

)2
.

Thus the optimal switching time τ̄ is

τ̄ = −2

9
− 2

3
α,
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which makes sense if and only if τ̄ > 1, i.e. α < −11
6 , and the optimal value is

expressed by the formula

ϕ(x̄1(τ̄ ), τ̄ ) = −13

72
− 5

6
α. (6.49)

The cost value in (6.49) is strictly smaller than the cost values in (6.44), (6.48), and
(6.45) by α < −2, i.e., the strategy with a downwards switching perform better than
the strategy without switching for the same parameter value α; see Fig. 4.

7 Concluding Remarks

This paper develops a novel version of the method of discrete approximations to study
a challenging class of free-time optimal control problems for sweeping processes with
the nonsmooth controlled dynamics and endpoint constraints. Being of its own inter-
est, this method combined with powerful tools of (first- and second-order) variational
analysis and generalized differentiation allows us to derive a new set of necessary opti-
mality conditions for discrete-time and continuous-times sweeping control systems
governed by moving polyhedra. The obtained illustrated by an instructive example.
Their applications to practical models of marine surface vehicles and nanoparticle
dynamics are given in [26].
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