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Abstract

Dynamical low-rank (DLR) approximation has gained interest in recent years as a viable solution
to the curse of dimensionality in the numerical solution of kinetic equations including the Boltzmann
and Vlasov equations. These methods include the projector-splitting and Basis-update & Galerkin
(BUG) DLR integrators, and have shown promise at greatly improving the computational efficiency of
kinetic solutions. However, this often comes at the cost of conservation of charge, current and energy.
In this work we show how a novel macro-micro decomposition may be used to separate the distribution
function into two components, one of which carries the conserved quantities, and the other of which
is orthogonal to them. We apply DLR approximation to the latter, and thereby achieve a clean and
extensible approach to a conservative DLR scheme which retains the computational advantages of the
base scheme. Moreover, our approach requires no change to the mechanics of the DLR approximation,
so it is compatible with both the BUG family of integrators and the projector-splitting integrator
which we use here. We describe a first-order integrator which can exactly conserve charge and either
current or energy, as well as an integrator which exactly conserves charge and energy and exhibits
second-order accuracy on our test problems. To highlight the flexibility of the proposed macro-micro
decomposition, we implement a pair of velocity space discretizations, and verify the claimed accuracy

and conservation properties on a suite of plasma benchmark problems.

Key words. dynamical low-rank integrator, projector-splitting, Vlasov-Fokker-Planck model, Dougherty,
Lenard-Bernstein, conservation, spectral methods
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1 Introduction

Kinetic equations describe the behavior of rarefied gases and plasmas at low to moderate levels of colli-
sionality. Plasma physics in particular is dominated by the study of low collisionality regimes, where the
full six-dimensional kinetic physics plays a role in the development of micro-instabilities and associated
turbulence, anomalous transport, and wave propagation. Unfortunately, the numerical solution of kinetic
equations is extremely costly due to their high dimensionality: memory and computational requirements
both scale as O(N®) for a discretization with N degrees of freedom in each dimension. This obstacle is

commonly known as the curse of dimensionality.
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Particle-in-cell methods [2] sidestep the curse of dimensionality by taking a Lagrangian, particle-
based approach to modeling phase space, although these suffer from statistical noise. More recently,
dimension-reduction techniques based on low-rank approximation to the solution have seen success in
solving kinetic equations. Such approaches propose to model the particle distribution function f as a low-
rank combination of lower-dimensional quantities, thereby greatly reducing computational and memory
requirements. These low-rank methods include the “step-truncation” approach [22] and dynamical low-
rank (DLR) approximation [30]. Dynamical low-rank approximation has been successfully applied to
kinetic models for neutral gas dynamics [28, 13], radiative transport [12, 38|, and plasma physics problems
[10, 8, 5].

An obstacle to usefully applying DLR approximation to kinetic equations is the preservation of the
equation’s conservation properties. The truncation implied by the low-rank approximation does not
necessarily respect the conservation of the physical observables of mass (often called charge density in
the plasma setting), momentum (current), and total energy. This conservation failure is inherent to the
low-rank approximation and occurs independently of the physical or time discretization chosen.

In [11], it was shown how to use a method based on Lagrange multipliers to obtain a quasi-conservative
scheme for the Vlasov equation of plasma dynamics in the DLR framework. A pair of papers [9, 15]
demonstrated a first-principles way of achieving conservation in the DLR framework, by forcing the
velocity basis to contain the functions (1,v, [v|?/2) via a modification to the DLR Galerkin condition.
The second of these works [15] showed how to achieve this in the context of the Basis-update & Galerkin
(BUG) integrator [3], which is robust to the presence of small singular values. Lately it has been observed
that the rank-adaptive BUG integrator is also conservative if equipped with a conservative rank-truncation
algorithm [14].

In [37] the DLR method was used to evolve the high-order component of a high-order/low-order
(HOLO) scheme for the radiative transport equation. The DLR method was employed as a moment
closure method for a low-order fluid system, while a least-squares projection was applied to keep its
conserved moments close to those of the fluid system: in this way a conservative DLR method for
the radiative transport equation was achieved. Finally, under the step truncation family of methods,
conservative projections have been used to obtain overall conservative low-rank solutions to the Vlasov
equation [23, 20, 21].

Our method is closest in spirit to [31], which shows how to use a modal Legendre discretization of a
kinetic extension of the shallow-water equations to combine conservation with the BUG integrator. In
that work, the authors apply a low-rank ansatz to the trailing “microscopic” modes, while evolving the
leading modes using standard conservative techniques. However, as formulated, the method is limited to
modal discretizations of the phase space coordinate.

In this paper we show a new way of obtaining a conservative DLR method for kinetic equations, with a
focus on the Vlasov-Fokker-Planck equation. Our method is based on a novel macro-micro decomposition
that operates at the equation level and is designed to be amenable to low-rank approximation. The
macro part of the decomposition may be solved using standard conservative discretization techniques,
while we apply a DLR approximation to the micro part. The benefits of our formulation include that
it is compatible with various DLR integrators, including the projector-splitting integrator which can be
formally extended to second-order accuracy via standard Strang splitting method, and does not require
any rank augmentation at intermediate steps. Moreover, our macro-micro decomposition and subsequent
DLR approximation are independent of the velocity space discretization, which may be chosen last. This
represents a substantial benefit for plasma applications, where shock-capturing discretizations in velocity

such as Discontinuous Galerkin are very popular for their ability to resolve fine phase space structures



[26, 24].

The rest of this paper is organized as follows. In the remainder of this section we introduce the model
equation of plasma physics we will discretize, namely the Vlasov equation with Dougherty-Fokker-Planck
collision operator. In Section 2 we describe our novel macro-micro decomposition and derive the equations
of evolution for each part. In Section 3 we describe the time discretization of our macro-micro equations
in the DLR framework and prove the claimed conservation properties. Sections 4 and 5 describe our
chosen discretizations of physical and velocity space, respectively. Finally, we present numerical results
on standard benchmark problems for the Vlasov equation in Section 6. The paper is concluded in Section
7.

1.1 Properties of the Vlasov equation with Dougherty collisions

In this work, we consider a kinetic equation for a single-species plasma with collisions, known as the
electrostatic Vlasov equation with the Dougherty-Fokker-Planck or Lenard-Bernstein collision operator
[7]. In physical terms, this equation describes the motion of an electron species against a static ion
background, neglecting the influence of magnetic fields. In dimensionless form, the electrostatic Vlasov

equation for a single species in d physical and velocity space dimensions is
Ohf+v-Vof +E-Vof =Q(f), t>0, z€Q,CcR? veRL (1.1)

Note that our non-dimensionalization also reverses the charge convention, so that the dynamic electron
species is given a positive unit charge. The function f(x,v,t) is the normalized probability density
function, representing the density of particles with velocity v, at position x and time ¢. The evolution of
the electric field E(x,t) is coupled to the charge density p by either Gauss’s law,

Vo Bat) = plet) = o, plant) = [ fav (1.2)

with pg a uniform background density satisfying fQ p(x,t) — podz = 0, or by Ampere’s law:

OE(x,t) = —J(x,t), J(z,t)= /Rd vf dv. (1.3)

The initial electric field is chosen to satisfy Gauss’s law, and it is easy to show that at the continuous
level, if Gauss’s law is satisfied at ¢ = 0 and E evolves according to (1.3), then Gauss’s law is satisfied for
all time. However, if one is not careful, numerical discretization errors can lead to violations of (1.2) at
the discrete level. These so-called divergence errors can lead to unphysical solutions to certain problems.
However, Ampere’s law has the advantage that it keeps the overall hyperbolic nature of the system
of equations, and “divergence cleaning” strategies have been developed [35] to ameliorate the issue of
numerical divergence errors.
The Dougherty-Fokker-Planck collision operator for one species, Q(f), is defined as

Q(f)=vVy (TV,f+ (v—u)f).

Here v is a dimensionless collision frequency and T'(x,t) and u(z,t) are the local temperature and fluid

velocity, defined via moments of f:

71 v v X :i U—u2 v
) =5 [ ofdo T = [ o-uran (1.4



It is not hard to show [7] that Q(f) satisfies the identity

/ $(1)Q(f) dv = 0,
Rd

where ¢(v) = (1,v,|v|?/2)T is the vector of so-called collision invariants. These correspond respectively
to conservation of mass, momentum, and energy in elastic interparticle collisions. Each collision invariant
therefore admits a local conservation law, which we now derive. Define the current density J, kinetic
energy density k, and the (total) energy density e as

J(x,t):/Rdvfdv:pu, (1.5)
|2

k(z,t) = /Rd |7|fdv, (1.6)

e(x,t) =K+ @ (1.7)

We note that what we have called the charge and current densities, p and J, are in fact identical to the
mass density and momentum for the dimensionless, single-species Vlasov equation we consider here. In
the case of multiple species it is total momentum, not current, which is conserved. Here however, to
avoid naming the same quantity two different ways, we refer to conservation of current.! Now, taking

the moments of (1.1) weighted by each component of ¢(v) gives a system of local conservation laws for
(p,J,e)T:

Oy + V4 -0 = pE, (1.9)
oe+V,-q=0, (1.10)

where 0 = [p.(v®v)fdv and q = 1 [o, v[v|?> dv. An important goal of numerical discretizations of the
Vlasov equation is the preservation of the local conservation laws (1.8)-(1.10). Failure to respect charge or
energy conservation can lead to numerical instabilities and nonphysical solutions. More fundamentally, it
is precisely these “observables” which are often of greatest interest to the practitioner, since the purpose
of numerical solutions to kinetic equations is often to shed light on the transport and partition of density
and energy.

If we take the spatial domain €, to be periodic and integrate in z, then the divergence terms in

(1.8)-(1.10) vanish, and we obtain a set of global conservation laws for charge, current and energy:

8:&/ pdz =0, (1.11)
Qz
8t/ edx =0, (1.12)
Qy
and
1
3t/ Jdx = / (Vo E+po)Edx = / ivz\E|2 + po(Vep)dx =0, (1.13)
Qu Qa Qa
where we have used the fact that E = —V ¢ for some potential function .

1The alternative is to refer to the source term in Ampére’s law as the momentum.



2 A novel macro-micro-decomposition of the Vlasov equation

In this section we describe the novel macro-micro decomposition at the core of our method. By macro-

micro decompositions, we refer to a family of methods which use a decomposition of the form
f(m7 U7 t) = N(:L.7 U7 t) + g(x’ v’ t)?

in which NV is designed to share its first d + 2 moments with f, and those same moments of g vanish
identically. The strategy is then to evolve AN as accurately as possible using standard conservative
discretizations. On the other hand, the fact that g does not contribute to the conserved quantities lets
us evolve it at the precision dictated by the kinetic physics of the problem. Thus, the macro-micro
decomposition splits a high-dimensional problem into two parts: a lower dimensional problem for A
which can be solved conservatively, and a high-dimensional problem for g to which we can apply either
a coarser discretization or more sophisticated dimension reduction techniques.

Perhaps the most natural and widely-known macro-micro decomposition for a collisional kinetic equa-
tion is given in [1]. This approach takes the equilibrium distribution function, the Maxwellian M, as the

“macro” component:

p(aﬁ,t) _lv—u(@)|?

M(x,v,t) = ———————¢  2TEDH
( ) 2nT(z,t)"?

For strongly collisional problems, such a decomposition can expect the remainder g to be small compared
to the Maxwellian. However, this decomposition is less appealing when collisions are weaker. Moreover,
it is not favored by the DLR method that we use here. A key step in DLR is the projection of the
right-hand side onto the tangent space of the low-rank approximate solution manifold [30]. The problem
is that for a Maxwellian-based macro-micro decomposition, computing the necessary projection requires
evaluating integrals such as

d/2 o) |2
(m} y Vj(v)e_% dv, (2.1)
which require O(N??) operations in the general case, where N is the number of degrees of freedom in each
spatial and velocity dimension. References [13, 5] present DLR methods for highly collisional regimes
based on an expansion around the Maxwellian. Both of these papers deal with isothermal flow, in which
case the Maxwellian-weighted integrals can be efficiently evaluated by exploiting convolutional structure.

Our proposed method is aimed at plasma applications at the electron scale, where collisions are
typically much weaker than in neutral gases, and phase space often exhibits highly non-equilibrium
features. As such, we do not expect a Maxwellian-based macro-micro decomposition such as [1], nor a
Maxwellian-centered DLR scheme such as [13, 5], to be advantageous. Rather, to avoid the difficulties
presented by integrals such as (2.1), we derive a macro component N with fixed rank of d + 2, which
allows for efficient computation of the projections required by DLR approximation.

To illustrate the ideas, we restrict our discussion to the “1D1V” case of d = 1. At this point we also
modify the initial-boundary value problem for the Vlasov equation by possibly truncating velocity space.
We let v € Q,, where 2, C R may be either bounded or equal to R. Our one-dimensional, truncated
Vlasov equation is therefore

Ouf +v0uf + Eduf =Q(f), t>0, z€Q, CR, wveQ, CR. (2.2)

Denote the (x,v) domain by Q@ = Q, x Q,. We impose periodic boundary conditions in x. For an

unbounded velocity domain, no boundary conditions in v are required, although we must assume that f



decays sufficiently quickly as v — 4+o00. On a bounded velocity domain we make the same assumption
of rapid decay, so that f and its derivatives are negligible at the velocity boundary. The fluid variables

must be redefined in terms of moments of f over €, so we will write

v 2 2
p= T=toh)s o= ("0} e=nt IBE, (2.3
J
u=2. T=2{o=ulp),. (2.4)

where (), = [, -dv. With these definitions we can again show that

(¢(v)Q(f)), =0, (2.5)

using the fast decay of f and its derivatives at the velocity boundary. Therefore, the derivation of the
local conservation laws (1.8)-(1.10) holds, as well as the global conservation laws (1.11)-(1.13).

Our macro-micro decomposition is based on orthogonal projection in an inner product space over
Q,. To work in an inner product space over the possibly unbounded domain 2,, we require a weight
function which we denote w(v) : €, — R. This induces a pair of weighted inner products on 2, and 2,

respectively:
(92 h) 10 = /Q W @B dv,  (g,R), 01y = /Q W™ (0)g(z, v)h(z, v) dzdu,

We denote the corresponding inner product spaces by L?(Q,,w™!) and L?(Q,w™!) respectively. From
standard theory [17], the inner product (-,-),-1(,) has an associated family of orthonormal polynomials,
which we will denote by p,(v). Examples of classical orthonormal polynomial families include the Her-
1
271V
polynomials, which have the constant weight function w(v) = % on the domain [—vmaz, Vmaz]-

e=(v/v0)*/2 on the whole real line, and the scaled Legendre

mite polynomials with weight function

All families of orthonormal polynomials satisfy an orthogonality relation

[ @) do = (00110, 0P (0D = G (2.6)

and a symmetric three-term recurrence relation
0Pn(0) = Anns1(0) + bupa(V) + G 1Pn-1(0). (2.7)
Also define the coefficients dyg, dog, d21 by
P1(v) = diopo(v), and  ph(v) = dagpo(v) + d21p1(v). (2.8)

The first three orthonormal polynomials p(v) = (po(v),p1(v),p2(v))T are related to the collision
invariants ¢(v) by a lower-triangular, invertible matrix C:

1 €00 po(v) po(v)
o(v) = v = 1cCo C11 pi(v) | =C | pi(v) | =Cp(v). (2.9)
v?/2 Coo C21  C22 p2(v) p2(v)

The span of w(v)¢(v) is an important subspace, which we will denote by ®:

® = span{w(v), vw(v), [v|*w(v)/2}.



We are interested in the orthogonal projection onto ® with respect to (-) ) which we will denote Pg.

w1 (v
The existence of the invertible matrix C' shows that w(v)p(v) is a basis for ®. In fact, it is an orthogonal
basis, since its elements are orthonormal per (2.6). This gives an explicit formula for the orthogonal

projection Pg:

Py f = w(v)p(v)" (w(©)p(v), f),-1(,) = w©)p()" (P(v)f), - (2.10)

Denote the orthogonal complement of Pg by P(f; = I — Pg. Our proposed macro-micro decomposition of

f is that induced by the pair of projections:

fla,v,t) = Py f(x,v,t) + Pi f(z,v,t).
N g

The function A has an explicit formula in terms of pg, p1, p2 and the corresponding moments:

N(z,v,t) = w(v)p(v)" (p(v)f), = w(©)[Po(v) fo(z,t) + pi(v) fi(w,t) + p2(v) fa (2, )], (2.11)

where f,, denotes the moment of f with respect to p,(v):

fu(z,t) = <pn(’U)f(J,’, U7t>>v :

It is easy to show that (pN), = (pf), using the orthogonality relation (2.6). Because p(v) and ¢(v) are
related by the matrix C', N and f share their first three velocity moments:

(pN), = C(p(v)N)y = C(p(v)f), = (&), ;

which immediately implies (¢g), = 0. That is, the microscopic part g of the distribution function carries
no charge, current, or kinetic energy density.

We now derive equations for the evolution of N and g as functions of time. For the macroscopic
portion of the distribution function, we are less interested in 9N (z,v,t) itself, and more interested in
the evolution of the vector of conserved quantities. Rather than use the typical equations for charge,
current and energy, however, it is more convenient to derive equations for the moments of f with respect
to p(v). To this end, we apply the operation x — (p(v)*), to the Vlasov equation (2.2), and write the
result componentwise with the help of the recurrence relation (2.7) and derivative relations (2.8). After
integrating the F - 0, f term by parts, we obtain

fo bo ao fo 0 0 fo
Ol fil+lao b ar | O | fi | + 0 +E | —-dig O fi =/ pP(v)Q(f) dv.
Qy
f2 ar b f2 20y f3 —dyg —do1 O f2
—_— ————
U \% a281f362 Dv

(2.12)

We have introduced the name U for the vector of the first three p-moments of f, as well as the symbols
V and D, for the flux and velocity derivative matrices, respectively.

Using the fact that p(v) = C71¢(v), we can see that the right-hand side of (2.12) is a linear combi-
nation of the moments of Q(f) with respect to the collision invariants, which by (2.5) vanish identically.

Simplifying, we obtain the following initial-boundary value problem for U(z,t):

U (x,t) + VO, U + a0, fsea + E(x,t)D, U =0, (z,t) € Q, x (0,00),

(2.13)
U(z,0) = (p(v) f(x,v,0)), , z €,



We have derived a system of equations for U, but it is not a closed system. As expected, a term appears
which requires closure: the flux of f5 includes a term proportional to f3. This is the appearance in our
formulation of the well-known moment closure problem. The closure information must come from the

part of f that we have projected away, namely g:

f3= <P3(U)f>v = <p3(v)g>v7

where the second equality holds because w(v)ps(v) is orthogonal to the subspace ®.
The evolution of g is obtained by substituting f = N + g into (2.2) and applying the orthogonal
projection Py
0Py g=—0,Py N — Py (vO,N + EQN + 19,9 + Edyg) + Py QN + g)
= — Py (V0N + EON +v0,9 + Edyg) + PEQ(N + g)
= Py D[E,N, g].
Here, we have interchanged the partial derivative d; with the time-independent projection Pz, and used

the fact that P4 N = 0. Combining this with initial and boundary conditions, g satisfies the initial-

boundary value problem

dig(z,v,t) = P D[E,N(z,v,t),g(z,v,t)], (z,v,t) € Qx (0,00),

g(z,v,0) = f(z,v,0) — N(z,v,0), (x,v) € Q, (2.14)

g(x,vp,t) = —N(z,vp, t) (z,v,t) € Q, x 09, x (0,00).
Together, equations (2.13) and (2.14) constitute an exact macro-micro decomposition of (2.2). They are
coupled on the one hand by the appearance in (2.14) of terms involving A/, and on the other hand by
the gradient of f3. Obtaining the charge, current, and kinetic energy density from the solution to (2.13)

is trivially accomplished with the transformation matrix C":

1

(x,t) = / v fdv=_CU(x,1).
* \ul?/2

xS

We also expand p, u, and T, defined by (2.4), in terms of C and U.

p = coo fo, (2.15)

u:l/vfdvzm’ (2.16)
P P
1 1 2 2 2

T== /(v —u)?fdv == (/ v fdv — pu2> = ca2f2 +2¢nf1 4 2¢0/0 u?. (2.17)
P p P

3 Time discretization

We turn now to a discussion of how the coupled initial-boundary value problems (2.13) and (2.14)
are discretized in time. Our strategy is to discretize (2.13) using standard conservative techniques,
while (2.14) is discretized using the projector-splitting dynamical low-rank integrator [33]. Because the
Vlasov equation must be coupled with an equation to advance the electric field, developing a scheme
that is conservative overall is rather involved, and requires a careful consideration of the way that the
conservation properties transfer from the continuous to the discrete level. This section is organized as

follows.



e Section 3.1 presents the projector-splitting integrator and equations of motion for the low-rank

factors of g.

e In Section 3.2 we present a first-order integrator which can achieve conservation of charge density,

and either current or energy density depending how f is coupled to the electric field.

e In Section 3.3 we present a second-order integrator which can achieve conservation of charge and

energy density by coupling with Ampere’s law.

e Section 3.4 gives the details of calculations necessary to implement the evolution equations for the
low-rank factors of g.

3.1 Dynamical low-rank approximation of g

We now describe the dynamical low-rank approximation for g, and write down the equations of motion of
the low-rank factors. One of our main contributions in this work is the ability to combine a conservative
scheme with any dynamical low-rank integrator: the DLR equations of motion are unchanged by our
scheme, and conservation does not rely on a rank augmentation at any intermediate step. We choose
the projector-splitting integrator for the ease with which it may be formally extended to second-order
accuracy via a Strang splitting scheme with no increase of the rank in intermediate steps. However,
no proof of robust second-order accuracy exists. In a very recent development, a robust second-order
BUG integrator has been introduced in [4], with which our macro-micro decomposition should also be
compatible. Prior work has demonstrated locally conservative methods for the Vlasov equation with
the traditional [9] and robust basis-update & Galerkin [15] dynamical low-rank integrators. For the
projector-splitting integrator, only a globally conservative method based on Lagrange multipliers [11]
has been demonstrated previously. To our knowledge this is the first locally conservative scheme in the
projector-splitting integrator.

Our approach is to apply the standard projector-splitting integrator, but to use the weighted inner

product () ) for projection along v. The low-rank ansatz for g is

w1 (v

g(z,v,t) = ZXi(x,t)Sij(t)Vj(v,t), (3.1)

with the basis functions X;(z, ) satisfying
X; € {X; € L*(Qy) : (X4, Xi), = 0ir } (3.2)
and the velocity basis functions V;(v,t) satisfying
V€ {Vi € L2 w™ () £ (Vi VD)) = Gt} (33)

While the basis functions in = are chosen the same way as in the unmodified dynamical low-rank approx-
imation (c.f. [10]), the v basis functions are chosen to be orthonormal with respect to the w~!-weighted
inner product.

The equations of motion for the low-rank factors are obtained by projecting (2.14) onto the subspaces
spanned by X; and V;. The low-rank projection is of the form
Vi

z,w~ 1 (v)

g = (V;, PEDIE, N, g]) Vi =Y Xi(XiV;, Py D[E,N g])
ij

w=1(v) "J
J

e

+ZX1' (Xi, Py D[E, N, g])



Defining K; and L; via

Kj(z,t) = ZXi(x,t)Sij (t), Li(v,t) = Z Sii (1) Vi (v, 1), (3.4)

we may write

8tg = Z 8tKjV}' + ZXiatSivaj + ZXZ-O%Li, (35)
J ij i
with
atKj - <Vjap<f>_D[Evag]>w—1(v)a (3.6)
9,:Sij = — (X;V;, Py DIE, N, g]>m}w71(v) , (3.7)

We will initialize the low-rank factors by performing a singular value decomposition of the discretization
of g and truncating to rank .2 Note that at this point no discretization in time nor operator splitting
has been performed. In the next section we describe how the standard first-order splitting of (3.5) is

incorporated into a first-order in time discretization for our macro-micro decomposition.

3.2 First-order integrator

In this section we describe a first-order in time integrator which conserves charge and either current or

energy exactly. The algorithm computes the following time advance between times t" and ¢! = " + At:

En EnJrl
fn n+1

0 0
fn n+1

1 1

n n+1
f& =1 f
Xn Xn+1
Sn Sn+1
vn Vn+1

1. Calculate the electric field: The choice of electric field solution depends on whether current or

energy conservation is desired.

(a) For current conservation: Determine the electric field from Gauss’s law. Solve the following

Poisson equation for the electric potential ¢™:

" = —(p" = po), P = coofy- (3.9)

Then the electric field E* to be used is

E* = E" = —9,¢" (3.10)

2Performing a full SVD of g is feasible for the 1D1V problems we consider here, but it may be necessary to avoid this for

higher-dimensional problems. Randomized algorithms such as the randomized SVD can be used to compute highly accurate
decompositions of enormous matrices at a small fraction of the cost. See [34] for an excellent overview of these ideas.
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(b) For energy conservation: Perform a single Forward Euler step of Ampere’s law (1.3) to
obtain Ent1:

En+1 _ En
—_Jgn A1
- T (3.11)
where J" = fQ vf"dv = c10fg +c11 f1'. For the current timestep, use a time-centered electric
field:
En+1 E"
o2 (3.12)
2
2. Advance conserved quantities: Perform a single Forward Euler timestep of (2.12):
n+l f(')n,
OT - a’r(*bo.f(? - aOf?)? (313)
thl = —a10; f3' = b10: f1" — aoOr fo + Ed1ofy, (3.14)
n+1 _ f;
L — a0 ]~ 00,85 — duf + B (daoff + dn ) (3.15)
The third moment f3 can be computed from the low-rank factors like so:
3= XISE (ps(0)V]"), - (3.16)
ij

Define N (z,v) by
N™(x,v) = w(©)[po(v)f5' () + p1(0) 1 (x) + p2(v) f5 ()]

3. K step: Calculate K7'(z) = >, XI'(z)S}%, and perform a Forward Euler step of (3.6) to obtain
K;-H'l(x):

Krtt — Kn
J J n 1
At <Vj FaD

E N> KMV > : (3.17)
l w=1(v)

Perform a QR decomposition of K;-’H(x) to obtain X" (z) and S

4. S step: Perform a Forward Euler step of (3.7) to obtain S}’

Sll; B S’Z] B* Nn Xn+IS/ v
T ) 72 k kLY

=— <X;L+1Vj”,P;D
kl

> . (3.18)
z, w1 (v)

5. L step: Calculate L (v) = > . S;;V;"(v), and perform a Forward Euler step of (3.8) to obtain
LI (v):

n+1 n

A = <X{L+17P$D

E*,N”,ZX,?“L;;D . (3.19)
k

x

At this point, we must perform a QR decomposition of L?H(v) to obtain the new velocity basis
Vj”+1 and singular value matrix S,Z;H(v). However, we also require that the velocity basis so

obtained is orthogonal to ®.
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We accomplish this by prepending the three functions w(v)p(v) to the vector of functions L' (v).

Denoting vector concatenation by square brackets, we compute a QR decomposition
[w(v)p(v) V] (0)]R = [w(v)p(v) LT (v)], (3.20)

with respect to the function inner product () The QR decomposition leaves the first three

w(v)~1*

functions unchanged since they are already orthogonal, and guarantees that the resulting basis
Vj"H(U) is orthogonal to ®, which is spanned by w(v)p(v).

The updated matrix of singular values is then given by the trailing » x r minor of R:
SZH = Rit3,5+3-

3.2.1 Proof of conservation

We now prove local conservation of our scheme. The local conservation statement is satisfied by con-
servative dynamical low-rank integrators such as [15] and [14], and is important for ensuring that the
solution has the properties of a hyperbolic conservation law, such as finite wavespeeds. We formulate this
property in the following theorem:

Theorem 3.1. Define the conserved quantities of charge, current, and kinetic energy density at time

level t™ as follows:

Pt =(f"1),, (3.21)
I = ("), (3.22)
1

K" = <f”7 2v2>v . (3.23)

The first-order integration algorithm of Section 3.2 satisfies three local source-balance laws

n+l _ n

P p

s 0" =0, (3.24)

J7L+1 —Jn

S 20k =B (3.25)
n+l _ .n 3

t o " t+o, <f",02> = J"E". (3.26)

Proof. By (3.20), PsV}* =0, so (g", ¢(v)), = 0 for all times n. Therefore the only contribution to the
conserved quantities comes from fy, f1, and fs.

To show mass conservation, we make use of (2.9), (3.13), and (2.7) to obtain

ntl _ n n+l  rn

ki COOOtho = cooa(—bo f — aofT)
= 70008x <fna vpo(v)>v
= _ax <.fn7 U>U
= —0,J".
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For current conservation, we use (3.14) and (2.9):

A Y R | SR R [
At ! At ! At

= c11(=010.f3 — 010, f1" — a0 fo + E*d1ofy') + c10(—b00x f' — ao0z f1')
= —ends (f",vp1(v)), — €100 (", 0po(v)),, + en B dao (f", po(v)),
0, (), enE (B (0)),

= =0, (f",v*), — E*(0uf",v),

= —20,Kk" + E*p".

For kinetic energy conservation, using (3.15) we obtain

Hn+1 _ g n+1 fn n+1 _ fn n+l fn
9 _ 2 2 1 1 0 0
At C22 At + co1 At + c20 At
= —0, (f", v[caap2(v) + c21p1(v) + CQOpO(U)]>v
+ E*(f", [cazpz(v) + ca1py (v)]),,
= =0, (f",0°), = E"(0uf" %), .
Simplifying slightly,
Hn—&-l — 3
O { f",— ) =J"E".
o (ny),
This completes the proof. O

Theorem 3.1 shows that the macroscopic current and kinetic energy satisfy the same source-balance
laws as the full kinetic equation. The source terms in (3.25) and (3.26) reflect the fact that the particle
distribution function exchanges momentum and energy with the electric field. Depending on the choice
of electric field solve, we can show that the total energy, including electric field energy, satisfies a local

conservation law:
Corollary 3.1. Define the total energy at time level t" as
[E"?

e =kr"+ —

5 (3.27)

Then the first-order integration algorithm of Section 3.2 with the choice of Amperesolve and E* =

n+1 n . .
% satisfies a local conservation law,

—_en " ’U3
— O <f ,2>v_o. (3.28)

Proof. The proof is a simple application of (3.26) and (3.11):

en+1 —en KJ”+1 — ‘En+1|2 _ ‘En|2

NN 2At
U3 En+1 +En En+1 +En En+1 _ En
_ _aw n, e Z TZ gn
<f 2> * 2 * 2 At

w

v
v

0" 5)
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To summarize, (3.24) demonstrates exact local conservation of charge, and (3.28) demonstrates exact
local conservation of total energy for the Ampere’s law variation of the first-order integrator. Per (3.25),
current is not locally conserved, since the mobile particles “push against” the background charge density
po. However, we can prove a global conservation statement for current in the special case of periodic

boundary conditions and the Gauss’s law variation of the first-order integrator:

Corollary 3.2. If Gauss’s law and the uncentered electric field E* = E™ are chosen in the first-order

Jn+1 —Jn
——dx=0.
/QI A7 =0

Proof. Integrate (3.25) over the periodic domain 2, to obtain

integrator, then

Jn—i—l —_Jn
/Q Al dz = /Q p"E*dx = —/ P 0yp" dx = / (020" — po)Op™ dx = 0.

x x x

We have used (3.9) and (3.10), and eliminated all integrals of total derivatives. O

Remark 1. A fully discrete conservative scheme for the first-order integrator of Section 3.2 is easily
achieved by using a conservative spatial discretization for the 9, operators appearing in equations (3.13)-
(3.15). Such a scheme will satisfy exact conservation of charge, and conservation of energy if Ampere’s
law is used. Furthermore, a discrete scheme using Gauss’s law will exactly conserve current on a periodic
domain if the discrete 9, operators in (3.9) and (3.10) satisfy a summation-by-parts identity. One such

discretization is the common second-order centered finite difference scheme.

3.3 Second-order time integrator

The projector-splitting framework may be formally extended to second-order accuracy by using a Strang
splitting of (3.5). A Strang splitting of the dynamical low-rank projection has been used in [10] and [§]
to obtain second-order accurate solutions to certain problems. We stress that it has not been proven
that the Strang splitting of the DLR, projection is robust to vanishing singular values, as it has for the
first-order splitting [29]. That is, no robust second-order accuracy result exists. Nevertheless, the second-
order Strang splitting scheme shows significant practical benefits on plasma problems, as demonstrated
for example in [8]. To achieve overall second-order accuracy, some care is required when coupling the
DLR scheme with the time splitting for A and E. Here we present one such scheme and prove that it

exactly conserves energy.

1. Half step of conserved quantities: (fJ, 1, f3) — ( 6L+1/2’ 1n+1/27f2n+1/2) using g", E":
w — Gx(—bof" _ aofn) (3.29)
At/2 0 1h
i
Taip = Oaff bl —aof§) + Ediof, (3.30)
n+1/2 - fn
QT/22 = ax(_GQf?tL —bafy — alf{l) + En(dgofg + d21f1n), (3.31)

where fI is defined as in (3.16). Define

N2 = w(@)lpo(0) 5+ p1 ) 1T 4 pa(0) £577).
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n+1/2 n+1/2
b

2. Ampere solve: E, — E"*! using f 1

En+1 _ En -

A _Jn+1/2’ Jn+1/2 = f n+1/2 +e fn+1/2 (332)

Define E"t1/2 = M
3. K step: (X", 5" V") — (Xn+1/27517vn) using Nn+1/2’En+1/2.
4. 8 step: (X712, §1, V) iy (XH1/2, 62, V) using N4/, B/,

5. L step: (X"H1/2 62 V1) iy (X7H1/2 Gnt1/2 yntl/2) ysing NH1/2 prtt/2,

o

L step: (X"1/2 §ntl/2 yntl/2) oy (Xn+1/2 83 yntl) using N?HL/2 Ertl/2,

7.8 step: (Xn+1/2, S3, VnJrl) — (Xn+1/254’vn+1) using Nn+1/2,En+1/2.

®

K step: (X™H1/2, 5% VL) o (X0 §nFL ) using A2, pret/2,

0. (fg S J3) = (R0 f14, £30) using g™+1/2, EVHU2, and (o, fu, )1/

n+1
n+1 - f1 _ n+1/2 n+1/2 n+1/2 n+1/2 n+1/2

Al = 8;8(—(1 — by f fO ) + F dl()fo s (334)
n+1

N fom Y O (—an fiH% — b fr /2y T2y B2 (g i 4y 17T (3.35)

where

= XIS (o) V)

J
ij

Note that in step 9 we make use of g"+1/2, which is defined in terms of (X"*1/2, §7+1/2 yn+1/2) This
means that we cannot easily combine steps 5 and 6 into a single substep of size At as is common in
Strang splitting schemes. To achieve overall second-order accuracy in time, each of the low-rank factor
steps 3-8 must be accomplished using a standard time integration scheme that is at least second-order
accurate. We choose the SSPRK2 scheme [18], which for an autonomous ordinary differential equation

q'(t) =F(q) is
g =q" + AtF(q") (3.36)

n g 1., .
q “:?4—5((} + AtF(q")).

3.3.1 Proof of charge and energy conservation

Theorem 3.2. The second-order integrator satisfies local conservation of charge and total energy:

n+1

el

14 —p 1/2
£ P 49 0t 2=9 3.37
At T ’ (3:37)
en+1 —en ’U3
o, ( . 12\ — 3.38
AL < g 1) =0 (3.38)

where p" and e are defined as in (3.21) and (3.27) respectively, and J"/? is defined as in (3.22) but
at t"+1/2,
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Proof. By (3.20), PsV[* = 0, so (9", ¢(v)), = 0 for all times n. Therefore, the only contributions to the
charge and total energy come from fo, f1, fo and E. From equations (3.33) and (3.35), by following the
proof of Theorem 3.1 with fluxes and source terms evaluated at t"1t1/2 we obtain

n+1 n
P —-p nt+1/2 _
£~ F 15,7 -0, 3.39
NI (3.39)
Kn-&-l _ K:n ’US
At + 8z <2) fn+1/2> == Jn+1/2En+l/2. (340)

Combining (3.40) with (3.32) and the definition of E"+1/2 we derive the stated total energy conservation
law (3.38). m

Corollary 3.3. A fully discrete scheme for the second-order integrator of Section 3.3, which uses a
conservative spatial discretization for the 0, operators appearing in equations (3.29)-(3.31) and (3.33)-

(3.35) will satisfy exact discrete charge and energy conservation.

3.4 Substeps for low-rank factors

In this section we expand each of the low-rank factors’ equation of motion, (3.6), (3.7), (3.8). Our purpose
is to demonstrate that the proposed algorithm is efficient in the sense of not requiring operations that have
a computational cost of O(N,N, ), where N,, N, represent the degrees of freedom used to discretize x, v
respectively. To avoid proliferation of indices, in this section we consider only the case of simple Forward
Euler steps used in the first-order integrator. The computational cost of the second-order integrator,
whose substeps are themselves SSPRK2 steps, differs by only a constant factor.

The terms on the right-hand side of the K and S steps can be simplified by the following observation.

Proposition 3.1. Let the basis functions V" be evolved according to the first-order time integrator of
Section 3.2. Then, for all h(v) € L*(Qy,,w™"(v)), the following identity holds for all V;*(v):

(VP ). PERW), ) = (VF0.50), - (3.41)
Proof. Decompose h(v) as h(v) = Psh(v) + Pgh(v), and use <Vj”(v)7Pq>h(v)>w71(v) = 0, since V" is
orthogonal to the range of Pg. O

Applying boundary conditions in v

For a bounded velocity domain such as the finite difference discretization we will discuss below, we must
apply a boundary condition in v. This is clear in the case of the L step, where the boundary condition
is applied to a hyperbolic term. It is also true for the K and S steps, where the boundary condition
is required for the evaluation of a derivative under an integral. In [28] the authors show how to treat
boundary conditions in x in the dynamical low-rank framework; we use the same approach. The idea is
that the Dirichlet boundary condition g(z, vy, t) = —AN (x,vp,t) does not induce a boundary condition on
the basis functions V; directly. Rather, by projecting onto X;, we can see that the boundary condition

should be applied to the weighted function basis Lj;:
(Xi,g9(z,vp,t)), = Li(vp, t) = (Xi, —N (2,05, 1)), -

Then, when expanding the low-rank equations of motion, we interpret terms involving d,g as y , X0y, Ly,
rather than the usual ), X Si0,V;, with the plan of applying the boundary condition on Ly in the

course of evaluating the derivative.
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Our assumption of periodic boundary conditions in = saves us the trouble of performing the same
transformation to terms involving 9,¢g; however this poses no essential difficulty, and nontrivial nonperi-
odic boundary conditions in x are a straightforward extension of this scheme.

K step

We may expand (3.17) by substituting (3.1) into (3.6). Since the collisional moments v and T are held

constant during the K step, at a time level £, we may write
QW™ +g) =Q"N" +g) =Q"N") + Q"(9),
where
Q"(f) =v0u(T"0u f + (v —u") ).

After using Proposition 3.1 to eliminate appearances of qu, this gives

Kntl _ Kgn
J J n
_ <ij D > (3.42)
w1 (v)

At
= — (V00N + B 0N+ (VL QPN

=D V) DT = Y X (V0L ) B (3.43)
l k

BN S KPV
l

n n n 21rn n n n n n
+ VZXk [T <VJ » 00" L, >w_1(v) + <VJ 78v(va)>w_1(U) v <V] ,8va>w_1(v)} ’
k
where L7 = 3, SEV". Derivative terms involving L} are to be calculated using the projected boundary

conditions on L:
L} (vp) = (X7, —N"(2,0)),, -

Because some of the inner products appearing in (3.42) will also appear in the S step, we can save some

computational effort by computing and saving the vectors and matrices in (3.42):

le = <‘/}n’U8INn>w_1(v) ’ yJ2 = <‘/;7L’E*avN7L>w_1(v) ? yé)’(x) = <‘/]"’ Qn(Nn)>w_1(v) (344)

Ajl = <‘/jnav‘/2n>w—1(v) ) Dglk = <ijnvavLZ>w—1(v) (345)

D3, = (V" 02LY) Gjx = (V]",0,(vL})) (3.46)

w1 (v) w1 (v)

Cost: O(3r(N, + N,.) +r2N,), by taking advantage of the rank-3 structure of .
Then the Forward Euler step for K can be written concisely as
KMl — Kn
= Yy Ty - Y A0 KT+ Y X[ [E Dy + v(T" D} + G — " Djy)]
1 k
Cost: O(r’N,).

Remark 2. Additional care must be taken in the implementation of the second-order integrator to ensure
each of the intermediate vectors and matrices in (3.44) is defined and computed in terms of quantities

with the correct time levels on the right-hand side.
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S step
Because the X; basis has been updated in the K step, we must re-project the boundary conditions in v
onto Xi"'H. Define L; = 3 ; Si; V', then the projected boundary conditions are

Li(vp) = (X[, —N"(x,))

To expand (3.18), substitute (3.1) into (3.18) to obtain

S 8t
z]At ©j E*>Nnsz]?+1Sl/clVln

— <Xin+1‘/jnaD
kl

> (3.47)
z, w1 (v)

n+lymn n n
zw=1(v) - <Xz + ‘/j ,Q (N )>

DS (XL O XE) (V) S (XL B (V0L )
kl k

= (XTI 00, N+ EFO,NT)

z,w—1(v)

w1t (v)

w1t (v)

_— [(Xg“, X, (V0 L) (3.48)
k

+ <Xin+17XI?+1>x <‘/jn’6v(vik)>

w1t (v)

_ <XZL+17UHX]2L+1>I <V']n7avi > L ):|

We can save computational effort again by precomputing certain matrices which will appear in the L

step. First, compute

DY = (v 0,L) D3 = (v o2i) o Gae= (V7 0,(0kk)

w=1(v) w=1(v) w1 (v) '

Cost: O(r?N,).
Then take advantage of the rank-3 structure of N to compute the inner products in both z and v:

7 = (XTI 0N 2 = (X[ BN

zaw—1(v)’? zaw—1(v)’?

Zzsj = <Xin+1‘/jn7 Qn(Nn)>x,w_1(U) )
Cost: O(3r?*(N, 4+ N,)).

Finally, compute the matrices from inner products in x:

Bi, = (X0, X7 Fy = (X" ER X

Ny = (XPHLTmXPY Gy = (XML XY Qu = (XML an X

Cost: O(r?N,).
Now the Forward Euler step for S can be written concisely as
Sz/; — Sz{j 1 2 3 / A1 2 ~ A1
— X = Zij + Zij — Zij + Zsk[BikAjl - Z [_Fiijk + V(Niijk + 0i G — Qiijk)}
Kl k

Cost: O(r?).
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L step

The L step is calculated similarly to the K and S steps. Because Py involves projecting only in v,
it commutes with the z inner product (-)_, which lets us pull the projection Pg out of each low-rank
projection. Recall that Py = I — Py where Pp is defined in (2.10) Plug (3.1) into (3.8) to obtain

> (3.49)
= —Py (X!, (00 N" + E*0,N"™))_+ Py (X[ ,Q"(N"™)),
_ P% (Z’U <X;”+176$X]?+1>z Z + Z <Xz_n+1’ E*XI?+1>I 8vLZ> (350)
k k

+ Py [(XPPLTrXPTY) 0, L+ (XL X 0u (L) — (XPHLun X 0,1y
k

n+1 n
Li — Li

— X’_ﬂ+1 PLD
At < vone

E*,N”,ZX};“LQ
k

Compute vectors appearing in (3.49):
zi(v) = <Xi”+1,v81./\f">x, 22(v) = <Xi"+1,E*3UN">x, 22 (v) = (Xi, QN U))

Cost: O(3r(N, + N,).

The Forward Euler step for L can be written concisely as

Lt _pn )
s = Pi(—El (o) = 2 (0) + 2 (v) (3.51)
+ Py Z(—ngBik — Fi 0, LY + v(Nj 02 LY + 63,0, (VL) — Qindy L)) | . (3.52)
k

Cost: O(r’N,).

The total computational cost of all three substeps scales as O(r?(N, + N,) + r#). The asymptotic
advantages do not begin to tell in one dimension, but in 2D2V and 3D3V kinetic applications, we can
easily have N,, N, > r2, in which case the efficiency gains from dynamical low-rank approximation are

quite substantial.

4 Spatial discretization

In this section we discuss the discretization of the equations of Section 3 in x. We will continue to leave the
v-discretization unspecified for now, continuing our formulation in terms of continuous inner products in
v. In x, we use a simple finite difference scheme on an equispaced grid, with grid separation denoted Az,
and points z;. Functions are approximated directly on the grid, so that u(z;) = u;. For discretization

of the inner product (-)  over physical space, we use the Trapezoidal rule. On periodic domains, the

P
Trapezoidal rule has spectral convergence, while for nonperiodic domains, its second-order convergence is
sufficient and matches the order of accuracy of our finite difference discretization of the hyperbolic terms,
described below. The Poisson equation is solved using a standard centered finite difference stencil, also
of second order accuracy. Finally, for non-hyperbolic first-order derivatives appearing inside of an inner
product in z, we use a second-order centered finite difference approximation to 9,. Discussion of our

hyperbolic finite difference discretization is below.
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4.1 Finite difference discretization of hyperbolic terms

Because of the complexity of our time discretization, additional care is required to ensure that the overall
hyperbolic structure of the kinetic equation is preserved in our discretization of x and v. In particular,
four of the equations described in Section 3 have an advective form, involving the z-derivative of one or

more unknowns. Ignoring the other (source) terms in those equations, they are:

Jo bp ag O fo 0
('9t f1 + ap b1 a1 8:1/‘ fl + a;r 0 = RHS, (41)
fo 0 a by fa azf3
and
0K+ (Vj,00,N),y 1 () + Y Ajdp Ky = RHS, (4.2)
l

where Aj; is defined according to (3.45).

Proposition 4.1. Equations (4.1) and (4.2) together form a globally hyperbolic system of partial differ-

ential equations.
Proof. Note that, by (2.7),
(Vi 00: Ny 10y = (Vi @20, fol, Dw(0)pa(0) 1) = (Vi w(@)pa©))y-1 () a20s fola, 1),

where we have used Proposition 3.1 to eliminate terms in the span of w(v)p(v) inside the inner product.
If we abbreviate the inner product by (V;, w(v)p3(v)),,-1(,) = ¥;, we can write the combined system in

quasilinear form like so:

fo bo ag fo
f1 apg b1 a f1
fo ar by axqn a2q2 ... a2qr f2
o | K1 | + a2y1 0. | K1 | = RHS. (4.3)
K, a2y K>
| | Ajy .
Kr a2'gr Kr
Ag

Here we have rewritten f3(z) as a linear combination of the Kj;(z), with coefficients g;. Per (3.16), we
have ¢; = (p3(v), V}),. But then

g5 = (V3 w(0)ps(0) 1) = (Vi p3(0)), = a5

Additionally, it is clear from its definition that Aj; is symmetric. Therefore, the matrix Ag is symmetric,

and thus is strictly hyperbolic with real eigenvalues. O

The hyperbolicity of the overall system gives us confidence in applying standard discretization tech-
niques for hyperbolic conservation laws. As a spatial discretization, we opt for a Shu-Osher conservative
finite difference discretization based on upwind flux splitting. The hyperbolic system is always upwinded
“all at once”, despite the fact that we solve the first three and the trailing r equations separately.

To be precise, fix V; and let RAR™! = Aj be the eigendecomposition of Ag(V;). Denote by w the
length-r + 3 vector w = [fo, f1, f2, K1,..., K,;]'. Let P, and P, be the projection matrices consisting
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of the first three and trailing r rows of an (r + 3) x (r + 3) identity matrix; they select the rows of w
corresponding to fo, f1, fo and K respectively:

le:[anflaf2]Ta P2w:[K13K25-~-aKT]T~ (44)

The flux terms appearing in (4.1) can be written as

bop a O fo 0
ag b1 ay 395 fl + 81 0 = Plaon'lU, (45)
0 a1 be fa az f3

and the flux terms in (4.2) as

(Vi 00Ny 1y + Y Aj0uKi = P20, Agw. (4.6)
l

The combined flux of fy, f1, f2, and K, is F(w) = Aow. Notionally, we approximate J,F(w) by a

conservative flux difference:
n 1 n 7
O F(w") = E(Fi-&-l/Z —Fi_1)2),

where Fiﬂ /2 is the numerical flux between cells 4 and ¢ + 1. The numerical flux is split and upwinded
according to the eigendecomposition of Ag. For example, a first-order upwind finite difference scheme
would use
Fiyiyp=Fpy )+ FY )y = RATR  wiy + RATR w;. (4.7)
In this work we use higher-order spatial reconstructions of the split flux, following the conservative finite
difference framework of [39]. Except where noted, we use a MUSCL reconstruction with the Monotonized-

Central limiter which is second-order in space. We then approximate the hyperbolic terms in (4.1) and
(4.2) as

1 N .
PO, F(w) = PSE (Fi+1/2 - Fi71/2) (4.8)
for Ps € {P1, P,}. Importantly, we apply the projection Py after the flux splitting and upwind recon-
struction. We base the upwinding procedure on the whole size r + 3 eigenvector decomposition of w,

rather than upwinding systems of size 3 and size r separately.

5 Two velocity space discretizations

One of the benefits of our method is that it is generic over the choice of velocity space discretization.
To illustrate this, we present a pair of velocity space discretizations based on orthogonal polynomial
expansions, for which the polynomials pg,p1,p2 appear as the first three polynomials in one of the
classical orthogonal polynomial families.

The first discretization we will discuss is a global Hermite spectral method, for which pg, p1, p2 natu-
rally enter as the first three Hermite polynomials. This method lets us discretize an unbounded velocity
domain without arbitrary truncation. The second discretization uses a truncated velocity space, with
Po,P1, P2 chosen as the first three scaled Legendre polynomials. The resulting equations for the non-
conserved part g are solved with a standard upwind finite difference method. Our aim with this pair of
discretizations is to demonstrate the flexibility of the underlying macro-micro decomposition, which may

be combined with whatever velocity space discretization is most convenient for the problem at hand.
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5.1 Asymmetrically-weighted Hermite spectral method

This section derives a global spectral expansion for the low-rank component ¢ in terms of the asymmet-
rically weighted, normalized Hermite polynomials. Expansions in terms of Hermite polynomials enjoy a
long history in numerical methods for kinetic equations. An important distinction is that between “cen-
tered” Hermite expansions, which expand in polynomials which are orthogonal with respect to the local
Mazwellian, and “uncentered” expansions. The latter use a fixed Gaussian distribution as the weight
function for the polynomial family, and pay for their greatly increased simplicity with less rapid conver-
gence. Perhaps the most famous example of a centered Hermite expansion is Grad’s moment method
[19]. Our method is an uncentered method, of which many examples have been developed in recent years.
The use of an uncentered global Hermite expansion in velocity space may be coupled with a choice of
physical space discretization; we highlight examples using Discontinuous Galerkin [32, 16] and Fourier
spectral [6, 41] methods in 2. As described in Section 4, in this work we use a flux-limited high-resolution
conservative finite difference scheme in z.

In terms of our notation, the Hermite polynomials are the orthogonal polynomial family defined on

Q, = R with weight function

where vg is a reference velocity which sets the width of the basis. The Hermite polynomials satisfy the

following orthogonality relation:

/ w(v)He, <v) He,, (v> dv = 8,,-
Q, Vo Vo

Their three-term recurrence relation has coeflicients a,, = vgyv/n + 1 and b, = 0 [36]. The first several

Hermite polynomials are

woeme(D)et moea(3) -t

v v (v/v9)3 — v /g
v)=Hei | — | =v/vy v)=Heg | — | = ——————.
p1(v) 1(v0> /vo p3(v) 3<v0> NG
From these definitions, it is simple to verify the identities

’U2

v = vop1 (v), 5 = U?O(\/épz(v) + 1),

or in terms of the matrix C,

1 0 0
C = 0 Vo 0

@ o o

2 V2

The derivative coefficients are

1 V2
dip=—, do=0, dog=-—.
Vo Vo
We search for a solution f = N'+¢g where g is expanded in terms of the first M +1 Hermite polynomials,

M

gz, t) = w(v)He, ( ! ) gn(z,t) = HYg.

()
n=0 0
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We have expressed the sum in our preferred notation, which considers the sequence of asymmetrically
weighted Hermite polynomials as a vector which may be combined via a dot product with the vector of
coefficients, g(x,t).

The weighted inner product <~>w,1(v) is discretized as the discrete dot product of two coefficient

vectors, as demonstrated by the following sequence of identities:

/Q 0 @A) dv = /Q ) (iw(v)Hen (0) gn> (i wv)Hep (O> hm> v

n=0 m=0
M M v v
— Z Z gnhm/ w(v)He, <> He,, <) dv
n=0m=0 Qy Yo Yo
M M
n=0m=0
=g”h.

The required differentiation operators in the normalized Hermite basis are discretized by the following

matrices, which may be derived from the recurrence relations for the weighted Hermite polynomials [36]:

0 0
-1 0 -1
1
0.(tlyg) = - H, —V2 s e 0. (v(HYy9)) = HE | =V2 Of -2 g,
—\/3 -6 0 -3

9
9
m

1
0y (Hiyg) = —Hi; | V2 9. v(Hyg)=wHy | 5

[

D2
Finally, the projection Pg can be discretized as the operation which discards all but the first three Hermite

coefficients, and conversely Py as the operation which sets the first three Hermite coefficients to zero:

fo 0
fi 0
f 0
Pof) = Hi g | Pére) = 8L |
0 fa

The discrete operators defined above completely specify a velocity space discretization of our scheme.

5.1.1 Spectral filtering of Hermite modes

In order to avoid numerical instability due to the Gibbs phenomenon, we apply a filter to the vector of

Hermite modes after each timestep. Following [16], we employ the filter known as Hou-Li’s filter [27]
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which prescribes multiplying the m'™ Hermite mode by a scaling factor o ( ML_H), where

1, 0<s5<2/3,

o(s) = 5 / (5.2)
e P 5>2/3,

with 8 = 36 designed to eliminate the final mode to within machine precision. This filter is applied

after each completed L step, i.e. step 5 in the first-order integrator and steps 5-6 in the second-order

integrator.

5.2 Truncated domain finite difference method with Legendre weight

While global spectral methods for velocity space such as the Hermite method exhibit high accuracy and
are easy to implement, they are not the only option available, nor the best in all circumstances. Grid-based
methods, in particular Discontinuous Galerkin methods, are often preferred for their better resolution of
fine filamentation structures in velocity space [26, 24]. In particular, unlike Hermite spectral methods,
grid-based methods do not suffer from degraded resolution when the drift velocity or temperature of
the local solution differs too much from the “reference” velocity and temperature around which the
polynomial basis is expanded.

To illustrate the flexibility of our scheme to accomodate a variety of velocity discretizations including
grid-based methods, in this section we describe a finite difference discretization of a truncated velocity

space with the macro-micro decomposition based on the Legendre polynomials P;(v).

Our truncated velocity domain is 2, = [—Vmaaz, Vmaz], With the constant weight function
1
w(v) =
Umaz

The Legendre polynomials scaled to €2, satisfy the orthogonality relation

/ w(v)Pn( Y )Pm< v > dv = d,m-
Q. Umazx Umax

The recurrence relation for the orthonormal Legendre polynomials has coefficients

n+1
ap = Umazs bn =0,

V(2n+1)(2n +3)

and the first several examples are

po(v) = Py (v:a) = % p2(v) = P (UT:M) - g (3 <v:az>2 N 1)
wo=n () o= )

From the first three Legendre polynomials it is easy to verify the identities

2 v 02 8
v = \/;Umaa:pl(v)v ? = % (\/;pZ('U) + 1) )

or in terms of the matrix C,
V2 0 0
0 \2tme 0
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The derivative coefficients dqq, dag, d21 are as follows:

V3 V15
dip = , dyp =0, do=

Umaaz vmaz

We discretize velocity space using a finite difference discretization. The hyperbolic term in the L step,
equation (3.51), is discretized using a piecewise-linear MUSCL reconstruction with the monotonized-
central (MC) slope limiter and a Lax-Friedrichs numerical flux. Second-order derivatives in v are dis-
cretized using a second-order centered finite difference operator. Inner products in v are computed using
the midpoint rule. Boundary conditions on g are implemented via extrapolation of the Dirichlet boundary
condition g(z,vp,t) = —N(z,v,t) into a ghost cell layer that is two cells wide.

6 Numerical results

In this section we provide numerical results from standard benchmark problems in computational plasma
physics. All benchmarks are implemented in both the global Hermite and finite difference velocity
discretizations. For the Hermite discretization we use vy = 1.0 corresponding to a weight function
w(v) = \/%e_g. For the finite difference discretization, we use vy,q, = 8.0. Except where otherwise

indicated, we use the second-order time integrator and neglect collisions, v = 0.0.

6.1 Verification of second-order temporal accuracy

To verify the claimed second-order accuracy of the splitting scheme described in Section 3.3, we perform
a convergence study using the weak Landau damping numerical test of Section 6.2. This is solved using
a fifth-order WENO finite difference discretization [40] in space with N, = 128 grid points, and the
Hermite spectral discretization in velocity with M = 256. The first-order scheme is run with At ranging
from 4 x 1073 to 1.25 x 104, while the second-order scheme is run with At from 8 x 1073 to 5 x 107%.
Convergence is observed by comparing the solution f(At) with the refined solution f(At/2) at time
t = 5.0, and taking the L? norm of the difference. The results are shown in Figure 1. We observe
excellent agreement between the theoretical and empirical rates of convergence for both integrators.

6.2 Weak Landau damping

As a physics test, we reproduce the ubiquitous weak Landau damping benchmark problem with wavenum-
ber k = 0.5 using both the Hermite spectral discretization and the Legendre-weighted finite difference
discretization in velocity.

The initial condition is
fo(z,v) = (1+ dcos(kz))e /2, x € (0,2r/k).

The perturbation size is set to § = 1 x 1073. The domain is discretized with N, = 128 points in the
x direction and with either M = 256 Hermite modes or N,, = 256 velocity grid points. The rank is set
to r = 6. We run the simulation with the second-order integrator to time ¢ = 40, using timesteps of
At = 2 x 1073, The result is shown in Figure 2. We measure a damping rate of v = —0.1525 for the
Hermite spectral discretization and v = —0.1523 for the finite difference discretization of velocity space,

demonstrating good agreement with the linear theory prediction of v = —0.153.
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Figure 1: Convergence plot demonstrating first and second-order accuracy in time of the respective time
integrators. The first-order integrator is unstable for At = 8 x 1073.

Collisional Landau damping

We validate the correctness of our solver including collisionality by comparing the Landau damping
phenomenon at a variety of collision frequencies v. We solve the same weak Landau damping problem
as above, but with the collision frequency v set to 0.0,0.25, and 1.0. The Hermite spectral solver is
run with M = 256 and At = 2 x 1073, the same as the collisionless example. In contrast, the finite
difference velocity discretization becomes more stiff as the diffusive collision term grows larger, so for
that discretization we reduce both the velocity grid spacing and timestep to N, = 128 grid points and
At = 5 x 10%. The results are shown in Figure 3.

6.3 Strong Landau damping

In this example we use the same wavenumber and domain as the weak Landau damping problem, k = 0.5,
but set 6 = 0.5 to explore the strong (nonlinear) Landau damping regime. Again we present results from
both the Hermite spectral and finite difference discretizations in velocity space. The simulation is run
with » = 16, on a grid with N, = 128 grid points in z, and either M = 256 Hermite modes or N, = 256
velocity grid points. The timestep is set to At =4 x 1073, and the initial condition is evolved using the
second-order energy-conserving integrator to ¢ = 50.0. The results are shown in Figure 4, including the
phase space density at ¢t = 25.0. Conservation properties of both first and second order integrators on

this strong Landau damping problem are shown in Figure 5.
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(b) Charge, current and energy conservation error.

Figure 2: Weak Landau damping example, demonstrating exact conservation of charge and energy with

the second-order time integrator.
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(a) Measured damping rates as a function of collision frequency v. Increasing collisionality brings the solution
nearer to the fluid limit, which experiences no damping. Our results agree well with published results in [25].

Hermite, v=1.0

Finite difference, v=1.0

10° 10°
— Charge error
1034 Current error 1031
— Total energy error
107+ 1076
107+ 1079
NN \ - . ‘ ‘ . ~ |
2 A \.‘l‘,/\; “ \[“\'( N P‘““ﬂ‘ l,f\u./\,r/ \‘.f \,v( \Y% » /\ a) fﬁu‘m'v'm",f/\"h‘:‘/ \‘u‘f\\f"\f N \;‘ ‘
1075 1 * ] ‘I 107 /0 I { |
[ IF,\F
10715+ 10154 ‘ Wl
1078 1= : : : ; 1018 1— : : : ;
0 10 20 30 40 0 10 20 30 40
t t

(b) Conservation of charge and energy by the second-order integrator, tested in the v = 1.0 case.

Figure 3: Collisional Landau damping example.
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(a) Phase space distribution f(z,v,t = 25.0) showing strong filamentation. The finite difference discretization is
both less diffuse and shows less severe positivity violations than the Hermite discretization, which demonstrates
the importance of compatibility with a diversity of velocity space discretizations.
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(b) Electric energy traces. Our implementation matches both the initial nonlinear damping and subsequent growth

rates, compared to published results such as [26].

Figure 4: Strong Landau damping example.
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(b) Exact conservation of charge and energy by the second order integrator with an Ampere solve.

Figure 5: Conservation plots in the strong Landau damping example. We observe the benefit of overall

second-order accuracy in the improved conservation of current in (b), compared to the conservation error

of energy in (a).
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6.4 Two-stream instability

Here we reproduce the two-stream instability example from [16]:

2 1
f(2,v,0) = Z (1 +50?)(1 4 6((cos(2kx) + cos(3kx))/1.2 + cos(kx)))—e*“2/2,
7 V2T
with 6 = 0.01,k = 0.5. This form of the distribution function is chosen to give the following analytic
forms for the zeroth and second Hermite moments:

fHermite (. ) = 1—72(1 + 0((cos(2kx) + cos(3kx)) /1.2 + cos(kz))),

~10v2
T

fHermite . () (1 4+ 0((cos(2kx) + cos(3kx))/1.2 + cos(kx))).

We run this simulation on a grid with N, = 256 grid points in z. For the Hermite spectral discretization
we use M = 256 Hermite modes, and for the finite difference discretization we use N, = 256 velocity
grid points. The rank is set to » = 20, and the instability is evolved with At = 4 x 10~2 well into the

nonlinear phase, up to ¢t = 50.0. The results are shown in Figure 6.

7 Conclusion

We have demonstrated a novel macro-micro decomposition which separates the particle distribution
function f into a rank-3 macroscopic portion which shares the moments of f, and a microscopic part
which may be evolved in the dynamical low-rank approximation framework. This separation leads to a
method which shares the efficiency benefits of the standard DLR approach while preserving conservation
of charge, current, and kinetic energy density. Our macro-micro decomposition can be combined with
appropriate temporal and spatial discretizations to obtain schemes which exactly conserve charge and
either current or total energy, and exhibit second-order accuracy in time on our test problems.

To construct the decomposition, we use the orthogonal polynomial family corresponding to a weighted
inner product over velocity space to form an orthogonal projection which effectively separates the macro-
scopic and microscopic portions of f. Our approach has the benefit of supporting both infinite and
truncated velocity domains. Because the decomposition happens at the equation level, one can choose
any discretization of velocity space which is suitable for the application at hand. To demonstrate this
flexibility, we have implemented both a Hermite global spectral discretization and a conservative finite
difference discretization of velocity space.

As a proof of concept, we have implemented this scheme in one dimension, demonstrating the effec-
tiveness of the approach on standard plasma test problems. We anticipate that extending the scheme
to multiple dimensions should pose no essential difficulty, since one can obtain a similar macro-micro
decomposition based on tensor products of orthgonal polynomials. Similarly, applying our scheme to
the full Vlasov-Maxwell system would capture fully electromagnetic physics without disproportionate

complications.
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Figure 6: Two-stream instability.
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