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Abstract In [J. Sci. Comput., 81:2188-2212, 2019], we considered a superconvergent hybridizable dis-
continuous Galerkin (HDG) method, defined on simplicial meshes, for scalar reaction-diffusion equations
and showed how to define an interpolatory version which maintained its convergence properties. The in-
terpolatory approach uses a locally postprocessed approximate solution to evaluate the nonlinear term,
and assembles all HDG matrices once before the time intergration leading to a reduction in computa-
tional cost. The resulting method displays a superconvergent rate for the solution for polynomial degree
k > 1. In this work, we take advantage of the link found between the HDG and the hybrid high-order
(HHO) methods, in [ESAIM Math. Model. Numer. Anal., 50(3):635-650, 2016] and extend this idea to
the new, HHO-inspired HDG methods, defined on meshes made of general polyhedral elements, uncov-
ered therein. We prove that the resulting interpolatory HDG methods converge at the same rate as for
the linear elliptic problems. Hence, we obtain superconvergent methods for k£ > 0 by some methods. We
present numerical results to illustrate the convergence theory.

Keywords Hybrid high order methods - hybridizable discontinuous Galerkin methods - interpolatory
method - superconvergence

1 Introduction

This is the third in a series of papers devoted to the devising of interpolatory HDG methods for the
scalar reaction-diffusion model problem

Ou— Au+ F(u)=f in 2 x (0,7,
u=0 ondf2x(0,7T], (1)
u(-,0) =wup in £2,

where (2 is a Lipschitz polyhedral domain in R?(d = 2, 3), with boundary I" = 9¢2. The interpolatory
approach has two main advantageous features. First, it avoids the use of a numerical quadrature typically
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Interpolatory HDG Wh ujy T flux q scalar u
(A) phtl up, 1/h  k+1 k+2(k>0)
(B) Pk pE(up, ) 1k k+1 0 k42 (k>0)
©) PE=L ph l(wy,a) 1k k+1 k+2(k>2)

Table 1 Convergence rates for the Interpolatory HDG (ABC) methods. The elementwise postprocessing PZ+1(Uh7 up) is
taken from [14]. The last column gives the orders of convergence of u}, to u.

required for the assembly of the global matrix at each iteration in each time step, which is a computa-
tionally costly component of standard HDG methods for nonlinear equations. Second, the interpolated
nonlinear term and its Jacobian are simple to formulate and evaluate, which yields a straightforward
implementation of the method.

In the first paper of this series, [18|, we applied this idea to an HDG method defined on simplicial
meshes. It is called the HDGj method since it uses polynomials of degree k to approximate all variables,
that is, the flux ¢ = —Vu, the solution w, and its numerical trace on the faces of the elements. The
interpolatory method was obtained by simply replacing the nonlinearity F'(uy,) by a suitably defined linear
interpolate Zp, F'(uy, ). Unfortunately, the resulting method lost the superconvergence property it had in the
linear case. In the second paper, 8], we showed that, if instead of Zy F'(uy, ), we use Zp, F'(u},), where u} was
a elementwise postprocessing of the approximate solution, we recovered the superconvergence previously
lost. In this paper, we extend this idea to the new, HHO-inspired HDG methods uncovered in [14]. These
methods are defined on meshes made of general polyhedral elements, use polynomials of degree k to
approximate the flux variable ¢ and numerical trace, and use different polynomial degrees for the scalar
variable u. We refer to them as the HDG (ABC) methods. To deal with non-simplicial elements, the
stabilization function incorporates the postprocessed approximation ujy, which is the distinctive feature
of the HHO methods, see [3}[14]. We prove that the interpolatory technique maintains the convergence
rates of the HDG (ABC) methods while retaining all the advantages of the interpolatory approach.

We note that the HDG (A) method is also known as the Lehrenfeld-Schéberl HDG method or the
HDG+ method. This HDG method has been investigated in a number of works; see, e.g., [3/39,40] and
the recent papers [9,24,/54] and the references therein.

We summarize the convergence rates of the Interpolatory HDG (ABC) methods in Table [I} We see
that, in terms of the approximation for u, the Interpolatory HDG (A) method converges optimally for
all & > 0, the Interpolatory HDG (B) superconverges for all & > 0, and the Interpolatory HDG (C)
superconverges for k > 2. We must emphasize that the superconvergence of the HDG (B) methods for
k = 0 is fundamentally different from the superconvergence of the HDGj methods considered in (8],
where k > 1 is required for superconvergence. This reflects the essential different nature of the HDG
(ABC) and the HDGyj, methods. It is worthwhile to mention that the convergence rate of HDG (C)
method stated in [14] has an error when k = 1 since, in the linear case, its superconvergence property is
only valid for k > 2. This property is similar to that of the BDM mixed methods [2] which use the same
local spaces for g and wu.

Interpolatory finite element approaches for nonlinear partial differential equations have been investi-
gated for many decades because of their computational advantages. There are many different names for
these methods, including finite element methods with interpolated coefficients, product approximation,
and the group finite element method. For more information, see |7.{10L|11}22}23}25]26,[30H32,|42L{47H53]
and the references therein. Our interest in applying the interpolatory approach to the HDG methods is
that, after its introduction [15] in the framework of linear steady-state diffusion problems, they have been
extended in the last decade to a wide variety of partial differential equations including nonlinear equa-
tions like those of convection-diffusion [17], of the p—Laplacian [17], of the incompressible Navier-Stokes
flow [5/34,/37], of the compressible Navier-Stokes flow [41}/43], of fluid dynamics [38], of continuum solid
mechanics [35], of scalar hyperbolic conservation laws [4,28]/33], of large deformation elasticity [29,36146];
see also the reviews [12]/13]. The popularity of these methods stems from the fact that they are discontin-
uous Galerkin (DG) methods amenable to static condensation. Therefore, the number of globally-coupled
degrees of freedom for HDG methods is significantly lower than for standard DG methods. The applica-
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tion of the interpolatory approach to HDG methods for nonlinear problems renders the resulting methods
even more efficient to implement.

The paper is organized as follows. We discuss the Interpolatory HDG (ABC) formulations in Section
We then analyze the semidiscrete Interpolatory HDG (ABC) methods in Section Finally, we illustrate
the performance of the Interpolatory HDG (ABC) methods in Section |4| with numerical experiments. We
end with some concluding remarks.

2 Main results

In this section, we introduce the notation, define the interpolatory HDG (ABC) methods, and state and
briefly discuss their a priori error estimates.

2.1 Notation

To describe the Interpolatory HDG (ABC) methods, we first introduce the notation used in [15].

2.1.1 Meshes and inner products

Let T, be a collection of disjoint elements K that partition 2, and K is star-shaped with respect to some
ball; see |1, Definition 4.2.2]. Set 97y, to be {OK : K € Tp,}. For an element K in T, let e = OK N T
denote the boundary face of K if the d — 1 Lebesgue measure of e is non-zero. For two elements K+ and
K~ of the collection Ty, let e = K™ N K~ denote the interior face between K+ and K~ if the d — 1
Lebesgue measure of e is non-zero. We assume the edges are flat in 2D and are planar in 3D. Let £ and
5}? denote the sets of interior and boundary faces, respectively, and let £, denote the union of £ and
€.

For D C R% let (-,-)p denote the L2(D) inner product and, when I is the union of subsets of R¢~1,
let (-,-)r denote the L?(I") inner product. We finally set

(U),’U)’Th = Z (’UJ,U)K, <<7p>87'h = Z <<7p>[‘)K .

KeTn KeTn
2.1.2 Spaces

Set

Vi, = {v € [L*(2)]? :v|g € [P*(K)",V K € Th},
Wy i={we L*(N): wlgePK), VYKET},
Zn ={2€L*(N): zlx e P"Y(K),VKeT},
My, = {/JJ S Lz(gh) : /’Lle € Pk(e)v Vee&p, N|£g = 0}7

where P¥(D) denotes the set of polynomials of degree at most k& on a domain D. In what follows, we

take £ = k + 1, k, and k — 1 to define the Interpolatory HDG (A), (B), and (C) methods, respectively.
Note that the Interpolatory HDG (C) method is only defined for k& > 1.

2.1.3 Interpolators and projections

As in [8], we denote by Zj the element-wise Lagrange interpolation operator with respect to the finite
element nodes for the space Z;,. Thus, Zg € Z; for any function g that is continuous on each element.

We denote by IT¢ (¢ > 0) and ITY (k > 0) the particular L2-orthogonal projections IT§ : L?(K) —
PYUK) and 119 : L%(e) — P*(e), respectively, that is,

(IT9u,vp) i = (u,vp)x, Yo, € PYK), (2a)
(ITPu,Tn)e = (u,Tp)e, V0 € PE(e). (2b)

The following error estimates for the L2 —projections and the elementwise interpolation operator Z;, from
Section [2| are standard and can be found in [1].
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Lemma 1 Suppose k,¢ > 0. There exists a constant C' independent of K € Ty, such that

|w — Thw||x < ChF2|w|py0.x Vwe C(K)nH?(K),
lw — Ijw| k §0h6+1|w|g+17[( VwGH“‘l(K),
|w— MPw|lox < CRFYY 2wy x Vwe HFY(K).

We now define an auxiliary projection related to the postprocessings originally developed in [16}27,
44,|45] but more intimately linked with that of the HHO methods [19-21], see also [14]. On an element
K € 7Ty, we define the auxiliary projection I}, as

i yu = py (P w, ), 3)

where pp ™ (up,, 4y) is the element of PF+1(K) satisfying

(Vp’,ﬁ“(uh, ﬂh), VZh)K = —(uh, Azh)}{ + @h,n . Vzh>aK Yz € [’P?Jrl(K)]L, (4&)
(P (uns @n)s wi) i = (un, wh) K Y wy, € PYK), (4b)

where [Py (K)): := {vp € PPTUK) : (vh, wp)x = 0,V wy, € PY(K)}.

2.2 The Interpolatory HDG (ABC) methods

We can now define the Interpolatory HDG (ABC) methods as follows: for all (rp, v, o) € Vi x W, x Mp,
find (gp,up,Un) € Vi, x Wy, x M}, such that

(@n,rr)7 — (U, V- 14) 75 + (Un, h "n>aTh =0, (5a)

(Ounsvr) 75 — (@ns V)75, +(@h - 1, 0n) o7, + (ZuF(uh), vn) 7, = (fsv0) 750 (5b)
(@n -1, 0n) g7, \e0 = 0, (5¢)

up (0) = @y (0), (5d)

where u} = prH(uh,ﬂh). To complete the definition of the methods, we need to define the numerical
trace for the flux, @, and the initial condition @y (0). For any element K € 7T, we define g, - n on 0K
by

@n - m=qn o g i rh g (un — n)), (6a)
where &% is the adjoint of r% ., and 7%, is defined, see [14], by
k PN RPN

ror(un — Up) = I uy, — Up,. (6b)

Finally, we define the initial condition @, (0) as one of the components of the HDG (ABC) elliptic approxi-
mation. For any ¢ € [0, 7], we define the HDG (ABC) elliptic approximation of (—Vu(t)|7, , u(t)|7,, u(t)|e, )
to be the unique element (qy,, un,up) of Vi, x W), x M}, which solves

@n.m0) 7, — (@, V- 7) 75+ @ny Th M) on00 = 0, (7a)
(V@ vn) 7 — (@, -1 On)om + (it (125, — n), v — Tn)or, = (—Ault),va)7, (7b)

for all (’I’h,’t}h,i/\h) € Vi, x Wy x My, where ﬂz = pﬁ+1(ﬂh,ﬁh) and ’U;; = pZ+1(Uh76h)-
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2.3 Main result
We assume that the nonlinearity F' satisfies a Lipschitz condition:
|F(u) — F(v)| < Llu—v| VYu,v€D. (8)

As done in [8], we assume that, when F is globally Lischitz in a suitably chosen domain D, the solutions
of the model problem , and those of the semidiscrete Interpolatory HDG (ABC) equations , exist
and are unique for ¢ € [0, 7.

We also assume the elliptic regularity inequality

18]l + [[#]l2 < Cligllo, (9a)
where (®,¥) solves the dual problem:
¢+VU =0, V-&=g inf2, ¥=0 on 0f2. (9b)

We can now state our main result for the Interpolatory HDG (ABC) methods.

Theorem 1 Assume that the nonlinearity F is globally Lipschitz, that is, it satisfies condition with
D := R. Assume that u € C[0,T; H**2(02)] N C°[0,T; WL>°(£2)]. Finally, assume that the elliptic
reqularity inequality holds. Then, for all 0 <t < T, the solution (g, un,u}) of satisfies

lq(t) — qu(t)ll7; < C R,
[u(t) — un ()7, < CRY,

Ju(t) - wi 0l < {ZH i (k1) = (1,0)

otherwise.

The constant C' is independent of h, but depends on T and on morms of u and u;. Moreover, if the
nonlinearity F' satisfies the Lipschitz condition with D := [—M, M|, where

M =max{|u(t,z)|:x € 2, t € [0, T} + 98, for a fized § >0,

and the mesh is quasi-uniform and h < %6’C+21—d/2 18 small enough, then the same convergence rates
hold.

This result states that, provided the solution is smooth enough, we recover the optimal orders of conver-
gence. For HDG (A) with k& > 0, the optimal order of convergence of k + 2 holds for u}, as it coincides
with uj. Superconvergence of order k + 2 for uj holds for HDG (B) with £ > 0, and for HDG (C) with
k > 2. When k = 1, the order of convergence of u} for HDG (C) is only k + 1 = 2.

The result can be extended to other initial conditions, as confirmed by our numerical experiments.
The one we chose makes the proof simpler.

3 Proof of the error estimates

This section is devoted to proving our main result, the a priori error estimates of Theorem [I} To do
that, we essentially follow the approach carried out in [8]. However, we need to use different auxiliary
projections to capture the special structure of the stabilization functions of the HDG (ABC) methods.

3.1 Reformulating the HDG (ABC) methods

We begin by rewriting the definition of the Interpolatory HDG (ABC) methods to render it more suitable
to our error analysis. Unlike the approach used in [§], here we eliminate the numerical trace of the flux
from the equations.
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Proposition 1 (Reformulation of the methods) For all (rp, v, 0r) € Vi, x Wp, X My, the Interpo-
latory HDG (ABC) formulations can be rewritten as follows: find (qp, un,tp) € Vi x Wy, x My, satisfying

(@n,rn)7, — (Un, Vo ri) 75, + (Un, T M) g =0,
(Ovun, vn) 7, + (ZnF (up),vn)7, + (V- Gn,vn) 75 — (@0 - 1, On)oT,,
+(h (Tuf, = ), 0% = On)ar, = (f0n)7,
up (0) = 1y (0),

k+1

where uj = py " (un, Un) and v} = pi“(vh,@h).

Proof Inserting the definition of the numerical trace of the flux into the first two equations defining
the HDG (ABC) method (f)), we obtain

(Orun; vn) 7, — (qn, Vor) 7, + (ZnF (uj), vn) T,
+Han -+ b (b (Huh =)l oo = (f, vn) 7
{an - n+ b lht (Iu;, — )], ) o, = 0.
Subtracting the second equation from the first, and integrating by parts, we get
(Ovun, vn)7, + (TnF (up), vn)7, + (V- @nsvn) 7, — (@ -1, 0n) o7,
Hrbic[hg! (2w, — @n)),vn = Tn)ors, = (f,vn) 7.

Since r%%. is the adjoint of 7%, the result follows after using the definition of 7%, in , k(o —0p) =
H,‘?pﬁ“(vh,@h) — U, and after recalling that v} = prH(vhﬁh).

3.2 Main error estimate

Our analysis is based on estimating the following quantities:

q _ — u o — o~ = uwr o x %
€, =d4dnh — 4y, € = Up — Up, €, = Up — Up, €p = Up — Uyp.

Here, we obtain the main estimates for these functions.
We begin by obtaining the error equations.

Lemma 2 (Error equations) We have

(el i) — (€1, V i) 7, + (efi,mh - Mo, =0,
(Ocehsvn)T, + (V- ef,on) 7, — (ef - m, U)o,
Hh (e — e, v — Tn)or, + (TnF(uh) — F(u),vn) 7, = (Ou(II{w — ), vn) 75, -

This result can be easily proven by subtracting the equations from those in Proposition |1} and noting
that e} = prt(el, ef).

Lemma 3 (Error estimates at ¢t = 0) We have €}/(0) =0 and
e ()13, + IA=/2(12ey” (0) = ef(0)) 37, = 0.

Proof Take (71, v5,70p) = (€](0),e%(0),eZ(0)) in the error equations of Lemma evaluate at t = 0 and
add the resulting equations. Since e}!(0) = up(0) — @, (0) = 0, we get the result.

Next, we display the main error estimates.

Lemma 4 (Main error estimates) Fort € [0,T], we have
t
— ) * n
ek @l + [ (el + 120y D) < C o),
¢
el + In e’ = ehlr, + [ okl < e,

where O(t) == [ 9, (Hgu —wn)||% + [y IIF(u) — TnF(u})|, -
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Proof We first take (v, vp,75) = (ef, e, eg) in the error equations of Lemma [2) and add the resulting
equations to get

(Dreps i) + lletlF, + IRV 2 (e = ep)ll3r, = Ou(IT7u —n), ), + (F(u) = TnF (u}), e) 7. -
We now apply the Cauchy-Schwarz inequality to both terms of the right-hand side, and take

¢(t) = ller )17, Z(s) = 2(llef 5, + 1n 2 (el — e)l3m,),
A(t) = 0, B(s) = 2|0, (117w — )| 75, + [|F(w) = Zn F(uj) || 73,)

in a Gronwall-like inequality [6, Proposition 3.1] and the fact that ej'(0) = 0 to obtain

t
HGZ(t)”%’hJFQ/O (lef 17, + In~2(1Res” — e)ll3r,) S( ; 10: (117w —an) ||
t

2
T —thm;:)m) |
0

The first inequality is obtained after simple manipulations.
Next, we take the partial derivative with respect to ¢ in the first error equation of Lemma [2| and keep
the second equation unchanged. We obtain

(ateZ?,rh)Th - (8te;i7 V- Th)Th + <at€Zﬂ“h ' n>3Th = Oa
(Orersvn) T, + (V- €f,vn) 7, — (€]l -, n)or,
Hh (e — e, v — Tn)or, + (TnF(uh) — F(w),vn) 7, = (0u(II{w — ), vn) 75, -

Taking (rp,vp, 7h) = (e}, Oselt, 8&%) in these equations and adding them, we get

(el el 7, + (R (ITPey” —eib), 0 IIlel — Brepyor, + ||Oep 1%
= (0y(II{u —p), Opep,) 75, + (F(u) — ZnF'(u},), Orep) T3, -

We now apply the Cauchy-Schwarz inequality to each of the two terms of the right-hand side, use Young’s
inequality and the estimates of the errors at ¢ = 0 of Lemma [3| to get the second estimate.

3.3 The Lipschitz conditions on the nonlinearity

Here, we end our error analysis. We bound the term || F(u) — Z, F (u},)|l7;, under different assumptions
on the nonlinearity F'(u) and conclude. To do that, we need the following auxiliary result. Its proof is
given in Appendix [A]

Lemma 5 We have

T} 11u — ullo,co, 5 < Chl|Vullo,co, 5 (10a)
|15y u — upll7, < C(llun — H7ull7, + hllgn — HZq||7, + hllqg — TEq||T,). (10b)

Theorem 2 For any t € [0,T], we have the following error estimates

I1I2q — Q|75 < Ch|II7(—Au) + Aul| 7,
+C(W?|| T q — qllom, + 1h™" 2 (I qu — w)|loT,),
[Tw — |7, < CAMHRLO 1T (- Au) + Aul 7,
+C(W?|| T q — qllor, + 1h™" 2 (I qu — w)|lo7,),
10 TTgu — Oty || 7, < CRMF™ ™| 112 (— Awy) + Auwy|7,
+C(W2| T qy — qullom, + |2 (T yue — w7,
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3.3.1 Error estimates for a global Lipschitz condition

Here, we assume the nonlinearity is globally Lipschitz.
Lemma 6 We have
17 (u) = ZnF (up) 7, < |1F(u) = ZnF(u) |7, + C(llu = Zpull, + llu — I yullg, + 1w — g 7,).-
Proof To bound the error in the nonlinear term, we write F'(u) — Z, F'(u},) = R1 + Ra + R3, where
Ry :=F(u) = Iy F(u), Ry:=I1yF(u) —IpF(II; u), R3:=TIF(I}; u)—ZLyF(uy).
The result follows since
|Rallzs < Cllu - Tuull, + lu — Migyully)  and  |[Rslly, < CllTgyu — 7.
as shown in |18 Lemma 6]. This completes the proof.

Remark 1 Although the proof of [18, Lemma 6] only holds for simplex mesh, it can be extend to general
polygonal mesh by using a finite number of reference elements. The proof is trivial and we skip it.

Lemma 7 Fort € [0,T], we have that

t
@&)seHDcuw+@Am4w+4{/(Mm@;+h%wm%)
0

where

t t
@wdo:/W@wm—mm%+0/wm—Hm
0 0

7.+ 1?lla, — gl

7.);

t
Oapp(t) := C/O (I1F () = T F ()17, + llu = Zhull 7, + llu — I qullz, + h2llg — ITRq|7,)-
We note that @y pg involves the HDG elliptic approximation, while © 4 pp involves only approxima-
tions of the exact solution of the PDE and related quantities.
Proof We have, by Lemma [6]
On = [|F(u) = InF (up)| 7,
< 1F(u) = ZnF(u)ll7, + Cllu = Znullz, + llu = HIE yully, + 1w — vy ll7)
SN F(w) = ZnF (w7, + C(llu = Zpull, + [lu — Iy ull7,)
+ C(lun — Il + hllgn — ITEql 7, + hllg — ITZqll7,),
by (10Db). Using the definition of e} and e}, and the triangle inequality, we get
1F(u) = ZnF (up)ll7, < [1F(u) = ZnF(u)ll7, + Cllu = Znull7, + lu — 1 ull7,)
+ C(llun — H7ull7, + ki@, — iqll7, + hllq — ITZq||7;)
+ C(llexll7, + hllegl
Inserting this bound in the definition of ©(t), we obtain the desired result. This completes the proof.

T )-

Lemma 8 Fort € [0,T], we have
t
leis (8)117, +/0 (€217, + 1h 2 (Res” = eili3,) < 2t@(T),

t
Wﬂ%+wfmﬂﬁﬁ—%%n+AH@%% < 29(T),
where P(T) := Oupa(T) + Oapp(T).

Proof By the previous lemma, we have, for all ¢ € [0, 7],

9@§@wdﬂ+9ﬁﬂﬂ+CAOM|

7.+ D2 ledllT,)

<Oupa(T)+Oapp(T) + C’/t(s + h?) O(s) ds,
0

by Lemma[d] By applying the Gronwall inequality, we get that ©(t) < C(T) (T). The result now follows
by using the main estimates of Lemma
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3.3.2 Error estimates for a local Lipschitz condition

In this section we assume that the nonlinearity F' is only locally Lipschitz, as is the case in many
applications. To deal with this case, we assume that the mesh 7}, is quasi-uniform.

Lemma 9 Assume the mesh Ty is quasi-uniform. Then for h small enough and t € (0,T), the error
estimates of Lemma[§ hold.

Proof By (10al), there is an hqy such that for all h € (0, ko] and for all ¢ € [0, T7], there holds

)
|0,00,Th < 9"

lu = Il u
Therefore, 1T u € [—-(M —§/2),(M —0/2)], and this implies that
[1F(w) = F(I} w7 < Lljw = Il 7, -
By an inverse inequality and the assumption of quasiuniformity of the mesh, we get
1T 41u(0) = (0)llo,00,75, < B~ 2| 1T 41 u(0) — i (0)l7

< C([lun(0) = H7u(0) |7, + Pllgn(0) — ITZq(0)|| 7, + hllq(0) — IT¢q(0)]|7,)

< C([[an(0) = I7u(0)||7; + nllq(0) — IT2q(0)]7;,),
where we used ([10b)) and Lemma (3] Then by Theorem |2l and Lemma |1| we have

175 410(0) — 7, (0) o, < C™2(REFZFmME) 4 phs2),

By the restrictions on d, the upper bound of this error at time zero can be made strictly smaller than
d/2 by taking h sufficiently small, say, for all h € (0, h§], where hf§ < hg.
Then, for each h € (0, h§] let t, € (0,T] be the largest value such that for all ¢ € [0, ¢5,] there holds

)
11T vt = i o7, < 5. (1)

Therefore, u} € [-M, M], and again we have
I1E (T yu) = F(up)ll7, < LI u — vl 7 -

Now the error estimate of Lemma [J] can be proved in exactly the same way as in Lemma [§ However,
the estimate now holds only for all & € (0, h§] and for all ¢ € [0, t].
By ([10b) and the error estimate, for all ¢ € [0, ¢,] we have

T3 yu(t) —un(t)ll7 = llef ()7, < CREF2FmRLE 4 Opi2,
By an inverse inequality, for all ¢ € [0, ¢,] we have
1T () = un(®)llo o7 < C(REHHMNLD 4 ORFF2)HE,
As before, there exists hy € (0, h§] such that for all h € (0, h;] and for all ¢ € [0, ¢;] there holds

4
M7 1 ul®) = un(®)o,00,7 < 5-
Since for each h € (0, h1] we have that t;, € (0, T is the largest value such that holds for all ¢ € [0, t5],

therefore t;, =T for all h small enough. This completes the proof.

3.4 Conclusion

We are now ready to conclude the proof of our main result. Indeed, if the nonlinearity is globally Lipschitz,
since ¢ — q, = q — I q+ IIq —q;, +q;, — q, and v — up = w — IHPu + v — uy + Uy — up, the
convergence estimates for ¢ — q; and v — uy, in the main result follow from the triangle inequality, the
estimates in Lemma Theorem [2| and Lemma The superconvergence estimate for u —uj, in the main
result follows from the triangle inequality, Proposition , and the estimates in Theorem [2| and
Lemma 8

If the nonlinearity is locally Lipschitz, the estimates of the main result in this case now follow from
the above result in the same way. This concludes the proof of the main result, Theorem
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Table 2 History of convergence. Top is HDG (A), middle is HDG (B) and bottom is HDG (C)

h q—qnllo,2 u — upllo,2 u —ujllo,2
Degree V2 ]é'rror | Rate Iljlrror H Rate ]grror hH Rate
2T 1.18 2.93E-01 2.93E-01
2-2 | 6.33E-01 0.89 | 9.53E-02 1.62 | 9.53E-02 1.62
k=0 2-3 3.23E-01 0.97 2.47E-02 1.95 2.47E-02 1.95
24 1.62E-01 0.99 6.24E-03 1.99 6.24E-03 1.99
275 | 8.12E-02 | 0.98 1.56E-03 | 2.00 1.56E-03 | 2.00
2—T ] 3.39E-02 8.81E-02 8.81E-02
22 9.15E-03 1.97 1.14E-02 2.95 1.14E-02 2.95
k=1 23 | 2.33E-02 1.99 1.44E-03 | 3.00 1.44E-03 | 3.00
2—4 | 5.86E-03 1.99 1.80E-04 | 3.00 1.80E-04 | 3.00
275 | 1.47E-03 | 2.00 | 2.25E-05 | 3.00 | 2.25E-05 | 3.00
Degree | - llg — gnllo, llu — unllo,n lv — ujllo,2
V2 Error Rate Error Rate Error Rate
2~ T 1.21 3.23E-01 2.41E-01
22 6.40E-01 0.92 1.41E-01 1.20 6.47E-01 1.90
k=0 | 273 | 3.24E-01 0.98 | 6.68E-01 1.08 1.66E-02 1.97
2—4 | 1.62E-01 1.00 | 3.29E-02 1.02 | 4.17E-03 | 2.00
25 8.13E-02 1.00 1.64E-02 1.00 1.04E-03 2.00
2~ T 3.41E-01 9.33E-01 6.31E-02
22 9.02E-02 1.90 2.12E-02 2.14 9.05E-03 2.80
k=1 273 | 2.28E-02 1.98 | 5.07E-02 | 2.07 1.16E-03 | 2.96
2—4 | 5.73E-03 | 2.00 1.25E-03 | 2.02 1.46E-04 | 2.99
275 | 1.43E-03 | 2.00 | 3.11E-04 | 2.00 1.83E-05 | 3.00
Degree | - llg — gnllo, llu — unllo,e lv — ujllo,2
V2 BError Rate Error Rate Error Rate
2~ T 6.28E-01 2.58E-01 1.16E-01
2-2 | 1.78E-01 1.82 1.32E-01 | 0.97 | 3.20E-02 1.86
k=1 23 4.58E-02 1.96 6.56E-02 1.00 8.24E-02 1.96
24 1.15E-02 1.99 3.28E-02 1.00 2.07E-03 1.99
2-5 | 2.89E-03 | 2.00 1.64E-02 1.00 | 5.20E-04 | 2.00
2=1 [ 1.06E-01 7.39E-02 1.27E-02
272 | 1.44E-02 | 2.88 1.95E-02 1.92 | 9.39E-04 | 3.76
k=2 273 | 1.85E-03 | 2.96 | 4.95E-03 1.98 | 6.18E-05 | 3.92
24 2.33E-04 2.99 1.24E-03 1.99 3.92E-06 3.98
275 | 2.93E-05 | 3.00 | 3.11E-04 | 2.00 | 2.47E-07 | 4.00

4 Numerical Results

We test the Chaffee-Infante equation with an exact solution to illustrate the convergence theory. The
domain is the unit square 2 = (0,1) x (0,1) C R?, the nonlinear term is F(u) := u® — u, and the source
term f is chosen so that the exact solution is u = sin(t) sin(7x) sin(my). The meshes are uniform and
made of triangles. The Crank-Nicolson method is used for the time discretization. The initial condition is
the simple L?-projection of ug into W. For Interpolatory HDG (AB), the time step is chosen as At = h
when k = 0 and At = h? when k = 1, where k is the polynomial degree. We choose At = h when k =1
and At = h? when k = 2 for Interpolatory HDG (C). We report the errors at the final time 7' = 1 in
Table 2} The observed convergence rates match the theory.

5 Conclusion

In [8], we proposed a superconvergent Interpolatory HDG method to approximate the solution of non-
linear reaction diffusion PDEs. The new method uses a postprocessing procedure along with an interpo-
lation operator to evaluate the nonlinear term. This simple change recovers the superconvergence that
was lost in our earlier Interpolatory HDG work [18]. Furthermore, this method retains the computational
advantages of our Interpolatory HDG method from [18].

We extended the idea developed previously and devised superconvergent Interpolatory HDG methods
inspired by hybrid high-order methods |14]. We proved that the interpolatory procedure does not reduce
the convergence rate.

The devising of superconvergent HDG methods for equations with the more general nonlinear term
F(Vu,u) constitutes a subject of ongoing work.
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A Approximation estimates of auxiliary projections

A.1 Proof of (10al)

Here we prove the estimate for II;;, ;u —u in (10a).
We are going to use the following auxiliary result.

Lemma 10 For any K € Ty, we have
1151w = ullx < C (hl[Vu = VIR yullk + llu— TRy ullx) -

Proof By definitions and , we obtain

(VIIf qu, Vap) k= —(T§u, Azp) g + (0w, n - Vap)ok,

(T yu, wp)k = (7w, wh) K,
for all (25, wp) € [PFTH(K)]: x PL(K). This leads to

(VII; 1u, Vap)k = (Vu, Vap) i,

(H2+1u7wh)K = (H13+1U7wh)K-

The last equation implies that II}, ju—II7, ju € [73é“+1(l()}L and so, we can then take 2zj, := IT} ju— II7, ju in the first
equation to get

IVITEyu— VHIZ+1“H§< = (VI yu— VIR u, Vu— VI u)k,
and
IVIT5 ju— VITE qullx < |[Vu— VIIZ ullk.
Since I} u—II7 u € [Perl(K)]J‘, we have
(H];Llu — ]7,‘€’+1u7 1) =0,
and using Poincaré’s inequality, we obtain
HHI:+1“ - H}?+1u”K < Ch||VH1:+1“ - vng+1u||K < Chl|Vu - VHIS+1UHK~
Then the estimate follows by applying the triangle inequality. This completes the proof.

We are now ready to prove ((10a)). Using inverse inequalities, Poincaré’s inequality, and the approximation properties
for H,‘C’Jrl, one gets

lw — I} ullo,co,x < T4 — IR qullo 0, k. + TR 10 — ullo,00, K

< Ch_d/2||H1:+1u - HI?+1“HO,K + ||H13+1u - “‘ 0,00, K (12)
< CRY 2 — TR uly ke + TRy u — o0, -
By |1, Lemma 4.3.8], there exists Q*t1u € P*+1(K) such that
Q¥ u — ull1 00,k < Clult,co,x, 1@ = ullo,00,x < Chlult,co,k-

Hence, by we have
llw = IT5 g ullo,c0, 5
< ORI (lu— Q¥ ully i + Q5w — 7 yully, i ) + (Il = @5 ullo oo, + 1Q5 u = 7 yulo, o0,k )
@ i) + € (= @l ot + B 9/21Q 1w — 112, yullic)
< OW2 (= @ ully i + 11240 (@ u = w)l i) + € (Il = @ ulloo,c + A2 (@ u = w)lx)
< ORI (lu— Q@ ully i + Q5w — ully i ) + € (Il — @ ullo oo, + =Y 2Q  u — ull)
< ORI u = QM ully i + Ch= 2w — Qi + Cllu — Q5+ ullo 00,k

< Chllu = Q" ull1 00,k + Cllu — Q¥ ul
< Ch"u'l,oo,K-

= ChM =2 (Jlu = Q" ully, 1 + T2 11 (Qu — u)

0,00,K

This completes the proof of (10al).
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A.2 Proof of 10D

Here, we prove the estimate for II};, ju — uj in (LOb).
Let zp € [Perl(K)}J- and take r;, = Vzj, in the first equation of Proposition to get

(an, Vzn) — (un, Azn)7, + (Un, Van -n)gp = 0.
Combined with one gets
(Vuh, Vz) = —(qn, Van) ¥z, € [Py
By the definition of H;:+17 as in the proof of Proposition [1| one gets
(VHI:+1U, Vzh)}( = 7(ng, Azh)K + (H,?U,TL . Vzh>5K = (Vu, Vzh)K.

Let ep, = uy —up + Hju — I} u, and then e, € [73?+1(K)]J-. By the two previous equations, ¢ = —Vu, and an inverse
inequality we have
IVenll% = (V(ul —un), Ver) i + (V(IIgu — 1T} u), Ver) i
(=an — Vup, Vep)k + (V(IIJu — u), Vep)k
((q = ITgq) — (qn — II{q) + V(IT{u — up), Ven)k
< C(h™up = Hiullx + lan — HRallx + lla — HRall )l Venll -

Since (ep,1)x = 0, we can now apply the Poincaré inequality to get
lenllxc < ChllVerllx < Cllup — H7ullk + hllan — iqllk + hllg — gl k).
This means
lenll7, < Cllun — Hiull7, + hllan — OZqll7;, + hllg — IZqll7,)-
Hence, we have

5w = upll, < v = P —uj + un 7, + 7w = unllT,
< C(llun — Zully, + hllgn — Iqll7, + hllq — ITZqllT,)-

This completes the proof of (10b)).

B Proof of Theorem [2

This appendix is devoted to the proof of the approximation estimates of Theorem[2] We only give the proofs of the estimates
for || II7q — qy|l7;, and ||[II9u — Ty ||7;, - The proof of the estimate for ||0¢IT¢u — Oty ||;, is very similar and is omitted.
We use the notation

q __ — _ — A_ o = *_ —
ep =Rq—qy, e =Ifu—T1,, e, =IMHu—7y, and ¢ =I5, u—T1j,

and split the proof into four steps.

Step 1: Equations for the projections of the errors
Lemma 11 For all (rp,vp,0p) € Vi, X Wy X My, we have

(el rn)7, — (€1, YV )75, + (ef,rn Yo7, =0,

(V : EZ,UH)Th - <EZ 'nvah>37'h, + <h71(H,?£Z' - 82)7 HI‘?U;, - i}\h>37—h = RHSh,
where

RHS), := (1= I7)(=Au), (I = II7)vy) + En(g; u; vh, On),

Ep(q,u;vh, ) = — ((IIfq — q) -, 0, — vi)or, + (B (T u — ), v, —Bh)oT, ,

and 1 is the identity operator.
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Proof We begin by noting that, by the properties of IT¢, 117, and H,?, we have
(H]gquh)Th - (ngv A Th)Th + <H1?uvrh : TL>@7‘h = (q7 rh)Th - (u7 V- Th)Th + <’LL,7‘h : n)aTn = 07
since ¢ + Vu = 0. Also, since (q - n,Ux)s7;, = 0, we have

(V- IIZq,vp) T, — (II7q - n,On)aT, = (V- IRq,vp) 7, — (Rq - n,Th)oT,
=(V-q, )7, —(IT3q — q) - n, Ty — v}) T,
= (—Au,vp) 7, — ((HTgg — q@) - n,0p — v};)oT;, -

As a consequence,

(IT2q, 7)1, — (II§u,V - vp) 7, + (ITPu, v, - n)or, =0,
(V- II{q,vn) 75, — (IIRq - m,0n)o7;, + (b (IR I yu — ITw), II2vh — By)o7;, = (—Au,v}) 7T,
+ En(q, u; Vi, Un)-

The wanted equations can be now obtained by subtracting these equations from the equations defining the HDG elliptic
approximation . This completes the proof.

Step 2: Estimate for €/ by an energy argument
Lemma 12 We have

IVer N, + llefllm, + I~ 2ULRe” = idllom,

< 0 (R =D~ Aw)l7, + 2|12 — allom, + A~/ (0Tf w— o, )

This result implies the estimate for the approximate flux in Theorem To prove this lemma, we need the following auxiliary
result.

Lemma 13 We have
legliz, < € (19 Il + IR~ 22" = flloms, ) (13a)
IVer iz, < (e, +Ih=22(2er” = ehllom, ) (13b)
Proof Using the first equation of Lemma the definition of p’fL+1 in , and V - rp € Wy, we have
ELrn)m — (e V r) 7, + (s - Mo, = 0.
Integration by parts gives
(e )75, + (Ve )7, + (eh — TTRel rn - m)om, =0,
Since Vs}f* € Vj, by taking first vy := 62 and then rjy := Vs}i* , one gets
legliz, < € (19 Il + IR~ 22" = fllams, )
IVer” i, < © (lefllz, + Ih~2(2e” = eDllom, )
respectively. This completes the proof.

We can now prove Lemma [[2]

Proof We take (rp,vp,0p) := (az, az,ag) in the error equations of Lemma and add them to get

lef 1, + |h=Y2(1ey” — )37, = R1+ Rz + Rs,

where
Rl = ((H - Héo)(_Au)v (]I - Hg)az )Th7
Ry := —((II{q —q) - n.<j; — <} Do,
R3 = (h_l(H,:_,'_lu —u), H,?EZ* - 5%)3771.
Since

|Ra| < CRIIE = 119) (= A7, IV 17,
|Ra| < CR21T2g = allom, (1925 llm, + 10722 (112er” =)o, )
|Bs| < A2 (I yu = w)llom, 123102 = <P)lor,

using the last two estimates of Lemma and simple algebraic manipulations, we get the desired result.
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Step 3: Estimate for 5%* by a duality argument
Lemma 14 Assume that the elliptic reqularity inequality holds. Then, we have

ey ll7, < CRM ™G (1 — 119)(— Au)| 75,
+ C(h32|H2q — gllor;, + RIh ™Y 2(ITfyu — wlloT,)-

Proof Setting g := ez* in the dual problem, and proceeding as in the proof of Lemma we get

(ng¢)rh)7h - (HZOQKV . Th)Th + (HS‘I’7 Th - n)aTh = 07 (148‘)
(v : H]gé’ vh)Th, - <H13¢ : n7ﬁh>a77L
(TN TR T — TR0, o) = Bn)o;, = (e 0j) 7, + En(®, %500, 0n), (14b)

where
Ep(®, %01, 0y) = —((IIFD — D) -0, Tp, — vi)a7;, + (h™ (I W — W), v}, — Op)aTs, -
Then taking (vp,0p) := (sz,ag) in , we get
leit" I3, = (V- HR®, &}t 7, — (IR - m,&f)or,

+ (W IR IIE W — 12w, T2} — T o7;, —En (P, Wil e}
= (e}, Ig®)7,, + (™ (P IIE W — TIPW), [TPE} — ef)or;, —En(®, W;elt, 21),

by the first equation of Lemmawith rp, := IIP®. By (144) with v}, := ¢}, we obtain

lei 17, = IR0,V -el)7, — (I{W, €] - m)or, + (W™ (I My ¥ — TW), IR} — €f)a,
— En(®, ¢}, ¢7)
= (I — ) (—Au), [T} & — V) + Ey(q,u; IV, H,?W) — Ep(P,9; ez,sg),
by the second equation of Lemmawith (vh, Un) = (II3V, H,?lll)‘ Inserting the definitions of the Ejp-terms, we finally get
llei 17, = (1= 17) (= Aw), T}, @ — TI3W)
—((TRq —q) -, QW — IT W) o, + (W™ (I w — w), TR IT W — TP ) o,
H(IT® — ®) - n, el —ep o, — (W (T @ = @), TP} — i),
which leads to
lep™ 15, < CR™™ O (M — I19) (= Aw) |75, 12 min 2,13 41
+ Ch*2|| IR — qllom, [¥]2 + ChIR ™2 (I, yu — w)|laT, ]2

+Ch (Ve Il + 102 (IR = eillom, ) (1210 + [21:).

Using the elliptic regularity inequality and the first inequality of Lemma we finally obtain the wanted result.

Step 4: Estimate for uy,

Lemma 15 We have that ||€¥||7;, < |le%" |75, -

Combining this result and the one in the previous step gives the estimate in the approximation for u in Theorem [2| To
complete the proof of Theorem |2[, it only remains to prove the above lemma.

Proof Since uj = pffl(uh,ﬂh), H,:_Hu = pﬁ+1(ﬂgu, H,‘?u)7 and the operator prJrl is linear, we have that EZ* =

p+1(6}f,€g). Proceeding as in the proof of Proposition 1} it can be shown that e}' € [7’5'*'1(1()]1-. Then, by equation
(4b), the wanted inequality follows. This completes the proof.
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