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Abstract

This paper aims to improve software fault-proneness prediction by investigating the unex-
plored effects on classification performance of the temporal decisions made by practitioners
and researchers regarding (i) the interval for which they will collect longitudinal features (soft-
ware metrics data), and (ii) the interval for which they will predict software bugs (the target
variable). We call these specifics of the data used for training and of the target variable being
predicted the learning approach, and explore the impact of the two most common learning
approaches on the performance of software fault-proneness prediction, both within a single
release of a software product and across releases. The paper presents empirical results from a
study based on data extracted from 64 releases of twelve open-source projects. Results show
that the learning approach has a substantial, and typically unacknowledged, impact on classi-
fication performance. Specifically, we show that one learning approach leads to significantly
better performance than the other, both within-release and across-releases. Furthermore, this
paper uncovers that, for within-release predictions, the difference in classification perfor-
mance is due to different levels of class imbalance in the two learning approaches. Our
findings show that improved specification of the learning approach is essential to under-
standing and explaining the performance of fault-proneness prediction models, as well as
to avoiding misleading comparisons among them. The paper concludes with some practical
recommendations and research directions based on our findings toward improved software
fault-proneness prediction.
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1 Introduction

The prediction of fault-prone software units helps software developers prioritize their efforts,
reduces development costs, and leads to better quality software products (Nagappan et al.
2006, 2008). It is thus not surprising that the prediction of software fault-proneness is an
active research area in software engineering.

A software bug (i.e., fault) is an accidental condition which, if encountered, may cause
the software system or component to fail to perform as required (Hamill and Goseva-
Popstojanova 2009). Software bugs can lead to failures, some with serious consequences,
such as private information leakage, financial loss, or loss of human life. A software unit
(e.g., file, package, or component) is fault-prone if it has one or more software bugs. Note
that in addition to ‘fault-prone’, the terms ‘bug-prone’, ‘error-prone’, and ‘defective’ have
been used.

Over the years, researchers have built many software fault-proneness prediction models
(Arisholm et al. 2010; Catal 2011; Hall et al. 2012; Song et al. 2019; Hosseini et al. 2019).
(*Software fault-proneness prediction’ is a synonym for another widely used term ‘software
defect prediction’.) These models either classify software units as fault-prone and not fault-
prone (e.g., Koru and Liu, 2005; Nagappan et al., 2006; Menzies et al., 2007; Zimmermann
et al., 2007, Zimmermann et al., 2009; Krishnan et al., 2013; Alshehri et al., 2018; Gong
et al., 2021) or predict the number of faults (i.e., fault-count) in each software unit (e.g.,
Zimmermann et al., 2007; Ostrand et al., 2005; Devine et al., 2012; Devine et al., 2016). This
paper focuses on classification-based predictions both because there are significantly more
research works focused on classification-based prediction than on fault-count prediction, and
because many of these works utilized the same publicly available datasets.

Related works have explored various factors that affect the performance of classification-
based software fault-proneness prediction. These factors include the machine learning
algorithms used (i.e., learner) (Lessmann et al. 2008; Krishnan et al. 2013), the choice of
software metrics (i.e., features used for prediction) (Bluemke and Stepieri 2016; Wang et al.
2016; Alshehri et al. 2018; Gong et al. 2021) and the effect of data balancing techniques
(Khoshgoftaar et al. 2010; Wang and Yao 2013; Song et al. 2019; Goseva-Popstojanova et al.
2019). The features used by software fault-proneness prediction models typically include
static code metrics, such as lines of code, complexity, and coupling between methods (Men-
zies et al. 2007; Lessmann et al. 2008; Jureczko and Madeyski 2010; Amasaki 2020; Kabir
et al. 2021). These static code features are collected at a specific time, most often at the
release date. Features used for prediction of fault-prone software units (e.g., files, packages)
may also include longitudinal features that are collected over a period of time, such as change
metrics (Moser et al. 2008; Nagappan et al. 2010; Krishnan et al. 2013; Goseva-Popstojanova
et al. 2019) and socio-technical metrics (Bird et al. 2009).

Based on the Organization for Economic Co-operation and Development (OECD) frame-
work for classification of Al systems (OECD 2022), which is utilized by the NIST’s Al
risk management framework (NIST 2023), there are four key dimensions of an Al system:
‘Application Context’, ‘Data and Input’, ‘Al Model’, and ‘Task and Output’. These dimen-
sions build a conceptual view of a generic Al system shown in the bottom part of Fig. 1. Many
related works on software fault-proneness prediction utilize readily available datasets and
focus mainly on the ‘Al Model’ dimension (which consists of ‘Build and use model’ and “Ver-
ify and validate’ stages), without paying close attention on the ‘Data and Input’ dimension.
In this paper we explore another factor that is essential to understanding the classification
performance of the software fault-proneness predictions, but is often omitted or not explicitly
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Fig. 1 Conceptual view of an Al system (per OECD Al Principles OECD, 2022} with an insert in the upper
part detailing the factors explored in this paper

described in related works. We use the term learning approach to refer to this factor which
encompasses the temporal aspects of (i) the interval during which the longitudinal features
(such as for example change metrics) are collected and (ii) the interval for which the target
variable (i.e., software bugs) is labeled. As shown in the upper part of Fig. 1, the learning
approach belongs to the ‘Data and Input’ dimension of the OECD framework (OECD 2022).
(The ‘Data and Input’ dimension consists of the ‘Collect and process data’ stage.)

Specifically, in this paper we focus on the two most-common learning approaches, since
most software fault-proneness prediction papers use one of them. As shown in Fig. 2, both
learning approaches use static code metrics collected in a snapshot of time, typically at
the release date. However, the learning approaches (i) use different intervals for extracting
longitudinal features, such as change metrics and socio-technical metrics, and (ii) use different
target variables.

— In the first case, shown in Fig. 2(A), software fault-proneness prediction models are
trained using static code features collected in a snapshot of time (typically at the release
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Fig. 2 Temporal aspects of the feature extraction intervals and target variable labeling intervals for the two

learning approaches
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date) and longitudinal features (e.g., change metrics) collected throughout the duration of
the entire release to predict fault-prone software units within the same interval. (The target
variable ‘bug fixes’ does not distinguish between pre-release and post-release bugs.) We
use the shorthand label useAllPredictAll for this learning approach.

— In the second case, depicted in Fig. 2(B), while static code metrics are collected as in the
first case, the longitudinal features (including pre-release bugs) are collected during the
pre-release interval in order to predict fault-prone software units with post-release bugs.
We use the shorthand label usePrePredictPost for this second learning approach.

In general, an Al system can be based on expert input and/or on data, which can be
generated by humans or automated tools such as machine-learning algorithms (OECD 2022).
Note that the learning approach factor is generic and, as shown in Fig. 1, applicable both
when features are designed and extracted by humans (i.e., feature extraction in traditional
machine learning), and when deep learning is used to automatically learn features from
raw data (i.e., feature learning). Furthermore, the same machine learning algorithm can be
used for classification of software units into fault-prone and not fault prone (i.e., to build
the Al model) with either learning approach (useAllPredictAll or usePrePredictPost). These
classification algorithms range from traditional algorithms that have been used for decades
(e.g., logistic regression, decision trees, random forest) to deep neural networks (DNN).

We show in this paper that the learning approach has a large impact on classification
performance of the software fault-proneness prediction. Our investigation shows that
several widely used datasets for software fault-proneness prediction are based on different
learning approaches. Nevertheless, the impact of the learning approach is often not realized
or accounted for in the literature. Additionally, we show that while the same machine learning
algorithm (i.e., classification algorithm) can be used with either learning approach, it will
produce significantly different classification performance. Notably, prior works apart from
Krishnan et al. (2013), neither have discussed the distinctions between learning approaches
when building software fault-proneness prediction models nor have explored the untold
impact of the learning approach on the prediction performance.

In addition to investigating the learning approach, our analysis includes the prediction
style that captures how software units (e.g., files) are split into training and testing sets (i.e.,
what files are used for training and testing of the AI models). The prediction style factor
also belongs to the ‘Data and Input’ dimension of the OECD framework (OECD 2022), as
shown in the upper part of Fig. 1. Basically, depending on the specific learning approach
used, each software unit (i.e., file) is labeled as fault-prone or not fault-prone (either for the
entire release duration or post-release) and characterized with longitudinal features extracted
during a specific interval (either the whole release duration or pre-release duration). Software
fault-proneness prediction models that are trained and tested on data collected from the same
software project are known as within-project prediction models. If a software project has
multiple releases, the fault-proneness prediction can be done either within-release or across-
releases. Prediction within-release uses training and testing data from the same release, while
across-releases prediction uses training data from one or more releases and testing data from
a different release. Models that use training data from one project and testing data from
a separate project are known as across-projects prediction models. Some researchers also
use the term across-company prediction for cases where prediction models are trained on
data from a project developed by one company and tested on data collected from a project
developed by a different company.

The goal of this paper is to study the impact of the learning approach (i.e., the temporal
aspects of the extracted longitudinal features and the target variable) on the software fault-
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proneness prediction for within-project prediction styles (i.e., within-release and across-
releases). Thus, we address the following research questions:

RQ1: Does the learning approach affect the classification performance of the software
fault-proneness predictions?

RQ2: For a given learning approach, what is the difference in classification performance
between using within-release and across-releases prediction styles?

The empirical results presented in this paper are based on datasets we extracted from 64
releases of 12 Apache open-source projects.
The main contributions of this study are as follows:

— We categorize the related works on software fault-proneness prediction based on the
learning approach used in each work. To the best of our knowledge such categorization
has not been done previously. Our identification of the learning approach(es) used in each
paper enables a fuller understanding of the trends and results reported by many studies.

— We explore the effects of a hidden factor, learning approach, on the performance of
software fault-proneness prediction models. For that purpose, we: (1) build software fault-
proneness prediction models using the two learning approaches, useAllPredictAll and
usePrePredictPost; (2) predict fault-proneness both within-release and across-releases;
and (3) use a design of experiment (DoE) approach and statistical analysis to draw sound
conclusions.

— We present results showing that the learning approach significantly affects the classi-
fication performance. Specifically, using the useAllPredictAll learning approach led to
significantly higher Recall, Precision, F-Score, G-Score and similar 1 - False Positive
Rate (1 - FPR) compared to using the usePrePredictPost learning approach. These results
indicate that when comparing the performance of software fault-proneness predictions,
care should be taken to compare ‘apples-to-apples’. Otherwise, the performance compar-
isons are unfair. Furthermore, combining and reusing existing datasets that were created
using different learning approaches in a new study leads to flawed statistical analysis,
meta analysis, and/or machine learning experiments. Therefore, our results may call into
question conclusions advanced by some prior publications that failed to recognize the
use of different learning approaches and to consider their effect on the performance of
the fault-proneness prediction.

— In investigating why there is a difference in classification performance when using dif-
ferent learning approaches, we uncover that for within-release predictions the difference
is due to another hidden factor — the class imbalance. The treatment of imbalance using
SMOTE improves the within-release prediction performance for each learning approach
individually, as expected based on prior works. Extending the prior works, we apply
class imbalance treatment on both learning approaches and compare the correspond-
ing improvements. Furthermore, based on descriptive and inferential statistical results,
we find that the imbalance treatment using SMOTE eliminates the difference in pre-
diction performance between the learning approaches, for within-release prediction.
Note however that the two learning approaches predict different target variables, i.e.,
fault-proneness for the whole release duration versus fault-proneness for the post-release
duration.

— We discuss the implications of our findings and provide recommendations for designing,
reporting, and comparing software fault-proneness prediction studies, as well as identify
some open issues for future research in this area.

In brief, this paper provides evidence that the learning approach must be explicitly con-
sidered as an additional factor in the analysis of the software fault-proneness prediction
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performance. We show that this is due to the fact that the learning approach is intrinsic both
to the way datasets are created and to the way machine learning models are trained and tested.

The remainder of the paper is organized as follows. Section 2 describes the related works,
and Section 3 categorizes the related works based on the learning approach each used.
Section 4 describes the datasets, data extraction process, and feature vectors used in this
study. Section 5 details our machine learning approach and design of experiments approach.
Analysis of our results are provided in Section 6, with threats to validity presented in Section 7.
Section 8 discusses the implications of our findings and offers associated recommendations
toward improved fault-proneness prediction performance. Section 9 provides concluding
remarks.

2 Related Work

Software fault-proneness prediction is an active area of research, as evidenced by its system-
atic literature review papers (Arisholm et al. 2010; Catal 2011; Hall et al. 2012; Song et al.
2019; Hosseini et al. 2019) and the references therein. We here discuss the related studies
that are the most relevant to our work.

Many different machine learning algorithms have been used in building software fault-
proneness prediction models. These include J48 (Moser et al. 2008; Kamei et al. 2010;
Krishnan et al. 2013), Random Forest (RF) (Guo et al. 2004; Mahmood et al. 2018; Fiore
et al. 2021; Gong et al. 2021), and combinations of several machine learning algorithms,
e.g., OneR, J48, and Naive Bayes (NB) in Menzies et al. (2007), Random Forrest (RF), NB,
RPart, and SVM in Bowes et al. (2018), J48, RF, NB, Logistic Regression (LR), PART, and
G-Lasso in Goseva-Popstojanova et al. (2019), RF, LR, NB, HyperPipes, KNN, and J48 in
Falessi et al. (2020), and Decision Tree (DT), k-Nearest Neighbor (kNN), LR, NB, and RF in
Kabir et al. (2021). With recent advances in Deep Neural Networks (DNN), some software
fault-proneness prediction studies used deep learning (Wang et al. 2016; Li et al. 2017; Pang
et al. 2017; Zhou et al. 2019; Zhao et al. 2021).

Software fault-proneness prediction models utilize feature vectors consisting of software
metrics extracted from software source or binary code, its development history, and the
associated bug tracking systems. In general, the extracted software metrics can be static code
metrics, change metrics, or social metrics. Static code metrics are collected from the software
source code or binary code units (Koru and Liu 2005; Menzies et al. 2007; Lessmann et al.
2008; Menzies et al. 2010; He et al. 2013; Ghotra et al. 2015; Bowes et al. 2018; Kabir et al.
2021). Change metrics, sometimes called process metrics, are collected from the projects’
development history (i.e., commit logs) and bug tracking systems (Nagappan et al. 2010;
Giger et al. 2011; Krishnan et al. 2011, 2013; Goseva-Popstojanova et al. 2019). Social
metrics are extracted from the communications among developers and/or users of a software
project (Bird et al. 2009). Some studies used only static code metrics (Menzies et al. 2007,
Mende and Koschke 2009; Song et al. 2011; Xu et al. 2018, 2019; Amasaki 2020; Kabir
et al. 2021), only change metrics (Giger et al. 2011; Krishnan et al. 2011, 2013; Goseva-
Popstojanova et al. 2019), organizational metrics (Nagappan et al. 2008) or metrics derived
from the contribution networks (Pinzger et al. 2008). There are studies that used combinations
of different types of metrics (Nagappan et al. 2010; Arisholm et al. 2010; Giger et al. 2012;
Alshehri et al. 2018), including studies that combined metrics extracted from contribution
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networks, dependency networks, and/or socio-technical networks (Bird et al. 2009; Gong
et al. 2021).

Works that do prediction at the file level use features collected from units such as files
(Zimmermann et al. 2007; Moser et al. 2008; Kamei et al. 2010; Krishnan et al. 2013;
Goseva-Popstojanova et al. 2019), classes (Koru and Liu 2005; Malhotra and Raje 2015;
Song et al. 2019), or methods (Giger et al. 2012; Bowes et al. 2018), while prediction at the
component level is based on features aggregated at the package, module, or component level
from features extracted at file, class, or method level (Zimmermann et al. 2007).

Next, we summarize related works by the prediction style they used. Note that “prediction
style’ has elsewhere been referred to as ‘context’ (Gong et al. 2021). For within-project
predictions, some works were focused only on within-release prediction style (e.g., Nagappan
et al., 2008; Krishnan et al., 2011; Krishnan et al., 2013; Alshehri et al., 2018), while others
focused only on across-releases prediction (Xu etal. 2018, 2019; Fiore etal. 2021; Kabir et al.
2021). Terms used in the literature for ‘across-releases’ prediction include ‘cross-version’
(Xuetal. 2018, 2019; Fiore et al. 2021; Gong et al. 2021) and ‘inter-release’ prediction (Kabir
et al. 2021). Papers that included across-projects prediction models include (Nagappan et al.
2006; Zimmermann et al. 2009; He et al. 2013; Wang et al. 2016; Gong et al. 2021). Other
papers specifically explored the across-company prediction style (Turhan et al. 2009). In
this paper we focus on the two within-project predictions styles — within-release and across-
releases — and in Section 3 categorize related works by the learning approach and prediction
style used (see Table 1).

Many software fault-proneness prediction studies have derived conclusions solely from
analyzing the empirical results, without applying statistical tests (Bird et al. 2009; Giger et al.
2012; Alshehri et al. 2018; Zhou et al. 2019; Fiore et al. 2021). Other studies used statistical
inference to support their conclusions, typically studying one factor at a time (e.g., Mende
and Koschke, 2009; Turhan et al., 2009; Song et al., 2011; Krishnan et al., 2013; Okutan and
Yildiz, 2014; Bowes et al., 2018; Gong et al., 2021).

The design of experiment approach (DoE), which we use in our investigation here, allows
one or more input factors to be systematically explored with the goal of determining their
effect on the output (response) variable. DoE has been used to date only in several software
fault-proneness prediction studies (Khoshgoftaar and Seliya 2004; Lessmann et al. 2008;
Gao et al. 2011; Shepperd et al. 2014; Tantithamthavorn et al. 2016; Shepperd et al. 2018).

Khoshgoftaar and Seliya (2004) treated the machine learning algorithm as a factor and
the software release as a block. The results, based on four successive releases from a large
legacy telecommunication system, showed that the models’ predictive performances were
significantly different across the releases, implying that the predictions were influenced by the
characteristics of the data. Lessmann et al. (2008) explored the effect of the machine learning
algorithm on the software fault-proneness prediction performance using ten datasets from
the NASA Metrics Data Program (MDP) repository. The results showed that no statisti-
cally significant difference in performance existed among the top 17 (out of 22) machine
learning algorithms, i.e., the choice of machine learning algorithm appeared to be not as
important as was previously assumed. Gao et al. (2011) statistically examined the effect
of three factors (i.e., feature ranking method, feature subset selection method, and machine
learning algorithm) on the software fault-proneness prediction performance for a large legacy
telecommunication software. Shepperd et al. (2014) presented meta-analysis based on 42 pri-
mary software fault-proneness prediction studies. Note that substantial overlaps existed in
dataset usage among the primary studies, with the NASA datasets family dominating with

@ Springer



87 Page8of37 Empirical Software Engineering (2024) 29:87

59%, followed by the Eclipse family with 21%. This work used DoE consisting of four
factors: the machine learning algorithm, dataset used, input metrics (i.e., features), and the
particular researcher group (i.e., the authors). The results showed that the researcher group
contributed the most to the variance of the prediction performance, followed by the dataset,
and input metrics. The choice of the machine learning algorithm had the least impact on the
prediction performance. Two follow-up studies (Tantithamthavorn et al. 2016; Shepperd et al.
2018) repeated the meta-analysis using subsets of the primary studies used in Shepperd et al.
(2014). The work by Tantithamthavorn et al. (2016), which was based on the Eclipse datasets
family, found that the research group had smaller impact than the input metrics. When only
the NASA datasets family was used for re-analysis in Shepperd et al. (2018), the results were
more in line with the initial analysis based on all datasets families (Shepperd et al. 2014).

In summary, prior DoE studies had different goals than our study and looked at different
factors. None of these studies recognized the learning approach(es) used and some mixed
different learning approaches without explicit acknowledgement (Shepperd et al. 2014).

In this paper we will show how the choice of the learning approach significantly affects
the prediction performance and therefore must be explicitly specified and accounted for
in the analysis. Additionally, we will show how awareness of the learning approach factor
provides improved understanding of the prediction results. Thus, researchers and practitioners
alike must recognize that different datasets are not only extracted from artifacts of different
software systems, but also may be produced to fit different learning approaches. We believe
that considering the learning approach explicitly as a factor will help disentangle the effects
of the other factors, since the learning approach is intrinsic both to the datasets used and the
learning process conducted.

3 Categorizing Related Works by Learning Approach Used

To better understand how the selection of learning approach influences fault-proneness pre-
diction results, we need to first identify the learning approach that was used in existing studies.
However, when we set out to categorize the learning approach used in each of those studies,
we found that this was a difficult task. In fact, as we will see in this section, apart from
Krishnan et al. (2013), studies on software fault-proneness prediction have not explicitly
specified the learning approach nor described the impact of the learning approach used on
the prediction performance they reported. It appears that the characteristics of the dataset(s)
used for building the software fault-proneness prediction models typically predetermined
which learning approach was used. By carefully exploring the details of the datasets being
used, we were able to categorize the related works according to the learning approach.

The results of our effort are shown in Table 1, which groups the related studies by: the
dataset(s) used, the learning approach (i.e., useAllPredictAll or usePrePredictPost), and the
prediction style (i.e., within-release or across-releases). Those studies which used prediction
within-project with no releases (e.g., studies based on the NASA MDP datasets) are grouped
with the studies which used prediction within-release because they were designed similarly.
Studies which used multiple datasets attributed to one specific learning approach (e.g., Kim
et al., 2011; Bowes et al., 2018) or to multiple learning approaches (e.g., Nam et al., 2013;
Shepperd et al., 2014; Tantithamthavorn et al., 2017; Song et al., 2019; Zhou et al., 2019) are
shown in more than one cell.

Next, we discuss the related works that employed only useAllPredictAll learning approach
(Section 3.1), only usePrePredictPost learning approach (Section 3.2), as well as those related
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works that used datasets or results of studies that belong to both learning approaches (Sec-
tion 3.3).

3.1 Studies that Used useAllPredictAll Learning Approach

Software fault-proneness prediction models employing useAllPredictAll learning approach
are trained using longitudinal features collected from the entire duration of each release or
project with the goal of predicting fault-prone files for the entire duration of the same or
future release. These models do not distinguish between pre-release and post-release bugs.
That is, all bugs are grouped in the bug-fixes metric, and a file is labeled as fault-prone if it
had one or more bugs anytime during the specific release or project.

Based on our analysis of the related work, studies that used the NASA MDP datasets (e.g.,
those available on PROMISE (Sayyad and Menzies, 2005)) have followed the useAllPredic-
tAll learning approach. Note that NASA datasets have no releases; each dataset represents
an independent project for which static code metrics were extracted at a snapshot in time.
Examples of studies which used the NASA MDP datasets within-project include but are not
limited to (Koru and Liu, 2005; Menzies et al., 2007; Gondra, 2008; Lessmann et al., 2008;
Jiang et al., 2008a, b, c; Elish and Elish, 2008; Turhan et al., 2009; Mende and Koschke, 2009;
Menzies et al., 2010; Wang and Yao, 2013; Ghotra et al., 2015; Bowes et al., 2018; Zhou
et al., 2019; Goyal, 2022).

Other datasets that utilized the useAllPredictAll learning approach were created from
fifteen open-source projects (including twelve Apache projects) with a total of 48 releases
and six industrial projects with a total of 27 releases (Jureczko and Spinellis 2010; Jureczko
and Madeyski 2010) and were donated to PROMISE (Sayyad and Menzies 2005).

These datasets have a set of static code metrics as feature vectors and were used by multiple
studies for prediction both within-release (He et al. 2013; Okutan and Yildiz 2014; Bowes
et al. 2018; Song et al. 2019) and across-releases (Madeyski and Jureczko 2015; He et al.
2015; Liet al. 2017; Xu et al. 2018, 2019; Amasaki 2020; Kabir et al. 2021).

Different datasets obtained from Eclipse were extensively used for software fault-
proneness prediction. Datasets suitable for useAllPredictAll learning approach were
employed to predict software fault-proneness of Eclipse plugins (Giger et al. 2011, 2012),
as well as of Eclipse platform (Kim et al. 2011; Krishnan et al. 2013; Shepperd et al. 2014).
These works used change metrics as feature vectors.

Other open-source projects were used to extract datasets adequate for the useAllPredictAll
learning approach, including Android (Malhotra and Raje 2015). Some models were used for
only within-release predictions (Ghotra et al. 2015) or only across-releases prediction (Fiore
et al. 2021), while others were used for both within-release and across-releases predictions
(Malhotra and Raje 2015).

The useAllPredictAll learning approach was also used for software fault-proneness pre-
diction of commercial software, such as within-release predictions for Microsoft products
(Layman et al. 2008), and within-release (Tosun et al. 2010; Bowes et al. 2018) and across-
releases (Arisholm et al. 2007) for telecommunication software.

Many works used datasets from multiple sources. Examples include NASA MDP, open-
source, and telecommunication datasets (Bowes et al. 2018); Eclipse plugins with other
open-source projects (Giger et al. 2012); NASA MDP and SOFTLAB telecommunication
datasets (Turhan et al. 2009); NASA MDP and datasets from a Turkish manufacturer (Menzies
et al. 2010); and datasets obtained from Eclipse platform and other open-source programs
(Kim et al. 2011).
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3.2 Studies that Used usePrePredictPost Learning Approach

Software fault-proneness prediction models which use the usePrePredictPost learning
approach are trained using longitudinal features (including pre-release bugs) collected dur-
ing the pre-release duration to predict files that have post-release bugs in the same or future
release. Pre-release and post-release bugs are distinguished, and a file is labeled as fault-prone
if it had one or more post-release bugs. This learning approach was used in (Nagappan et al.
2006) for prediction of post-release failures of two large scale Microsoft operating systems.
Then, it was used for software fault-proneness prediction of three Eclipse platform releases,
within and across-releases, at both file and package level (Zimmermann et al. 2007). The
features consisted of static code metrics collected from each release. Since Eclipse releases
were twelve months apart, the pre-release bugs were collected six months before the release
date (i.e., during the development and testing phase), and the post-release bugs were collected
six months after the release date (i.e., after deploying the release to users).

Eclipse datasets created for the usePrePredictPost learning approach were used exten-
sively for within-release (Zimmermann et al. 2007; Moser et al. 2008; Bird et al. 2009;
Kamei et al. 2010; Krishnan et al. 2013; Tantithamthavorn et al. 2016; Alshehri et al. 2018;
Goseva-Popstojanova et al. 2019) and across-releases prediction (Zimmermann et al. 2007,
Bird et al. 2009; Kamei et al. 2010). Some of these studies used both static code metrics and
change metrics (Moser et al. 2008; Kamei et al. 2010; Alshehri et al. 2018), only static code
metrics (Zimmermann et al. 2007), or only change metrics (Krishnan et al. 2013; Goseva-
Popstojanova et al. 2019).

Datasets from other open-source projects were also used, sometimes in combination with
one or more other datasets (e.g., Eclipse platform, Microsoft products), for within-release pre-
dictions (Goseva-Popstojanova et al. 2019), across-releases predictions (Wang et al. 2016),
or both (Gong et al. 2021). The usePrePredictPost learning approach has also been used for
software fault-proneness prediction of commercial software, including Microsoft products
for within-release (Nagappan et al. 2008, 2010; Bird et al. 2009) and across-release predic-
tions (Nagappan et al. 2006), as well as for telecommunication software for across-releases
predictions (Khoshgoftaar and Seliya 2004; Gao et al. 2011) and for both within-release and
across-releases predictions (Arisholm et al. 2010).

3.3 Studies that Used Datasets from Both Learning Approaches

Some related works used datasets corresponding to different learning approaches for syn-
thesizing the findings across software fault-proneness prediction studies (Hall et al. 2012),
to conduct meta-analysis (Shepperd et al. 2014, 2018), or to build and compare prediction
models (Nam et al. 2013; Tantithamthavorn et al. 2017; Song et al. 2019; Zhou et al. 2019).
The systematic literature review on software fault-proneness prediction (Hall et al. 2012)
reported the synthesis of results from 19 classification-based studies, some of which used
useAllPredictAll while others used the usePrePredictPost learning approach. Datasets used
in these studies were analyzed in Hall et al. (2012) as a part of context factors and it was
concluded that it may be more difficult to build models for some systems than for others.
The meta-analysis presented in Shepperd et al. (2014) was based on quantitative results
extracted from 42 primary software fault-proneness prediction studies which used datasets
that belong to different learning approaches. Most prominently, 59% of the primary studies
used the NASA datasets and 21% used the Eclipse datasets, which belong to the useAllPre-
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dictAll and usePrePredictPost learning approaches, respectively. (For other datasets and the
corresponding learning approaches used by the primary studies included in Shepperd et al.
(2014) see Table 1.) The results based on using four-way ANOVA, attributed most of the
variance to the researcher group and the dataset factors (with 31.0% and 11.2%, respectively).
As discussed in Section 2, two follow-up studies (Tantithamthavorn et al. 2016; Shepperd
et al. 2018) repeated the meta-analysis using subsets of the primary studies used in Shepperd
et al. (2014). The findings presented in Tantithamthavorn et al. (2016) were based on using
only the Eclipse datasets family, while Shepperd et al. (2018) carried on separate analysis for
the Eclipse datasets family and NASA datasets family and compared the results with those
presented in Shepperd et al. (2014); Tantithamthavorn et al. (2016).

With a goal to explore transfer learning, prediction models were built in Nam et al. (2013)
using several datasets from ReLink (Wu et al. 2011) and AEEEM (D’ Ambros et al. 2010).
The prediction done using ReLink followed the useAllPredictAll learning approach, while
the AEEEM datasets were extracted following the usePrePredictPost learning approach.
Another work (Song et al. 2019) explored the role of imbalanced learning on software fault-
proneness prediction using the datasets created by Jureczko and Madeyski (2010); Jureczko
and Spinellis (2010) and available in PROMISE and the AEEEM datasets (D’ Ambros et al.
2010), which correspond to the useAllPredictAll and use PrePredictPost learning approaches,
respectively. Several model validation techniques were compared by Tantithamthavorn et al.
(2017) using the NASA MDP, Apache, Eclipse, and proprietary datasets that belong to the
useAllPredictAll learning approach, as well as datasets from Microsoft products that followed
the usePrePredictPost learning approach.

The work presented in Zhou et al. (2019) proposed a deep forest model and compared
its performance with RF, NB, LR, and SVM, using the NASA MDP, PROMISE, ReLink,
and AEEEM datasets. The first three datasets belong to useAllPredictAll learning approach,
while the forth dataset corresponds to usePrePredictPost learning approach.

To the best of our knowledge, none of the related works on software fault-proneness
prediction has addressed the effect of the learning approach on the prediction performance,
regardless of whether they used only one learning approach (see Sections 3.1 and 3.2) or both
learning approaches (i.e., works discussed in this subsection). An exception is the previous
work by Krishnan et al. (2013), which investigated whether the classification performance
improved as the Eclipse product line evolved through seven releases. In that work, change
metrics were used for within-release prediction only, and the software fault-proneness predic-
tion performance was compared using three different learning approaches useAllPredictAll,
useAllPredictPost, and usePrePredictPost.

One contribution of this paper is the categorization of related works by learning
approach used, shown in Table 1 and discussed in this section. Knowing the learning
approach used in each study often explains differences among their prediction perfor-
mances and enables better understanding of how fault-proneness prediction works.

Motivated by our categorization of the related works presented here and by the initial
results presented in Krishnan et al. (2013), in the rest of this paper we explore systematically
and rigorously the impact of the learning approach used on the performance of software
fault-proneness prediction. We focus our analysis on useAllPredictAll and usePrePredictPost
because almost all related works fit into one or the other learning approach, as shown in
Table 1. Specifically, employing both static code metrics and change metrics extracted from
64 releases of 12 open-source projects, we evaluate the performance of prediction models
both within-release and across-releases. To quantify and better understand the impact of the
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learning approach on fault-proneness prediction, we use a design of experiments approach and
inferential statistical analysis. We show in this paper that the effect of the learning approach
is an essential factor in understanding the prediction results. Toward better fault-proneness
prediction models, we aim to encourage awareness and attention to the impact of the learning
approaches going forward.

4 Data Collection and Building Feature Vectors

In this section, we first present the data extraction process used for the two learning
approaches, then describe the open source projects used to extract the datasets, followed
by a description of the feature vectors used for prediction.

4.1 Data Extraction

We use Fig. 3(A) and (B), which are detailed, annotated versions of the overview Fig. 2(A)
and (B), to illustrate the feature extraction for the useAllPredictAll and usePrePredictPost
learning approaches, respectively. As shown in these figures, the release duration of any
given release n is the period between the two dates d1 and d2, shown by the green and the
red lines, respectively. (Following the approach introduced by Zimmermann et al. (2007),
d1 is the middle date between the release dates of releases n — 1 and n, while d2 is the
middle date between the release dates of releases n and n + 1.) In Fig. 3(A) and (B), the
release date is annotated with the dashed line at n. It follows that the interval between d1
and n is pre-release, and the interval between n and 42 is post-release interval of release n.
Table 2 provides further details on the feature collection and target variable for each learning
approach.

4.1.1 Data Extraction for useAllPredictAll

As illustrated in Fig. 3(A), for each release we extracted the static code metrics from the latest
version of the binaries available on the release date. Following the method used in Krishnan
et al. (2013), for each release we extracted the change metrics from the entire duration of
that release (i.e., between the d1 and 42 dates).

usePrePredictPost
release duration s—pre-release duration—*—post-release duration—
d1 static code metrics n d2 dI static code metrics 1 d2
time N . . time 4 _
n-1 N b n+l n-1 ™~ n+1
source code binaries source ':,Dd‘f bil:la.riles | | | | | | | |

change metrics

pre-release bugs

bug-fixes

(A) (B)

|’ Release dalcl | T¥  Start and end dates of release n durationl
' | |
| Snapshot of static code metrics | Longitudinal features extraction interval | Target variable labeling interval

Fig.3 Metrics extraction process for the two learning approaches
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Table 2 Details on features collection and target variable for each learning approach

useAllPredictAll usePrePredictPost

Features Static code metrics (snap-  collected at a particular time  collected at a particular time
shot) (typically at release date) (typically at release date)
Longitudinal metrics such  collected for the entire collected for the pre-
as change metrics, socio-  release duration release duration
technical metrics
Fault-proneness as a fea- none pre-release bugs
ture

Target variable  Binary  fault-proneness label = 1 if a file had label = 1 if a file had one
metric one or more bugs during or more post-release bugs;

for a software file

the entire release duration;

otherwise label = 0.

otherwise, label = 0. (No
distinction between pre-
release and post-release
bugs)

When using the useAllPredictAll learning approach, no distinction was made between
pre-release and post-release bugs; they both were grouped into one metric called bug-fix. In
other words, a software file had a bug-fix and consequently was labeled as fault-prone if: (i)
it was changed by at least one commit which was used to fix a bug, and (ii) that commit was
made during the duration of that release, i.e., the period between d1 and d2 in Fig. 3(A).

Software fault-proneness prediction models using this learning approach were trained
using static code metrics extracted on the release date and change metrics extracted from the
entire release duration to predict the files that have bug-fixes during the entire duration of
that or future release.

4.1.2 Data Extraction for usePrePredictPost

Following the method illustrated in Fig. 3(B), previously used by Moser et al. (2008); Krish-
nan et al. (2013), for each release we extracted the change metrics from the pre-release
duration only, that is, for the period between d1 and »r in Fig. 3(B). The same static code
metrics as for the useAllPredictAll learning approach were used (i.e., static code metrics
extracted from the latest version of the binaries on the release date).

When using the usePrePredictPost learning approach we distinguished the bugs based
on when they were detected and fixed. Thus, a software file had a pre-release bug if: (i) it
was changed by at least one commit to fix a bug, and (ii) that commit was made during the
pre-release duration, i.e., the period between d1 and n in Fig. 3(B). A software file had a
post-release bug and consequently was labeled as fault-prone if: (i) it was changed by at least
one commit to fix a bug, and (ii) that commit was made after the release date, i.e., the period
between n and d2 in Fig. 3(B).

Software fault-proneness prediction models using the use PrePredictPost learning approach
were trained using the static code metrics extracted at the release date, the change metrics
extracted pre-release, and the pre-release bugs to predict the files that have post-release bugs
in that or future release.
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4.2 Open-source Projects Used to Extract Datasets

For this work we initially explored 23 projects from the Apache Software Foundation (2022a)
that satisfied the reporting criteria defined by Hall et al. (2012). Some projects, however, did
not have clear release dates or a central repository for the source code, or were missing other
artifacts. To be included in our study, a project had to satisfy the following six criteria: (i)
Availability of the source code or binary distribution, needed to extract code metrics. (ii)
Availability of the version control system, needed to generate the commit log file which is
used to extract the change metrics. (iii) Availability of the bug tracking system, needed to
identify the commits made to fix software bugs. (iv) At least two releases of the project, in
order to build predictors across-releases (i.e., training the model on one release to predict
fault-proneness for the subsequent release). (v) Release dates clearly specified, in order to be
able to extract change metrics for each release as described in Section 4.1. (vi) Release dates
within the commits log file dates, to ensure that all commits made within a given release are
considered.

Out of the 23 projects initially considered, eleven did not satisfy one or more of these
inclusion criteria and therefore were excluded from this study. The names of these eleven
projects and the specific inclusion criteria that were violated are provided in the supplemental
document online (Ahmad et al. 2022).

The datasets used in this study were extracted from the twelve open-source projects that
satisfied all inclusion criteria and are listed in Table 3. Following the reporting requirements
given in Hall et al. (2012), for each project, Table 3 provides the number of releases, size
in LOC, number of developers, maturity in years, and application domain/functionality. All
projects were written in Java.

Table3 List of projects used in this study and their details

Project #releases  Size (LOC)  #developers  Maturity (years)  Domain / functionality

Ant 7 376,250 47 + 10 Command-line tool for java
application building

Axis2 5 409,432 29 + 10 Web services creating and
usage

Derby 9 1,759,271 34 +9 Relational Database

Geronim 5 581,083 49 + 8 Libraries for
JavaEE/JakartaEE

Hadoop 6 1,500,351 72 +7 Distributed computing plat-
form

Hive 6 3,255,810 43 +7 Data warehousing

jEdit 4 346,197 40 + 15 Programmer text editor

MyFace 4 377,930 36 +9 Sub-projects for JavaServer
technology

Pivot 5 215,406 7 + 6 Platform for building install-
able Internet Applications

Synapse 3 376,250 23 + 10 Web Services

Wicket 6 398,043 21 +8 Web-apps developing envi-
ronment

Xalan 4 398,183 32 + 14 XSLT processor

All projects were implemented in Java
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The total number of files, and the percentages of fault-prone files, for all releases of all
twelve projects are provided in Ahmad et al. (2022). For brevity, here we present the box
plots of the percentages of fault-prone files: (1) for multiple releases of each of the twelve
projects in Fig. 4, and (2) for all releases of all projects cumulatively in Fig. 5. As shown
in these figures, the percentage of fault-prone files is significantly higher for the useAllPre-
dictAll learning approach compared to the usePrePredictPost learning approach, both for
the releases of each project individually (Fig. 4) and for all projects cumulatively (Fig. 5).
For example, for the least fault-prone project, MyFaces, the mean percentages of fault-prone
files across its four releases were 14.9% for useAllPredictAll and only 2.6% for usePrePre-
dictPost learning approach. Similarly, the most fault-prone project, jEdit, had 69.5% and
28.3% mean percentages of fault-prone files across its four releases for the useAllPredictAll
and usePrePredictPost learning approaches, respectively. These observations are explained
by the facts that useAllPredictAll learning approach accounts for fault-prone files during
the entire release duration, while the usePrePredictPost learning approach only considers
post-release fault-prone files.

4.3 Feature Vectors Used for Prediction

We extracted 20 static code metrics and 14 change metrics at the file level, which were then
combined in feature vectors and used in our models. Note that while static code metrics
represent a snapshot in time, change metrics capture the longitudinal changes made to each
file over the specified duration (see Section 4.1).

Static code metrics We extracted 20 widely used static code metrics at the file level
from the binary code of each release, on the release date from the Archive Server of the
Apache Software Foundation (2022a). The metrics were extracted using the Chidamber and
Kemerer Java Metrics (CKIM) tool (Jureczko and Spinellis 2011). They belong to six different
metric suites: C&K metrics, Henderson-Sellers, Martin, QMOOD, Tang, and McCabe. The
full descriptions of the static code metrics can be found in Jureczko and Madeyski (2010);
Ahmad et al. (2022).

Change metrics We extracted 14 change metrics at the file level following the process
described in Moser et al. (2008); Krishnan et al. (2013). Change metrics were extracted
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Fig.4 Box plots of the percentages of fault-prone files per project, each with multiple releases
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Fig.5 Box plots of the 100
percentages of fault-prone files 00 e e
for all releases of all projects

Percentage of fault-prone files
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useAllPredictAll usePrePredictPost
Learrning Approach

by integrating the information from the version control system (i.e., commit log) and the
bug tracking system of each project. All twelve projects included in our study used the
SVN version control system. Eleven of these projects used the JIRA bug tracking system
(Jira 2022), and one (i.e., Ant) used the Bugzilla bug tracking system (Apache Software
Foundation 2022b). Change metrics for each release were extracted from all commits made
between d1 and d?2 dates for the useAllPredictAll learning approach and between d1 and n
dates forthe usePrePredictPost learning approach, as shown in Fig. 3(A) and (B), respectively.
The list of change metrics along with their definitions and additional details about the change
metrics extraction process are provided in Ahmad (2021); Ahmad et al. (2022).

Feature vectors used for our machine learning experiments integrate the static code and
change metrics which were extracted separately. To combine these metrics for each file, in
each release and project, we created an algorithm, provided in Ahmad et al. (2022), that
matches the names of class files from the binary distribution with the names of Java files
from the commit logs. Note that the number of files in the static code metrics list was higher
than the number of files in the change metrics list because the binary distributions of each
release also had other files from external software libraries, which were excluded from the
analysis. For the files considered in this work, if the class name from the static code metrics
list matched the file name in the commits logs for that release, the changes were aggregated,
and the change metrics were created. Otherwise, it meant that the file did not change, and the
values of all its change metrics were set to 0 for that release. The full feature vector for each
file was created by concatenating the 20 static code and 14 change metrics. As described
in Section 4.1, a file was labeled as fault-prone if it had at least one bug-fix in the case of
the useAllPredictAll learning approach or at least one post-release bug in the case of the
usePrePredictPost learning approach.

5 Machine Learning and DoE Approaches

This section presents our machine learning approach, which utilizes the created feature
vectors for prediction of software fault-proneness, followed by the description of the DoE
approach we used to explore and quantify the effect of the learning approach on the prediction
performance.
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5.1 Machine Learning Approach

We evaluated models’ prediction performance using the feature vectors consisting of both the
static code metrics and change metrics (see Section 4.3). For classification, we used several
traditional machine learning algorithms widely used in software-fault proneness prediction:
Linear Discriminant Analysis (LDA), kNN, LR, NB, J48, and RF. The results showed that, for
almost all performance metrics, there were no statistically significant differences between J48,
LDA, and LR. RF performed slightly better, while KNN and NB performed worse than these
three learners. In addition to the above mentioned traditional classifiers, we experimented
with one deep learner for the classification task — a Feedforward Neural Network (FNN)
with an input layer, two hidden layers, and an output layer'. FNN led to somewhat better
classification performance than J48 and RF, but nevertheless the two learning approaches
had similar effect on its performance as in the cases of J48 and RF.

Since the effect of the machine learning algorithm used for classification on prediction
performance has been previously explored by many works, we do not treat it as a factor in
our experiments. We here only present the findings of using the J48 algorithm, which has
been widely used for software fault-proneness prediction (Khoshgoftaar and Seliya 2004;
Guo et al. 2004; Arisholm et al. 2007; Menzies et al. 2007; Moser et al. 2008; Arisholm et al.
2010; Krishnan et al. 2013; Alshehri et al. 2018; Goseva-Popstojanova et al. 2019) and has
been shown to be among the top performing algorithms (Lessmann et al. 2008; Krishnan
et al. 2013; Shepperd et al. 2014). Our findings when using other learning algorithms were
consistent with those presented here, including the results of using RF, which are provided
in the supplemental online document (Ahmad et al. 2022).

For each learning approach, we explored both within-release and across-releases predic-
tions. For within-release prediction, we used two data splitting techniques: 10-fold cross
validation and 50/50 split. In both cases, the models were trained and tested on data collected
from the same release. It is important to emphasize that, for each learning approach, the files
from that release (characterized by the corresponding feature vectors and target variables, as
described in Section 4) were split into a training set and testing set, which did not overlap
(i-e., the prediction models were evaluated on unseen data).

For 10-fold cross validation (which we label as M1) the data were divided into ten folds
using random stratified sampling; nine folds of the data were used for training and the
remaining fold was used for testing. This was repeated ten times, each time using a different
fold for testing. 10-fold cross validation is widely used in this field (Turhan et al. 2009; Giger
et al. 2012; Bowes et al. 2018).

For the second data splitting technique, referred to as 50/50 split (and labeled as M2),
stratified random sampling was used to split the data into two folds, with 50% of the data in
each. One fold was used to train the model and the other to test it. To avoid bias, following
(Kamei et al. 2010; Nam et al. 2013), the 50/50 split was repeated 100 times with different
random stratified samples, and the averages of the performance metrics are reported. We
chose this splitting technique as it is similar in design to the across-release prediction.

For the prediction across-releases (labeled as M3), the data from a given release n was
used for training, and the data from release n + 1 was used for testing (Arisholm et al. 2007,
Nam et al. 2013; Song et al. 2019). Note that, as described in Section 4.1, useAllPredictAll
and usePrePredictPost have different intervals during which the features were collected (i.e.,

! The input layer and hidden layers of the FNN were defined as ‘dense’ layers with 64 neurons and the ReLU
activation function. The final output layer consisted of a single neuron that produced the prediction output
using the sigmoid activation function. FNN was implemented using Keras, an open-source library that provides
Python interface for artificial neural networks.
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have different feature vectors) and different target variables (i.e., fault-prone files during
entire release duration vs. fault-prone files during the post-release interval).
For evaluating the models’ classification performance, we used the following metrics:

Recall (R) = TP/(TP + FN)

Precision (P) = TP/(TP + FP)

False Positive Rate (FPR) = FP/(FP + TN)

F-Score = 2 - Recall - Precision/(Recall + Precision)
G-Score = 2 - Recall - (1-FPR)/ [Recall + (1-FPR)]

where True Positive (TP) represents the number of files that were faulty, and were predicted
to be faulty; False Negative (FN) represents the number of files that were faulty, but were
predicted to be not faulty; False Positive (FP) represents the number of files that were not
faulty, but were predicted to be faulty; and True Negative (TIN) represents the number of files
that were not faulty and were predicted to be not faulty.

The values of all performance metrics are between 0 and 1. Good performance has higher
Recall and Precision, and lower FPR. F-Score and G-Score are harmonic means of two
metrics (i.e., Recall and Precision for F-Score and Recall and (1-FPR) for G-Score) and are
high only when both metrics are high. Note that instead of FPR we report (1-FPR), which
leads to higher values indicating better performance for all performance metrics.

5.2 Design of Experiments (DoE) Approach

In this study we used Design of Experiment (DoE) approach to draw statistically sound
findings related to the effect of factors (independent variables) on the response variables (i.e.,
performance metrics of the software fault-proneness prediction). Basically, we considered
two factors:
Factor A: the learning approach, with two levels:

— useAllPredictAll

— usePrePredictPost

Factor B: the prediction style, with three levels:
— within-release using 10-fold cross validation (M1)
— within-release using 50/50 split (M2)
— across-releases (M3).

In selecting a DoE approach that supports our investigation, we chose nested design
because the prediction style (factor B) is nested within the learning approach (factor A).
Note that the widely used cross design requires each factor to be applied equivalently across
each level of the other factor, which does not apply to our study because the datasets for
prediction styles M1-M3 are different for different learning approaches. That is, feature
vectors have different values for change metrics and the target variables are different, as
described in Section 4.1.

Furthermore, our design is unbalanced because the number of observations (i.e., instances
of machine learning experiments) for different combinations of factors’ levels are different.
Specifically, for within-release prediction styles (M1 and M2), the performance metrics (i.e.,
instances) were computed using the datasets of each of the 64 releases. However, for predic-
tion across-releases (M3) the number of machine learning instances for each of the twelve

@ Springer



Empirical Software Engineering (2024) 29:87 Page210f37 87

Table4 The number of instances

Learning approach
for the nested DoE useAllPredictAll usePrePredictPost
Prediction style Prediction style
M1 M2 M3 M1 M2 M3
63 64 52 58 59 46

projects (listed in Table 3) equals the number of its releases minus one, since it takes two
releases to generate one prediction. In total, for the twelve projects considered in this paper,
there were 52 instances for the across-releases predictions. It should be noted that several
instances were excluded from the analysis because performance metrics could not be com-
puted due to division by 0. For example, when the model classified all cases as negative (i.e.,
all files as not faulty) TP 4+ FP = 0, which led to Recall = 0 and Precision that could not be
computed. The predictions when TP + FN = 0 led to Precision = 0 and Recall that could
not be computed. These instances, however, were rare. For example, for within-release with
10-fold cross validation (M1) prediction style, only one model was excluded for the useAll-
PredictAll learning approach (leading to 63 instances), while six models were excluded for
usePrePredictPost (resulting in 58 instances). The numbers of instances for all combinations
of the two learning approaches and three prediction styles are shown in Table 42.

Nested analysis of variance (ANOVA), also called a hierarchical ANOVA, is an extension
of ANOVA for experiments where each group is divided into two or more subgroups. It
tests if there is variation between groups, or within nested subgroups. Nested ANOVA (as
ANOVA in general) is a parametric method which assumes population normality and variance
homogeneity, and a balanced design is preferred. Since these assumptions do not hold in our
case, we used the non-parametric alternative proposed in Stavropoulos and Caroni (2008) and
used elsewhere (Zahalka et al. 2010). The Box-Adjusted Wald-type statistic neither assumes
normality nor homogeneity of the data. It is also robust to unbalanced design. We used it to
test the following null hypotheses, related to RQ1 and RQ2, respectively:

- Htf‘: There is no difference in the distributions of each performance metric (Recall,
Precision, 1-FPR, F-Score and G-Score) between the two learning approaches, and

'f 4. For a given learning approach, there is no difference in the distribution of each
performance metric among prediction styles M1, M2, and M3.

6 Results

In this section we report the results as they pertain to our research questions. Figure 6 shows
the box plots, and Fig. 7 depicts the means of all performance metrics for the two learning
approaches and three prediction styles. The basic statistics (i.e., mean, median, standard
deviation, and IQR) are provided in Ahmad et al. (2022).

2 Note that, following many related works (e.g., Malhotra and Raje, 2015; Bowes et al., 2018) that used the
open-source datasets created by Jureczko and Spinellis (2010); Jureczko and Madeyski (2010), we treated the
releases as independent instances for the statistical analysis.
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Fig.6 Performance metrics for the two learning approaches and three prediction styles

6.1 RQ1: Does the Learning Approach Affect the Classification Performance of the
Software Fault-proneness Predictions?

As shown in Figs. 6 and 7, models based on useAllPredictAll had significantly higher Recall,
Precision, F-Score and G-Score than the same models based on usePrePredictPost. However,
1-FPR was slightly lower when using useAllPredictAll than in the case of usePrePredictPost.

Table 5 shows the analysis of variance results for the DoE described in Section 5.2. Since
p-values were less than the significance level 0.05 for Recall, Precision, F-Score and G-
Score, the null hypotheses HGA were rejected in favor of the alternative hypotheses Ha"" that
there is a difference in the performance metrics distributions for each of these performance
metrics. Furthermore, the learning approach factor contributed the most to the variance of
the prediction performance, i.e., 76.4%, 72.99%, 67.57%, and 58.31% for Recall, Precision,
F-Score, and G-Score, respectively. However, for the 1-FPR performance metric Hé"‘ cannot
be rejected, i.e., unlike the other performance metrics, 1-FPR was not affected by the learning
approach.
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Fig.7 Means of all performance metrics for the two learning approaches and three prediction styles
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Table5 Analysis of variance results for learning approach (A) and nested prediction style (B|A)

Performance Factor Wald-type p-value Hﬁ“ Cont to
Box-Adjusted Var %
Metric Rank Statistic HEW
Recall A 39.65865 3.02E-10 Rejected 76.40
BlA 7.86835 9.65E-02 Not Rejected 23.60
Precision A 32.51898 1.18E-08 Rejected 72.99
BlA 8.86537 6.46E-02 Not Rejected 27.01
1-FPR A 0.20742 6.49E-01 Not Rejected 597
BlA 3.35987 5.00E-01 Not Rejected 94.03
F-Score A 37.79243 7.87E-10 Rejected 67.57
BlA 12.64919 1.31E-02 Rejected 3243
G-Score A 2477202 6.45E-07 Rejected 58.31
BlA 15.80304 3.30E-03 Rejected 41.69

Specifically, in prediction within-release using 10-fold cross validation (M1), useAllPre-
dictAll compared to usePrePredictPost had 52.8% higher Recall, 38.8% higher Precision,
51.7% higher F-Score, and 22.4% higher G-Score. However, 1-FPR was 2.0% lower. In
prediction within-release using 50/50 split (M2) the same pattern was observed, but the differ-
ences in performance were much higher. In particular, the useAllPredictAll learning approach
had 77.6% higher Recall, 73.1% higher Precision, 79.5% higher F-Score, and 42.5% higher
G-Score than usePrePredictPost. As in the case of 10-fold cross validation, 1-FPR was 2.2%
lower. Similarly, in prediction across-release (M3), compared to usePrePredictPost learn-
ing approach, useAllPredictAll had a 111.1% higher Recall, 57.1% higher Precision, 97.3%
higher F-Score, and 26.1% higher G-Score. However, it had 9.6% lower 1-FPR.

Our findings thus provide a clearly affirmative answer to RQ1: the useAllPredic-
tAll learning approach leads to better fault-proneness prediction performance than
usePrePredictPost, both within-release and across-releases, for 4 of the 5 performance
metrics.

6.2 RQ2: For a Given Learning Approach, What is the Difference in Classification
Performance Between Using Within-release and Across-releases Prediction
Styles?

To answer this research question, we again refer to Figs. 6 and 7. When the useAllPredictAll
learning approach was used for within-release predictions, the models which used 10-fold
cross validation (M1) slightly outperformed the corresponding models which used 50/50
split (M2) in terms of the mean Recall, Precision, F-Score, and G-Score, and had the same
mean 1-FPR. Specifically, using 10-fold cross validation led to 2.1% higher Recall, 2.5%
higher Precision, 1.7% higher F-Score, and 1.5% higher G-Score compared to when 50/50
split was used. Both within-release prediction styles (M1 and M2) significantly outperformed
the across-releases prediction (M3) with respect to all performance metrics. Since the two
within-release styles had similar performance, we restrict the comparison to using the 50/50
split. When compared to prediction across-releases, the performance within-release using
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50/50 split had 23.9% higher Recall, 23.9% higher Precision, 15.3% higher 1-FPR, 33.8%
higher F-Score, and 30.5% higher G-Score.

When usePrePredictPost was used for within-release predictions, the models which used
10-fold cross validation (M1) outperformed the models which used 50/50 split (M2) for all
performance metrics. Specifically, using 10-fold cross validation within-release led to 18.7%
higher Recall, 27.9% higher Precision, 0.2% higher 1-FPR, 20.3% higher F-Score, and 18.2%
higher mean G-Score compared to the same models which used the 50/50 split. Consistent
with the findings for the useAllPredictAll learning approach, when usePrePredictPost was
used, both within-release prediction styles (M1 and M2) outperformed the across-releases
prediction (M3) with respect to all performance metrics. In particular, when using within-
release with 10-fold cross validation, compared to across-releases predictions the Recall,
Precision, 1-FPR, F-Score, and G-Score were 74.8%, 43.8%, 6.8%, 76.9%, and 36.5% higher,
respectively. Following the same pattern, using within-release with 50/50 split compared to
across-releases predictions resulted in 47.2% higher Recall, 12.4% higher Precision, 6.6%
higher 1-FPR, 47.0% higher mean F-Score, and 15.5% higher G-Score.

To further investigate the effect of the prediction style on the fault-proneness predictions
for a given learning approach, we refer to the rows relevant to the hypothesis Htf ' in Table 5.

It appears that HOBM cannot be rejected for Recall, Precision, and 1-FPR as the p-values were

greater than the significance level 0.05. On the other hand, HOBlA hypotheses were rejected
for F-Score and G-Score in favor of the alternative hypotheses that, for a given learning
approach, there is a difference in the performance due to prediction styles.

Our findings give an affirmative answer to RQ2: the classification performance is
significantly better when within-release prediction is used than when across-releases
prediction is used, for both learning approaches.

Our answer to RQ2 is consistent with prior works for each given learning approach.
However, our findings go a step further, showing that the contribution to the variance due to
prediction style is smaller than the contribution to the variance due to the learning approach,
as shown in Table 5. In other words, the learning approach matters more than the prediction

style.

6.3 On Reasons Behind Different Performance

Our results for RQ1 showed that the prediction models which used useAllPredictAll had
significantly better performance than the models which used usePrePredictPost in terms of
Recall, Precision, F-Score and G-Score, but had similar or slightly worse 1-FPR. To better
understand and explain the reasons behind the impact of the learning approach choice on
software fault-proneness prediction performance, we conducted further investigation. Specif-
ically, we took a closer look at the datasets created for each learning approach. We hypothesize
that the useAllPredictAll performed better than the usePrePredictPost learning approach
because its datasets were less imbalanced compared to the corresponding usePrePredictPost
datasets (see Figs. 4 and 5).

In order to investigate if the different levels of class imbalance intrinsically present in the
datasets used by different learning approaches cause the difference in performance, we ran
experiments using three different types of imbalance treatments: Synthetic Minority Over-
sampling Technique (SMOTE), Under-bagging, and Adaptive Boosting (i.e., AdaBoost).
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SMOTE (Chawla et al. 2002) has been widely used in prior studies as a treatment for
imbalance (e.g., Agrawal and Menzies, 2018; Goseva-Popstojanova et al., 2019). It works
by selecting random data points from the minority class (i.e., files with bug-fixes when
using useAllPredictAll and files with post-release bugs when using usePrePredictPost) and
mimicking similar data points to over-represent the minority class, with the goal of enhancing
the classification performance. When using SMOTE, we oversampled the minority class (i.e.,
fault-prone files) in the training set to match the number of instances of the majority class.
For example, when applying SMOTE for the useAllPredictAll learning approach with the
Ant 1.3 release, the minority class was oversampled to increase the percentage of bug-fixes in
the training sets from 44.7% to 50%. And when applying SMOTE for the usePrePredictPost
learning approach, using oversampling the percentage of post-release bugs was increased
from 6.5% to 50%. (In each case, the imbalance treatment was applied only to the training
set, and the testing set was not modified, that is, remained unbalanced as in each of the
original datasets. This eliminates over-fitting bias and yields more reliable results.)

Under-bagging technique combines undersampling with bagging, and belongs to a broader
family of ensemble learning methods (Galar et al. 2011). To use this technique, we created
balanced subsets (i.e., bags) of the training dataset using undersampling (i.e., random sub-
sampling with replacement) of the majority class and trained individual J48 models on 10
different, random subsets of the training dataset. The final classification outcome was aggre-
gated using majority voting.

AdaBoost (i.e., Adaptive Boosting) combines the concepts of adaptive learning with boost-
ing and also belongs to the family of ensemble learning methods. AdaBoost dynamically
adjusts the weights of training instances in subsequent iterations of training based on the
difficulty of correctly classifying the instances (i.e., increases the weights of misclassified
samples and decreases the weights of correctly classified samples). The classifier used in
each iteration was J48. The final prediction was determined using weighted majority vote
from all the decision trees (Galar et al. 2011; Schapire 2013).

Overall, for within-release predictions SMOTE did quite well compared to Under-bagging
and AdaBoost. For example, for within-release prediction with 10-fold cross validation,
SMOTE had the best performance in 41 datasets (out of 63) for use AllPredictAll and in 56
datasets (out of 58) for usePrePredictPost learning approach. Furthermore, the magnitudes
of improvement were significantly higher with SMOTE. The results were similar for within-
release with 50/50 split predictions. None of the data balancing techniques, however, led to
improvement of the across-releases prediction performance.

Since SMOTE significantly outperformed the Under-bagging and AdaBoost, here we only
present the results of applying SMOTE as an imbalance treatment. Note, however, that in
this paper we use imbalance treatment to explore and (at least partially) explain why the
two learning approaches lead to different prediction performance. Data imbalance is one
of the most challenging problems in machine learning which, in addition to between-class
imbalance addressed here, may include issues related to the separability of classes and within-
class imbalance (He and Garcia 2009), all of which are even more challenging when combined
with the small sample sizes typical for software engineering. More through explorations of
different issues related to data imbalance are beyond the scope of this paper.

The box plots and means of all performance metrics when SMOTE was applied are shown
in Figs. 8 and 9, respectively. In Table 6 we report the differences in performance metrics
when SMOTE was applied compared to when SMOTE was not applied.

As canbe seen from Figs. 8 and 9, and Table 6, applying SMOTE with the useAllPredictAll
learning approach improved all performance metrics for within-release prediction styles (M1
and M2). Using SMOTE across-releases (M3) only slightly improved the Recall and 1-FPR,
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Fig. 8 Performance metrics for the two learning approaches and three prediction styles when SMOTE was
applied

while it slightly decreased the Precision, F-Score and G-Score. Applying SMOTE with the
usePrePredictPost learning approach led to a significant increase of Recall, Precision, F-
Score, and G-Score in within-release prediction styles (M1 and M2), while the increase in
across-releases predictions (M3) was minor. In all cases, applying SMOTE resulted in slightly
lower 1-FPR.

In summary, using SMOTE for within-release predictions (M1 and M2) significantly
improved all performance metrics expect 1-FPR, for both learning approaches. The improve-
ment for usePrePredictPost was significantly higher than for useAllPredictAll. This is due
to the fact that the datasets used with the former were significantly more imbalanced than
the datasets used with the latter, leading to a much higher positive impact of the imbalance
treatment.

Table 7 shows the results of the analysis of variance for our nested design when SMOTE
was applied. The statistical results confirm the observations made based on the results shown
in Figs. 8 and 9 — for all performance metrics we cannot reject the null hypothesis Hé‘ that
there is no difference between the performance of the two learning approaches.
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Fig.9 Means of performance metrics for the two learning approaches and three prediction styles when SMOTE

was applied
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Table 6 Differences in

performance metrics when useAllPredictAll usePrePredictPost
Metri Ml M2 M3 M1 M2 M3
SMOTE was applied compared to ene
when no imbalance treatment Recall 112% 126% 35% 69.1%  97.5%  1.7%
was not applied .
Precision  12.0% 139% -27% 57.5% 98.5% 5.3%
1-FPR 1.4% 1.2% 33% -1.3% -25% -0.7%

F-Score 126% 13.9% -15% 71.7% 103.5% 5.3%
G-Score 8.2% 9.1% -02% 33.0% 54.9% 5.8%

It should be noted that prior works have shown that treating the class imbalance improves
the software fault-proneness prediction performance. Some of these works used useAll-
PredictAll (Wang and Yao 2013; Malhotra and Jain 2020; Goyal 2022), while other used
usePrePredictPost learning approach (Goseva-Popstojanova et al. 2019). What is new here
is that we apply class imbalance treatment on both learning approaches and compare the
corresponding improvements. Furthermore, we use imbalance treatment with a different
goal than related works — to test our hypothesis that, for within-release predictions, the class
imbalance can be used to explain the difference in prediction performance of the two learning
approaches.

For within-release predictions, our findings show that the worse performance of
usePrePredictPost compared to the useAllPredictAll learning approach was due to
the more pronounced class imbalance of the former. When addressed, using the imbal-
ance treatment SMOTE, the performance difference between learning approaches was
eliminated.

(Note that the other two imbalance treatment we used, Under-bagging and AdaBoost, did
not eliminate the performance difference between the learning approaces.)

Contrary to within-release predictions, using SMOTE for across-releases prediction (M3)
had a minimal effect on prediction performance for both useAllPredictAll and usePrePredict-

Table7 Analysis of variance results for learning approach (A) and nested prediction style (B|A) when SMOTE
is applied

Performance Factor Wald-type p-value Hﬁ“ Cont to
Box-Adjusted Var %
Metric Rank Statistic HM
Recall A 2.86447 9.06E-02 Not Rejected 10.55
BlA 38.57545 8.52E-08 Rejected 89.45
Precision A 0.18635 6.66E-01 Not Rejected 0.76
BlA 42.73856 L.17E-08 Rejected 99.24
1-FPR A 0.72053 3.95E-01 Not Rejected 25.87
BlA 2.08995 7.19E-01 Not Rejected 74.13
F-Score A 0.79346 3.73E-01 Not Rejected 3.15
BlA 47.81298 1.03E-09 Rejected 96.85
G-Score A 0.51823 4.72E-01 Not Rejected 2.08
BlA 44.45300 5.17E-09 Rejected 97.92
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Post learning approaches (see Table 6). As can be seen in Table 7, the null hypotheses H'f 14
were rejected for all performance metrics except 1-FPR in favor of the alternative hypotheses

QBM that (for a given learning approach) there is a difference in the performance metrics
distributions due to the nested factor (i.e., prediction style). Moreover, when SMOTE was
applied, the prediction style factor contributed most of the variance, i.e., 89.45%, 99.24%,
74.13%, 96.85%, and 97.92% in the case of Recall, Precision, 1-FPR, F-Score, and G-Score,
respectively. (It should be noted that in case of across-releases prediction, Under-bagging
and AdaBoost, similarly to SMOTE, had little effect on the prediction performance.)

In general, prediction across-releases is more challenging than prediction within-release
because it is harder for machine learning algorithms to learn effectively when the sources of
training and testing data are different, which typically results in different distributions (Xu
etal. 2018, 2019). It is an open research question whether different approaches for improving
the performance of across-release predictions (Xu et al. 2018, 2019; Amasaki 2020; Kabir
et al. 2021) or transfer learning approaches (Ma et al. 2012; Nam et al. 2013, 2018) would
reduce the difference in performance when using different learning approaches.

7 Threats to Validity

We discuss the threats to validity grouped into four categories: construct, internal, conclusion,
and external validity.

Construct validity is concerned with whether we are measuring what we intend to mea-
sure. One threat to construct validity is related to the commits made to version control systems,
which were used to extract the change metrics. As expected, data were missing from some
commits. Commits with no revision numbers were given auto-generated unique ID numbers
and were included in the study. On the other hand, commits with no lines of code reported
as added or deleted were omitted from this study, which represented less than 3% of all
commits made to all projects combined. Unlike change metrics, static code metrics represent
a snapshot in time. For each release, the static code metrics were extracted from the latest
available binaries on the release date, and they were the same for both learning approaches.
The feature vectors used for the machine learning experiments in this paper integrate the
static code metrics and change metrics as described in Section 4.3. For the statistical tests,
following the common practice in this area, we treated the releases as independent instances.
As the well known ‘No Free Lunch Theorem’ implies, there is no single best machine
learning algorithm for all predictive modeling problems. Therefore, we experimented with
multiple classification algorithms (i.e., J48, REF, FNN) and imbalance treatment appraches
(i.e., SMOTE, Under-bagging, and AdaBoost). A brief summary of the results of machine
learning experiments are presented in the paper, accompanied by detailed results of using
J48 for classification and SMOTE for imbalance treatment. Note that further exploration of
the classifier and the imbalance treatment effect on the prediction performance is beyond the
scope of this paper, whose main goal is to explore the effect of the learning approach.

Internal validity is concerned with the effects of unknown impacts that might affect the
independent and dependent variables. To ensure data quality, which is one of the major threats
to internal validity, we extracted our own data from the online Apache repository. Note that
we used a consistent set of static code and change metrics for all the projects and releases
considered in this paper. Upon extracting the data, we implemented manual and automated
sanity checks to verify the quality of the extracted metrics. In addition, for randomly selected
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files from each project included in this study, we manually verified and validated the values
of the automatically extracted metrics.

Conclusion validity threats may impact the ability to draw correct and reliable conclu-
sions. Some threats to conclusion validity are related to the way descriptive statistics are
reported and statistical tests are being used. For descriptive statistics, we provided the box
plots of performance metrics in this paper and reported their means, medians, standard devia-
tions, and IQRs in the supplemental document online (Ahmad et al. 2022). For the inferential
statistics, we used design of experiments approach and non-parametric tests suitable for our
datasets. Another threat to conclusion validity is related to the data sample sizes. The work
presented in this paper is based on 64 releases of 12 different open-source projects, which is
comparable to or larger than the sample sizes used in related works in this area.

External validity is concerned with our ability to generalize our conclusions. The rela-
tively large number of releases and projects that we studied provides some generalizability.
However, this work was based only on open-source software written in Java and available on
the Apache Projects web server. Therefore, we cannot claim that the results would be valid for
software products implemented in other languages and/or from different application domains,
as well as for other classifiers and imbalance treatment approaches.

8 Recommendations and Research Directions

In this paper we seek to bring to the attention of the research and practitioners’ communities
the unreported effects of the learning approach on software fault-proneness predictions.
This paper presents evidence that current software fault-proneness prediction studies do not
adequately take into account the learning approach used. It also shows how the effect of
excluding this missing factor can inadvertently distort empirical observations.

Through empirical results and statistical tests presented in Section 6 of this paper, we show
that the learning approach significantly affects the performance of software fault-proneness
prediction. We also provide interpretation of our findings for research questions RQ1 and
RQ2, and uncover indications that the difference in performance between the two learning
approaches for within-release predictions is attributable to class imbalance. In this section,
we discuss the implications of our findings and provide recommendations for designing,
reporting, and comparing software fault-proneness prediction studies. We also suggest some
directions where further work is needed.

Toward significantly improving future fault-proneness prediction studies, our findings
lead us to make the following five recommendations. These recommendations all rely on
existing approaches and techniques, so can readily be put into action right away.

— Incorporate Data and Input Aspects into the Prediction Process. Many research works
on software fault-proneness prediction utilize readily available datasets and focus on the
Al model dimension (i.e., the steps of building and evaluating the classification models),
without thorough understanding of the data and input used by these models. However,
information about the interval for which longitudinal features (software metrics data)
are collected and the interval for which bugs are predicted (the target variable) needs to
be specified and considered, not swept under the carpet. Omission of this information
leads to overlooking the learning approach factor and not accounting for its effect on
the prediction performance. For sound research and practical application of software
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fault-proneness prediction, all dimensions and steps of the OECD framework (OECD
2022) or the phases of the alternative Cross Industry Standard Process for Data Mining
(CRISP-DM)? (Chapman et al., 2000; Wirth and Hipp, 2000) should be incorporated,
regardless of whether the datasets are extracted from the software artifacts or are readily
available.

— Use the Learning Approach Appropriate for the Goal and Available Data. Software
fault-proneness prediction models using the useAllPredictAll approach predict fault-
proneness for the entire period under consideration (e.g., release) and thus reflect mainly
the developers’ viewpoint. On the other hand, models using the usePrePredictPost learn-
ing approach predict software units (e.g., files) that are expected to be fault-prone after
the cut-off date for prediction (e.g., post-release). They thus better reflect the users’ view-
point regarding the software’s perceived reliability and may more readily prevent costly
consequences from post-release failures.

— Address Class Imbalance. Since datasets used for software fault-proneness prediction
are usually imbalanced, treatment of imbalance should be used. We have shown that
SMOTE significantly improves the classification performance of within-release predic-
tion style, for each learning approach. This confirms the results presented in several prior
works (Wang and Yao 2013; Agrawal and Menzies 2018; Goseva-Popstojanova et al.
2019; Malhotra and Jain 2020; Goyal 2022). Furthermore, we have shown that the class
imbalance contributes to the difference in the prediction performance of the two learning
approaches and that when treated with SMOTE results in similar prediction performance
for both learning approaches. It should be noted that more research focused on handling
data imbalance for software fault-proneness prediction is needed, because it is a complex
phenomenon that, in addition to the imbalanced class distributions, is affected by small
sample sizes (which are typical for software fault-proneness data), separability of the
classes, and the existence of within-class concepts (He and Garcia 2009).

— Always Specify the Learning Approach. Our results have demonstrated that informa-
tion regarding the learning approach is essential to understanding and explaining the
performance of software fault-proneness prediction. However, such information is often
missing or is merely implicit, in some cases requiring considerable effort to deduce.
Therefore, research studies focused on software fault-proneness prediction, in addition
to the existing reporting criteria (Hall et al. 2012), should explicitly specify the learning
approach.

— Compare Apples-to-Apples. To avoid comparing ‘apples to oranges,’ care should be
taken when comparing the performance of software fault-proneness prediction mod-
els — when comparing to the related works’ results, when conducting meta-analysis,
and/or when reusing existing datasets that may have been created for different learning
approaches. Since useAllPredictAll and usePrePredictPost use different training sets and
have different target variables, such performance comparisons are unfair, and any sta-
tistical analysis and/or machine learning experiments are flawed. Therefore, our results
may call into question conclusions advanced by some prior publications that failed to
recognize the use of different learning approaches and to consider their effect on the
performance of the fault-proneness prediction.

3 CRISP-DM is a comprehensive process model for carrying out data mining efforts (Chapman et al. 2000).
Similarly as the OECD framework, it is independent of both the industry sector and the technology used,
and consists of the following phases: business understanding, data understanding, data preparation, modeling,
evaluation, and deployment.
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Additionally, we describe limitations of the current state-of-the-art and identify some
directions where future research is needed to further improve the software fault-
proneness prediction.

— Current software fault-proneness prediction models only consider spatial infor-
mation about software faults (i.e., their location) while disregarding their temporal
information (i.e., when each fault was detected). Even though software fault-proneness
prediction classifies software units (the “where”), the faults within fault-prone unit(s)
were detected at different times. In the case of within-release predictions, the complete
lack of temporal information when using the useAllPredictAll learning approach leads
(at least for some faults) to predicting the past from the future. This is not the case
with the usePrePredictPost learning approach because it distinguishes between faults
detected pre-release and post-release (i.e., it considers temporal information at a coarse-
grained level) and predicts post-release fault-prone units. In order to follow a realistic
usage scenario, it is important to ensure that training data temporally precede testing
data. However, the great majority of past studies evaluated the fault-proneness prediction
performance on temporally random data® rather than on future data (Falessi et al. 2020).
Note that the temporal order of the data is preserved for across-release predictions (i.e.,
when the model is trained on one release and tested on a future release of the same or
other software project) regardless of the learning approach used.

— An important future research direction is thus to take into account temporal
information. Incorporating temporal information about software faults into the fault-
proneness prediction will be essential to creating prediction models that are truer
representations of the fault detection process. Doing so would address the fundamen-
tal drawback of the useAllPredictAll approach when used for within-release predictions.
Our recommendation to take into account temporal information is backed by a recent
study (Falessi et al. 2020) that argued in favor of preserving the order of data when
validating the fault-proneness predictions. That study, however, was focused only on
across-releases predictions. In order to further advance software fault-proneness pre-
diction and increase its practical usefulness, we recommend incorporating finer-grained
temporal information, beyond the current distinction between pre-release and post-release
faults in the usePrePredictPost approach, and beyond preserving the temporal order at
the coarse level of whole releases (as it is done for accross-releases predictions). Initial
effort along these lines was presented in a recent study by Kabir et al. (2021) which
was focused on fault-proneness prediction for useAllPredictAll learning approach and
across-releases prediction style, and was conducted learning from data chunks that arrive
in temporal order. In future work we plan to investigate incorporating both spatial and
temporal information about software faults into software fault-proneness prediction.

Finally, our findings provide software developers with some new insights into
achieving accurate fault-proneness predictions. The results of this study improve the
understanding and interpretability of software fault-proneness prediction, especially with
regard to how the learning approach affects it. Better fault-proneness prediction provides
more accurate information to developers, helping them prioritize development and testing
tasks. Ultimately, improved prediction performance results in fewer bugs and better software
quality. Consistently with prior works, our results showed that imbalance treatment (here
using SMOTE) improved the Recall and Precision, resulting in higher F-Scores for both

4 The most used technique by far was k-fold cross validation, in 61% of the studies (Falessi et al. 2020).
10-fold cross validation, which was the most used type of k-fold cross validation and the most used technique
in general, was used in 51% of the studies.
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learning approaches when using the within-release prediction style. Further, we discovered
that addressing the imbalance by using SMOTE eliminated the inferior performance of the
usePrePredictPost approach, which traditionally has had lower Recall (e.g., Zimmermann
et al., 2007; Krishnan et al., 2013) than models built using the useAllPredictAll approach.
Reducing the number of post-release false negatives (due to higher Recall) is especially
important for safety-critical systems where post-release failures can have catastrophic con-
sequences. In addition, higher Precision leads to less wasted verification and validation efforts
on those software units that likely are not fault-prone.

While this paper focuses on classification-based prediction within-projects (i.e., within-
release and across-releases), we anticipate that the focus on the choice of the learning approach
might yield new insights when exploring across-projects classification-based prediction or
prediction of fault-counts in software units for different prediction styles.

9 Conclusion

This paper focuses on one previously unexplored factor of the software fault-proneness pre-
diction process — the learning approach. This captures the temporal aspects regarding (i) the
interval for which longitudinal features (software metrics data) are collected, and (ii) the
interval for which software bugs are predicted (i.e., the target variable). We first categorized
related works by the learning approach each used. This helped us clarify and explain the
varying performance in many of these software fault-proneness prediction studies. We then
systematically and rigorously explored the impact of the learning approach on the perfor-
mance of software fault-proneness prediction. Our study showed empirically that the choice
of learning approach significantly affects the performance of software fault-proneness pre-
diction models. Our study also produced new insights into how those effects occur. The
results presented here showed that the useAllPredictAll learning approach resulted in signif-
icantly better performance than the usePrePredictPost learning approach. Furthermore, we
uncovered that the class imbalance is the reason behind this finding for within-release predic-
tions. Addressing the imbalance by using SMOTE significantly enhanced the within-release
prediction performance for both learning approaches and eliminated the difference in their
performance. Finally, we described the implications of our findings; provided recommenda-
tions for designing, reporting, and comparing software fault-proneness prediction studies;
and suggested some directions where further work is needed.

Going forward, we encourage fault-proneness prediction studies to always state explicitly
which learning approach is being used. We also encourage increased awareness and further
study of the consequences of the learning approach choice in practice.
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