INDUCED SUBGRAPHS AND TREE DECOMPOSITIONS
II. TOWARD WALLS AND THEIR LINE GRAPHS IN GRAPHS OF
BOUNDED DEGREE
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ABSTRACT. This paper is motivated by the following question: what are the unavoidable in-
duced subgraphs of graphs with large treewidth? Aboulker et al. made a conjecture which
answers this question in graphs of bounded maximum degree, asserting that for all £ and A,
every graph with maximum degree at most A and sufficiently large treewidth contains either
a subdivision of the (k x k)-wall or the line graph of a subdivision of the (k X k)-wall as an
induced subgraph. We prove two theorems supporting this conjecture, as follows.

1. For t > 2, a t-theta is a graph consisting of two nonadjacent vertices and three internally
vertex-disjoint paths between them, each of length at least ¢. A t-pyramid is a graph
consisting of a vertex v, a triangle B disjoint from v and three paths starting at v and
vertex-disjoint otherwise, each joining v to a vertex of B, and each of length at least
t. We prove that for all k,¢t and A, every graph with maximum degree at most A and
sufficiently large treewidth contains either a t-theta, or a t-pyramid, or the line graph of
a subdivision of the (k x k)-wall as an induced subgraph. This affirmatively answers a
question of Pilipczuk et al. asking whether every graph of bounded maximum degree and
sufficiently large treewidth contains either a theta or a triangle as an induced subgraph
(where a theta means a t-theta for some ¢ > 2).

2. A subcubic subdivided caterpillar is a tree of maximum degree at most three whose all
vertices of degree three lie on a path. We prove that for every A and subcubic subdivided
caterpillar T', every graph with maximum degree at most A and sufficiently large treewidth
contains either a subdivision of 7" or the line graph of a subdivision of T" as an induced
subgraph.

1. INTRODUCTION

All graphs in this paper are finite and simple. Let G = (V(G), E(G)) be a graph. A tree
decomposition (T, ) of G consists of a tree T" and a map 5 : V(T') — 2V(G) | with the following
properties:

(i) For every v € V(G), there exists t € V(T') such that v € 5(t).
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FIGURE 1. The 6-by-6 square grid (left) and the 6-by-6 wall Wgyg (right).

(ii) For every vivg € E(G), there exists t € V(T') such that vy, ve € 5(t).
(iii) For every v € V(G), the subgraph of T induced on the set 371 (v) = {t € V(T) | v € B(t)}
is connected.

The width of the tree decomposition (7', 8) is max,cy (7) [8(v)| — 1. The treewidth of a graph G,
denoted by tw(G), is the minimum width of a tree decomposition of G. Treewidth, originally
introduced by Robertson and Seymour in their study of graph minors, is widely considered to be
an important graph parameter, both from a structural [22] and algorithmic [11] point of view.
Roughly, the treewidth of a graph measures how “close to a tree” it is: trees have treewidth
one, and in general, the larger the treewidth of a graph, the less “tree-like”, and hence the more
complicated it is. So it is natural to ask how one would certify whether a graph is of large
treewidth, and in particular, what can we say about the unavoidable substructures emerging in
graphs of large treewidth. As an example, for each k, the k-by-k square grid is a planar graph
of maximum degree three and with treewidth k, and the (k x k)-wall, denoted by Wiy, is the
k-by-k hexagonal grid, which is planar graph with maximum degree three and with treewidth &
(the formal definition is provided at the end of Subsection 1.1; see Figure 1). Every subdivision
of Wy« is also a graph of treewidth k. The Grid Theorem of Robertson and Seymour gives a
complete characterization of the unavoidable minors, and the unavoidable subgraphs of graphs
with large treewidth.

Theorem 1.1 (Robertson and Seymour [20]). For every k > 1, every graph of sufficiently large
treewidth has minor isomorphic to the k-by-k square grid, or equivalently, a subdivision of Wik
as a subgraph.

While tree decompositions and classes of graphs with bounded treewidth are central concepts
in the study of graphs with forbidden minors [22|, the problem of connecting tree decompositions
with forbidden induced subgraphs had largely remained uninvestigated until very recently. In
accordance, this work is a step toward understanding the unavoidable induced subgraphs of
graphs with large treewidth. Formally, let us say a family F of graphs is useful if there exists
¢ such that every graph G with tw(G) > ¢ contains a member of F as an induced subgraph.
Then our work is motivated by the goal of characterizing useful families. For instance, Lozin and
Razgon [18] have recently proved the following theorem, which gives a complete description of
all finite useful families. Given a graph F', the line graph L(F') of F is the graph with vertex set
E(F), such that two vertices of L(F') are adjacent if the corresponding edges of G share an end.

Theorem 1.2 (Lozin and Razgon [18]). Let F be finite family of graphs. Then F is useful if and
only if it contains a complete graph, a complete bipartite graph, a forest in which each component
has at most three leaves, and the line graph of such a forest.

In fact, it is easy to see that the complete graph K; has treewidth ¢ — 1 and the complete
bipartite graph K;; has treewidth ¢. Also, as mentioned above, every subdivision of W}y, is also
of treewidth k, and crucially, no two non-isomorphic subdivisions of Wj, are induced subgraphs
of each other. The line graph of a subdivision of Wi is another example of a graph with large
treewidth. Note that L(Wjyx) does not contain Wy as an induced subgraph. In summary, if a
family of graphs is useful, then it contains a complete graph, a complete bipartite graph, and for
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some k, an induced subgraph of every subdivision of Wy, and an induced subgraph of the line
graph of every subdivision of Wy«x. Therefore, it would be natural to ask whether the converse
of the latter statement is also true:

Question 1.3. Let F be a family of graphs containing a complete graph, a complete bipartite
graph, and for some k, an induced subgraph of every subdivision of Wik, and an induced subgraph
of the line graph of every subdivision of Wixr. Then is F useful?

It turns out that the answer to Question 1.3 is negative. To elaborate on this, we need a
couple of definitions. By a hole in a graph we mean an induced cycle of length at least four, and
an even hole is a hole on an even number of vertices. For graphs G and F, we say that G is
F-free if G does not contain an induced subgraph isomorphic to F'. If F is a family of graphs,
a graph G is F-free if G is F-free for every F' € F. It is not difficult to show that for large
enough k, subdivisions of Wy, line graphs of subdivisions of Wiy, and the complete bipartite
graph Kj ;. all contain even holes. Therefore, the following theorem provides a negative answer
to Question 1.3.

Theorem 1.4 (Sintiari and Trotignon [23]). For every integer ¢ > 1, there exists an (even hole,
Ky )-free graph Gy such that tw(Gy) > L.

Observing that graphs GGy in Theorem 1.4 have vertices of arbitrarily large degree, the following
conjecture was made (and proved for the case A < 3) in [1]:

Conjecture 1.5 (Aboulker, Adler, Kim, Sintiari and Trotignon [1]). For every A > 0 there
exists ca such that even-hole-free graphs with maximum degree at most A have treewidth at most
CA.

Conjecture 1.5 was proved in [10] by three of the authors of the present paper. More generally,
it is conjectured in [1] that there is an affirmative asnwer to Questoin 1.3 in the bounded maximum
degree case (note that bounded maximum degree automatically implies that a large complete
graph and a large complete bipartite graph are excluded).

Conjecture 1.6 (Aboulker, Adler, Kim, Sintiari and Trotignon [1]). For every A > 0 there is
a function fa : N — N such that every graph with maximum degree at most A and treewidth
at least fa(k) contains a subdivision of Wi or the line graph of a subdivision of Wik as an
induced subgraph.

(We remark that, while the present paper was under review, Conjecture 1.6 was proved using a
different method [17]. However, the techniques developed here provide foundation to a significant
body of future work |2, 3, 4, 5, 6, 7, 8, 9].)

In [1] it is proved for proper minor-closed classes of graphs (in which case the bound on the
maximum degree is not needed anymore).

Theorem 1.7 (Aboulker, Adler, Kim Sintiari and Trotignon [1]). For every graph H there is
a function fg : N = N such that every graph of treewidth at least fr(k) and with no H-minor
contains a subdivision of Wi or the line graph of a subdivision of Wiy as an induced subgraph.

In this paper we prove several theorems supporting Conjecture 1.6. In order to state our main
results, we need a few more definitions.

A path is a graph P with vertex set {p1,...,pr} and edge set {pip2, paps,...,pp—1Pr}. We
write P = pi-...-pg, and we say p; and pg are the ends of P. The length of the path P is the
number of edges in P. We say that P is a path from p; to px, where p; and py are the vertices
of degree one in P. The interior of P is denoted P* and is defined as P\ {p1,px}.

Let G be a graph and let X,Y C V(G) be disjoint. Then, X is complete to Y if for every
x € X and y € Y, we have zy € E(G), and X is anticomplete to Y if there are no edges from X
to Y in G.
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The claw is the graph with vertex set {a,b,c,d} and edge set {ab,ac,ad}. For nonnegative
integers t1,t2,t3, an St 4,4, also called a long claw or a subdivided claw, consists of a vertex
v and three paths Py, Ps, P3, where P; is of length ¢;, with one end v, such that V(P;) \ {v},
V(P2) \ {v}, and V(P3) \ {v} are pairwise disjoint and anticomplete to each other. Note that
for every t, every subdivision of Wy}, for large enough k contains S;; as an induced subgraph.
Our first result is the following.

Theorem 1.8. Let A,t,k be positive integers. There ewists ca such that for every Sy i-free
graph G with maximum degree A and no induced subgraph isomorphic to the line graph of a
subdivision of Wixj,, we have tw(G) < cpt.A-

A theta is a graph consisting of three internally vertex-disjoint paths P, = a----- b, P, =
a----- b, and P3 = a-----b of length at least 2, such that no edges exist between the paths except
the three edges incident with a and the three edges incident with b. A t-theta is a theta such
that each of Pj, P», P3 has length at least t. A pyramid is a graph consisting of three paths
Pr=a----by, P, =a-----bg, and P35 = a-----bs of length at least 1, two of which have length at
least 2, pairwise vertex-disjoint except at a, and such that b1b2b3 is a triangle and no edges exist
between the paths except those of the triangle and the three edges incident with a. A t-pyramid
is a pyramid such that each of P, Py, P3 has length at least ¢.

Note that the complete bipartite graph Ks3 is in fact a theta. Also, for large enough k,
every subdivision of Wy« contains a theta as an induced subgraph, and the line graph of every
subdivision of Wy« contains a triangle. Therefore, the following theorem gives another reason
why the answer to Question 1.3 is negative.

Theorem 1.9 (Sintiari and Trotignon [23]). For every integer £ > 1, there exists a (theta,
triangle)-free graph Gy such that tw(Gy) > L.

In analogy to the situation with Theorem 1.4, the graphs Gy in Theorem 1.9 contain vertices
of arbitrary large degree. So it is asked in [19] whether (theta, triangle)-free graphs of bounded
maximum degree have bounded treewidth (while it is proved in [19] that (theta, triangle,S; ¢ +)-
free graphs, without a bound on the maximum degree, have bounded treewidth). We give an
affirmative answer to this question. Indeed, our second result, the following, establishes a far-
reaching generalization of this question. It also generalizes Theorem 1.8, and strongly addresses
Conjecture 1.6.

Theorem 1.10. Let A,t,k be positive integers with t > 2. Then, there exists ¢y A such that
for every (t-theta, t-pyramid)-free graph G with mazximum degree A and no induced subgraph
isomorphic to the line graph of a subdivision of Wix, we have tw(G) < ¢ .-

A tree T is a subdivided caterpillar if there is a path P in T such that P contains every vertex
of T of degree at least three in T'. The spine of T is the shortest path containing all vertices of
degree at least three in T'. A leg of a subdivided caterpillar T" is a path in T from a vertex of
degree one in T to a vertex of degree at least three in T. A graph G is subcubic if every vertex
of G has degree at most three.

Note that for every subcubic subdivided caterpillar T and for large enough k, every subdivi-
sion of Wy contains a subdivison of T as an induced subgraph, and the line graph of every
subdivision of Wy« contains the line graph of a subdivision of T" as an induced subgraph. Our
third result is the following.

Theorem 1.11. Let A be a positive integer and let T be a subcubic subdivided caterpillar. There
exists cr A such that for every graph G with mazimum degree A and no induced subgraph iso-
morphic to a subdivision of T or the line graph of a subdivision of T', we have tw(G) < cpa.

Let us now roughly discuss the proofs. Usually, to prove that a certain graph family has
bounded treewidth, one attempts to construct a collection of ‘“non-crossing decompositions,”
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which roughly means that the decompositions “cooperate” with each other, and the pieces that are
obtained when the graph is simultaneously decomposed by all the decompositions in the collection
“line up” to form a tree structure. Such collections of decompositions are called “laminar.” In all
the cases above, there is a natural family of decompositions to turn to, sharing a certain structural
property: all the decompositions arise from removing from the graph the neighborhood of a
small connected subgraph. Unfortunately, these natural decompositions are very far from being
non-crossing, and therefore they cannot be used in traditional ways to get tree-decompositions.
What turns out to be true, however, is that, due to the bound on the maximum degree of the
graph, these collections of decompositions can be partitioned into a bounded number of laminar
collections (where the bound on the number of collections depends on the maximum degree and
on the precise nature of the decomposition). We will explain how to make use of this fact in
Section 2.

Structure of the paper. We begin in Section 1.1 with a review of relevant definitions and
notation. In Section 1.2, we define an important graph parameter tied to treewidth called
separation number. In Section 2 we prove Theorem 2.10, which summarizes our main proof
method. In Section 3, we bound the treewidth of claw-free graphs with no line graph of a
subdivision of a wall, and in Section 4, we apply the results of Section 3 to prove Theorem 1.8.
In Section 5, we prove Theorem 1.10, and in Section 6, we prove Theorem 1.11.

1.1. Definitions and Notation. Let G be a graph. In this paper, we use vertex sets and their
induced subgraphs interchangeably. Let H be a graph. We say that X C V(G) is an H in G if
X is isomorphic to H. We say that G contains H if there exists X C V(G) such that X is an H
in G.

The open neighborhood of a vertex v € V(G), denoted N (v), is the set of all vertices adjacent
to v. The degree of v € V(G) is the size of its open neighborhood. A graph G has mazimum
degree A if the degree of every vertex v € V(G) is at most A. The closed neighborhood of a
vertex v € V(G) is denoted N[v] and is defined as N[v] = N(v)U{v}. Let X C V(G). The open
neighborhood of X, denoted N(X), is the set of all vertices of G \ X with a neighbor in X. The
closed neighborhood of X is denoted N[X] and is defined as N[X]| = N(X) U X.

A set X C V(G) is connected if for every x,y € X, there is a path P in X from z to y. A set
C CV(G) is a cutset of a connected graph G if G\ C' is not connected. A set D is a connected
component of G if D is inclusion-wise maximal such that D C V(G) and D is connected.

Let u,v € V(G) and let X C V(G). The distance between u and v is the length of a shortest
path from w to v in G. The distance between u and X is the length of a shortest path from wu
to a vertex x € X in G. We denote by N%(v) the set of vertices at distance exactly d from v in
G, and by N%[v] the set of vertices at distance at most d from v in G. Similarly, we denote by
N9[X] the set of vertices of distance at most d from X in G. The diameter of a connected set
X C V(@) is the maximum distance in G between two vertices of X.

A clique is a set K C V(G) such that every pair of vertices in K is adjacent. An independent
setis a set I C V(@) such that every pair of vertices in I is non-adjacent. The cligue number of
G, denoted w(G), is the size of a largest clique in G. The independence number of G, denoted
a(@G), is the size of a largest independent set in G.

A weight function on G is a function w : V(G) — R that assigns a non-negative real number
to every vertex of G. A weight function is normal if w(V(G)) = 1. Unless otherwise specified,
we assume all weight functions are normal. We denote by w™#* the maximum weight of a vertex;
Le. w™™ =max,cy (q) w(v).

Finally, let us include the precise definition of a wall. The (n x m)-wall, denoted W, xpp, is
the graph G with vertex set

V(G) ={(1,2j 1) |1 <j <m}
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U{(,7) |1<i<n,1<j<2m}
U{(n,2j —1)|1<j<m, if niseven}
U{(n,2j) |1 <j<m, if nisodd }
and edge set
B(G) ={(1L,2j ~ 1), (1,2 + 1) [ 1< j <m 1)
UL, 5), (i j+1) |2<i<mn1<j<2m}
U{(n,25),(n,25+2))|1<j<mifnisodd}
U{(n,2j —1),(n,2j+1) |1 <j<mif niseven}
U{(i,§),(i+1,5) | 1<i<n,1<3j<2m,i,jodd}
U{(i,7),(i+1,7) |1 <i<n,1<j<2m,i,jeven}.

o~ o~ o~ o~

Again, see Figure 1 for an example.

1.2. Balanced separators and treewidth. Treewidth is tied to a parameter called the sepa-
ration number. Let G be a graph, let S C V(G), let k be a positive integer, and let ¢ € [3,1).
A set X C V(G) is a (k, S, c)*-separator if | X| < k and for every component D of G\ X, it
holds that |D N S| < ¢|S|. The separation number sep’(G) is the minimum k& such that G has a
(k, S, c)*-separator for every S C V(G). The following lemma states that the separation number
gives an upper bound for the treewidth of a graph.

Lemma 1.12 (Harvey and Wood [16]). For every c € [3,1) and every graph G, we have tw(G)+
1< %_c sepi(G).

Now, we redefine (k, S, ¢)*-separators using weight functions. Given a normal weight function
w on a graph G and a constant ¢ € [3,1), a set X C V(G) is a (w, ¢)-balanced separator of G if
w(D) < ¢ for every component D of G\ X.

We call a weight function w on G a uniform weight function if there exists Y C V(G) such
that w(v) = ﬁ ifveY,and w(v) =0if v €Y. Lemma 1.12 implies the following:

Lemma 1.13. Let ¢ € [%, 1) and let G be a graph. If G has a (w,c)-balanced separator of size

. . . 1
at most k for every uniform weight function w, then tw(G) < k.

Proof. We prove that sep’(G) < k. Let S C V(G) and let wg be the weight function on G such
that wg(v) = ﬁ if v € S, and wg(v) = 0 otherwise. Since wg is a uniform weight function, it
follows that G has a (wg, ¢)-balanced separator X such that |X| < k. Let D be a component of
G\ X, so w(D) < ¢. Consequently, |[DNS| < ¢|S], and so X is a (k, S, ¢)*-separator. Therefore,
sepi(G) < k, and the result follows from Lemma 1.12. [ |

Lemma 1.13 implies that if for some fixed ¢ € [%, 1), G has a balanced separator of size k for
every weight function w, then the treewidth of G is bounded by a function of k. The next lemma
states the converse.

Lemma 1.14 (Cygan, Fomin, Kowalik, Lokshtanov, Marx, Pilipczuk and Pilipczuk [14]). If
tw(G) < k, then G has a (w, ¢)-balanced separator of size at most k+ 1 for every normal weight
function w and for every c € [%, 1).

Together, Lemmas 1.13 and 1.14 show that treewidth is tied to the size of balanced separators.
In this paper, we rely on balanced separators to prove that graphs have bounded treewidth. In
what follows, we will often assume that G has no (w, ¢)-balanced separator of size d for some
normal weight function w, ¢ € [%, 1), and positive integer d, since otherwise, in light of Lemma
1.13, we are done.
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2. CENTRAL BAGS AND FORCERS

A separation of a graph G is a triple (A, C, B) with A,C, B C V(G) such that A, C, and B are
pairwise disjoint, AUCUB = V(G), and A is anticomplete to B. If A and B are both non-empty,
then C is a cutset of G. If S = (A4,C, B) is a separation, we write A(S) = A, C(S) = C, and
B(S) = B.

Separations provide a way to organize the structure of connected graphs around important
cutsets. To that end, it is often useful to characterize the relationship between two separations
of a graph. Here, we define two relations between graph separations. Two separations S =
(A1,C1, By) and Sy = (A, Co, By) of G are non-crossing if (possibly exchanging the roles of Ay
and By, and of Ay and By) A1 NCy =0, A,NCy =0, and Ay N Ay = (; and loosely non-crossing
if AyNCy = () and AoNCy = (. The two non-crossing properties are illustrated in Figure 2. Note
that if two separations are non-crossing, then they are also loosely non-crossing. A collection &
of separations is (loosely) laminar if the separations of S are pairwise (loosely) non-crossing.

Al Cl Bl Al C'1 Bl
AQ %) %) A2 [%)]
Cy | @ Cy | @
By By
(A) Non-crossing (B) Loosely non-crossing
FIGURE 2. Illustrations of two separations S; = (A;,Cy,B;) and Sy =

(Ag, Co, By) being (A) non-crossing and (B) loosely non-crossing.

The notion of non-crossing separations was used in [21] as part of the study of tree decompo-
sitions. Let (7', 3) be a tree decomposition of G. For X C V(T'), let 3(X) = U,cx B(x). Let
tits € E(T) be an edge of T. Let T} and T be the components of T'\ {t1t2} containing ¢; and
ta, respectively. Let C = B(t1) N B(t2), let A= B(V(T1))\ C, and let B = 3(V(T3)) \ C. Then,
it follows from the properties of tree decompositions that (A, C, B) is a separation of G. Up to
symmetry between A and B, we say that (A, C, B) is the separation of G corresponding to the
edge tite of T. Let S(T, ) be the collection of separations corresponding to the edges of T'. It is
shown in [21] that for every tree decomposition (7', ) of G, it holds that S(T', 8) is laminar, and
conversely, for every laminar collection S of separations of G, there exists a tree decomposition
(T, B) of G such that S = S(T, 3). Therefore, there is a one-to-one correspondence between the
laminar collections of separations of a graph G and the tree decompositions of G. This corre-
spondence can be used to show that a graph has bounded treewidth: instead of attempting to
bound the treewidth directly, one can instead study its separations.

In this paper we modify the approach above and use loosely laminar collections of separations
(in fact, a slight variant of that). We then introduce a tool that reduces the problem of bounding
the treewidth of a graph G to the problem of bounding the treewidth of a certain induced
subgraph £ of G. This is summarized in Theorem 2.10, but we try to explain and motivate our
lemmas and definitions as we go.

Let G be a graph and let w : V(G) — R be a normal weight function on G. Let € € (0, 1].
We say that a separation (A4, C, B) is e-skewed if w(A) < € or if w(B) < €. For the remainder of
the paper, we assume by convention that if S is e-skewed for some ¢ € (0, 1], then w(A(S9)) < e.
We have now broken the symmetry between A and B. Let us say that separations (A;,Cy, By)
and (Ag, Cy, Bg) are A-loosely non-crossing if A1 N Cy = As N Cy; = 0 and A-non-crossing if
A1NCy=A3NC1 = A1 N Az = 0 (we also sometimes use “ A-loosely crossing” and “ A-crossing”
to mean ‘“not A-loosely non-crossing” and “not A-non-crossing.”) We define A-laminar and A-
loosely laminar collections of separations similarly. Note that if (A1, C1, By) and (Ag, Cy, B2) are
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A-loosely non-crossing e-skewed separations, then every component D of Ay U As is a component
of A1 or a component of Ay, and therefore w(D) < e.

Let G be a graph, w a normal weight function on G, ¢ € [%, 1) and d an integer such that G
has no (w, ¢)-balanced separator of size at most d (this will be our standard set up, in view of
Lemma 1.13). Let S = (A, C, B) be a separation of G with |C| < d. Since C is not a (w,c)-
balanced separator of G, we deduce that w(A) > ¢ or w(B) > ¢. Therefore, S is (1 — ¢)-skewed,
so by our convention w(A) < 1 — ¢, and consequently w(B) > c.

Henceforth, we assume that all collections of separations are ordered, and we refer to these
ordered collections as sequences of separations. Let G be a connected graph, let w be a normal
weight function on G, and let S be an A-loosely laminar sequence of e-skewed separations of G.
The central bag for S, denoted Bgs, is defined as follows:

Bs =) B(S)uC(S).

Ses

We also define a weight function ws : Bs — [0,1] on Ss as follows. Let S = (Si,...,Sk),
and assume that C(S;) # 0 for all S; € S. We equip the sequence S with an anchor map
anchors : S — V/(G), such that anchors(S;) € C(S;) for every S; € S. We call anchorgs(S)
the anchor for S. Since S is loosely laminar, it holds that anchorg(S) € Bs for every S € S
(this is proven in (i) of Lemma 2.1). For v € fs, let a(v) = {i s.t. v is the anchor for S;}. Let
w*(A;) = w(Ai \ Ui<j<; 45)- Then, we let ws(v) = w(v) + X e w*(4i) for all v € Bs. Thus,
the anchor for a separation S is a way to record the weight of A(S) in Ss.

We state the next few lemmas in slightly greater generality than what we need here, in order
to be able to use them in future work. The following lemma gives important properties of central
bags and their weight functions.

Lemma 2.1. Let c € [%, 1) and let d be a positive integer. Let G be a connected graph, let w be
a normal weight function on G, and suppose G has no (w,c)-balanced separator of size at most
d. Let § be an A-loosely laminar sequence of separations of G such that C(S) is connected and
|C(S)| < d forall S € S, and let Bs be the central bag for S. Then,

(1) C(S) C fBs for every S € S,
(i1) Bs is connected,

(i) ws(Bs) = 1.

Proof. Let § = (S1,...,5k), and let S; = (4;,C;, B;) for all 1 < i < k. Since S is a A-
loosely laminar sequence of separations, we have C; N A; = 0 for all 1 < 4,5 < k. Since
V(G) \ Bs C Uy<jer 4, it follows that C; N (V(G) \ Bs) = 0. Therefore, C; C fs for all
1 < i < k. This proves (i).

Let D be a connected component of Bs. Let I = {i: C; N D # (}. Since C; C Bs and C; is
connected, it follows that C; C D for all i € I. Since N(A;) € C;, we deduce that D U (J;c; A;
contains a connected component of G. Since G is connected, we have D U | J;c; A; = V(G), and
so D = fBs. This proves (ii).

For 1 <i <k, let v; = anchorg(.S;). Note that

ws(Bs) = Yoo ws)+ > ws(v)

vEBs\{v1,.- 0k } vE{V1,...,U }
Y s X w4 U 4
vEPS 1<i<k 1<5<4
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where the last equality holds since for all v € Bs, we have v € A; for some 1 < i < k. Since
w(@) =1, it follows that ws(Bs) = 1. This proves (iii). [ |

Lemma 2.2. Letc € [%, 1), and let A, d,t be positive integers with d > 1+ A+...+Al. Let G be
a connected graph with maximum degree A, let w be a normal weight function on G, and suppose
G has no (w, c)-balanced separator of size at most d. Let S be an A-loosely laminar sequence of
separations such that for every S € S, it holds that C(S) is connected and has diameter at most

t. Let Bg be the central bag for S. Then, Bs has no (ws,c)-balanced separator of size at most
d1+A+...+AHL

Proof. Suppose for a contradiction that Ss has a (ws, c)-balanced separator Y of size at most
d(1+ A+ ...+ AYH~L Since G has no (w,c)-balanced separator of size at most d, it follows
that N'[Y] is not a (w,c)-balanced separator of G of size at most d. Since [N'[Y]| < |[Y|(1 +
A+ ...+ AY) < d, it follows that there exists a connected component X of G\ N*[Y] such
that w(X) > ¢. Let Q1,...,Qg be the connected components of Bs\ Y. Let Dy,..., Dy, be the
connected components of G\ fs. Let Z = {i s.t. @;NX # 0} and J = {j s.t. D; N X # 0}.
Since § is A-loosely laminar, it holds that for every 1 < j < m, there exists S € S such that
Dj C A(S). Let S = (S1,...,Sk). For j € J, let f(j) be minimum such that D; C A(Sy;)), let
S(j) = Sy(j), and let v(j) = anchors(S(j)).

(1) Forall j € J, it holds that C(S(3))NY = 0.

Suppose C(S(j)) NY # O for some j € J. By assumption, C(S(j)) has diameter at most
t, so C(S(j)) € N'[Y]. Then, N(D;) C N'[Y], and so D; = X. By the choice of d and since
D; C A(S(j)), it follows that w(D;) < w(A(S(j))) < 1—c < ¢, a contradiction. This proves (1).

Suppose that |Z| = 0. It follows that |J| # 0, so let j € J. Now, D; C A(S(j)) and, since
Z =0, it holds that C'(S(j)) C Y, contradicting (1). Now, suppose that |Z| > 2. Assume Q1, Q2
are such that @1 N X # 0 and Q2N X # (). Since Q1 and Q2 are distinct connected components
of Bs\ 'Y, it follows that there exists j € J such that N(D;) N Q1 # 0 and N(D;) N Q2 # 0.
Since N(Dj) € C(5(7)), it follows that C'(S(7)) N Q1 # 0 and C(S(j)) N Q2 # 0. Since C(S(j))
is connected, it holds that C(S(j)) NY # 0, contradicting (1).

Therefore, |Z| = 1. Let Z = {i}. It follows that C(S(j)) C Q; for all j € 7, and, in particular,
v(j) € Q; for all j € J. Let a(v) = {t s.t. v = anchors(S;)}. Now,

ws(Q) = w(@) + 3 7 wi(A(S))

vEQ; t€a(v)

> w(Qi) + > w(A(S()))
JjeTJ
> w(Q) + 3 w(Dy) > w(X).
jeJ
But ws(Q;) < ¢, since Y is a (wg, ¢)-balanced separator of s, and so w(X) < ¢, a contradiction.
This proves Lemma 2.2. |

Lemma 2.2 shows that if G is a graph with large treewidth, then the central bag s for a
well-behaved sequence S of separations of GG also has large treewidth. Our goal is to construct
a sequence of separations S such that bounding the treewidth of s is easier than bounding
the treewidth of G. We discuss how to find such a sequence later in this section. However, our
candidate sequences of separations are usually not A-loosely laminar. Therefore, we would like
a generalization of Lemma 2.2 that holds for sequences of separations that are not necessarily
A-loosely laminar. We do this by defining the dimension of sequences of separations. Let G be
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a graph and let S be a sequence of separations of G. The dimension of S, denoted dim(S), is
the minimum number of laminar sequences of separations with union S. Clearly, dim(S) = 1 if
and only if S is laminar.

Next, we need the notion of a canonical separation. Let G be a graph, let X C V(G), and
let us fix an ordering (vy,...,vy,) of V(G). The ordering defines a lexicographic order on the
subsets of V(G). The canonical separation for X, denoted Sy = (Ax,Cx, Bx), is defined as
follows: Bx is the largest-weight connected component of G\ N[X], Cx = X U(N[X]N N(B)),
and Ay = V(G) \ (Bx UCx). If there is more than one largest weight connected component
of G\ N[X], we choose the lexicographically minimum largest-weight component. Note that
the definition of canonical separation is compatible with the convention that if a separation S is
e-skewed, then w(A) < e. The set X is called the center of the separation Sy and is denoted
center(Sx). A separation S is called a canonical separation if there exists X C V(@) such that
S = Sx. For the remainder of the paper, if Sx is a canonical separation, then we assume that
the anchor for Sx is contained in center(Sx).

Let S be an A-loosely laminar sequence of canonical separations, and let S1,.52 € S. Suppose
B(S1)UC(S1) € B(S2)UC(S2). Then, fs\g, = fBs, so Sz is an “unnecessary” member of S with
respect to the central bag. We say that S is a shield for Ss if B(S1) U C(S1) C B(S2) UC(S2).

Lemma 2.3. Let ¢ € [%,1) and let A,d,t be positive integers with d > 1+ A + ... + AL
Let G be a connected graph with maximum degree A, let w be a normal weight function on G,
and suppose G has no (w, c¢)-balanced separator of size at most d. Let Sx = (Ax,Cx,Bx) be a

canonical separation of G such that Cx has diameter at most t. Then, w(Bx) > c.

Proof. Since X C Cx C N[X] and Cx has diameter at most ¢, it follows that N[X] has diameter
at most ¢ + 1, and so [N[X]| < 1+ A+ ...+ Al < d. Suppose w(By) < c¢. By definition,
Bx is a largest-weight connected component of G\ N[X], so w(D) < ¢ for every connected
component D of G\ N[X]. But now N[X] is a (w, ¢)-balanced separator of G of size at most d,
a contradiction. This proves the lemma. |

Let S be a sequence of separations. We say S is primordial if for every distinct S1,.59 € S, it
holds that S is not a shield for Sy. Note that S is a shield for S;. Also, we say S is (a,t)-good
if every vertex v € V(@) is the anchor for at most a separations in S and if C'(S) has diameter
at most t for every S € S.

Lemma 2.4. Letc € [%, 1) and let a, A, d,t be positive integers with d > 1+ A+...+ AL Let
G be a connected graph with mazimum degree A, let w be a normal weight function on G, and
suppose G has no (w, c)-balanced separator of size at most d. Let S be an (a,t)-good primordial
laminar sequence of canonical separations. Then, S is A-laminar.

Proof. Suppose S,5" € S are such that S,S" are A-crossing. By Lemma 2.3, it holds that
w(B(S)) > ¢ and w(B(S")) > ¢, so it follows that B(S) N B(S’") # 0. Therefore, since S, S’ are
non-crossing but A-crossing, we may assume up to symmetry between S and S’ that A(S") N
C(S) = A(S")N B(S) = B(S)NnC(S") = 0. But now B(S)UC(S) C B(S")UC(5'),s0 S is a
shield for S’, a contradiction. |

The following lemma extends the idea of a central bag to sequences of separations of bounded
dimension.

Lemma 2.5. Let ¢ € [%,1) and let d, A, k,a,t be positive integers with d > (1 + A+ ... +
AFDY 1+ A+ .+ AY*. Let G be a connected graph with mazimum degree A, let w be a normal
weight function on G, and suppose G has no (w, ¢)-balanced separator of size at most d. Let S be
an (a,t)-good sequence of canonical separations of G with dim(S) = k. Assume that center(S) is
connected for every S € S. Then, there exists a sequence Sy, ...,S; of A-laminar sequences of

separations, with S* = S1U...USy, and B = (\geg- B(S) U C(S), such that the following hold:
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(i) S* C S,
(ii) For all S € S\ 8*, there exists S' € 8* such that either S" is a shield for S or center(S) N
A(S") # 0,
(i1i) B is connected,
(iv) There is a normal weight function ws on 3 such that 5 has no (ws,c)-balanced separator
of size at most d(1+ A + ...+ At)~F,

Proof. Let Si,...,S), be a partition of S into laminar sequences. First, we will prove inductively
that there exists an A-laminar sequence S; for every ¢ € {1,...,k}, with §; C S/, and f; =
Nses,u..us; B(S) U C(S), such that f; is connected and there exists a normal weight function
w; on f3; such that 3; has no (wj, c)-balanced separator of size at most d(1+ A+ ...+ Al+1)=i,
This will prove (iii) and (iv).

Let Ty = {B(S)UC(S) : S € S}, and let S; be the sequence formed by adding, for every
inclusion-wise minimal Y € T}, a separation S € S} such that B(S)UC(S) =Y. Notice that by
construction, no separation in & is a shield for another separation in Sy, so &7 is primordial. By
Lemma 2.4, S is A-laminar. Let 81 be the central bag for 1 (so f1 = (Nges, B(S)UC(S)), and
let wy be the weight function ws, on B1. Note that since S is (a,t)-good and d > 1+A+. ..+ AL
it follows that C'(S) < d for all S € S. By Lemmas 2.1 and 2.2, 3; is connected and /3; has no
(w1, ¢)-balanced separator of size d(1 4+ A + ...+ A!)~!. This proves the base case.

Suppose we have a sequence Sy, ..., S; with §; C S] and ; = (Nges,u...us, B(S) U C(S), such
that B; is connected and there exists a normal weight function w; on f; such that 3; has no
(w;, ¢)-balanced separator of size at most d(1+ A+ ...+ A!)7" Let S be a separation of G and
let H be an induced subgraph of G. We define S N H as the separation of H given by (A(S) N
H,C(S)NH,B(S)NH). If § is a sequence of separations, we define SNH = {SNH s.t. S € S}.
Let S, = {S € Sj,; s.t. center(S) C B;}. Let Tiy1 = {B(S)UC(S) : S € S}, and let
Si+1 be the sequence formed by adding, for every inclusion-wise minimal Y € Tj 1, a separation
S € 8, such that B(S) U C(S) =Y. Note that since the anchors for canonical separations
are contained in their centers, it follows that restricting the anchor map for S, ; to f; is a valid
anchor map for S, ;. Note also that by construction, S;41 is primordial. By Lemma 2.4, S;41
is A-laminar. Let ;41 be the central bag for S;11 N B;, and let w;4+1 be the weight function on
Bit1. Then,

Bii= [ BES)UC(S)

SES; 11NPB;

= [ BEUCE)NE

SESH_l

= [ B®UCS).

SeS1U...US;+1

From the choice of S}’ |, it holds that C'(S) is connected for all S € S}’ ;. Note that since S is

(a,t)-good and d > (1+A+...+AHF it follows that |[C(S)] < 1+A+... + Al < m.

By Lemmas 2.1 and 2.2, it follows that §;4; is connected and that £;+1 has no (w;41, ¢)-balanced
separator of size d(1 + A + ... + At)_(’““l). This completes the induction. Let 5 = B, let
ws = wy, and let $* = S U ... US,. Then, 8 = Ngeg- B(S) U C(S), B is connected, and ws
is a normal weight function on /5 such that £ has no (ws, ¢)-balanced separator of size at most
d(14+ A+ ...+ AN~k This proves (iii) and (iv).

By construction, §* C S, which proves (i). It remains to prove (ii). Let § € S\ S*, let
Bo = G and let S = Si, and assume S € S/ for some 1 < i < k. Suppose S ¢ S;'. Then,
center(S) Z Bi_1, so it follows that there exists S” € S;U...US;_1 such that center(S)NA(S’) # 0.
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Now, assume S € 8\ S;. Because there exists Y € T; with Y C B(S) U C(9), it follows that
there exists S’ € S; such that S’ is a shield for S. This proves (ii). [ ]

Previously, central bags were defined for A-laminar sequences of separations. Here, we define
central bags for sequences of separations of bounded dimension: we call § as in Lemma 2.5 a
central bag for S, ws the weight function on B, and Si,...,S; the central bag generator for
S. Next, we show how to construct useful sequences of separations of bounded dimension. A
sequence S of separations is strongly laminar if C(S1)NC(S2) = ( for all distinct S1, 52 € S. The
following lemma states that under certain conditions, a strongly laminar sequence is laminar.

Lemma 2.6. Letc € [%, 1) and let A, d be positive integers with d > 1+ A+...+ AL Let G be
a connected graph with mazximum degree A, let w be a normal weight function on G, and suppose
G has no (w,c)-balanced separator of size at most d. Let S be a strongly laminar sequence of
canonical separations such that C(S) is connected and |C(S)| < d for every S € S. Then, S is
laminar.

Proof. Let S1, S € S. Since C(S2) is connected, it follows that either C'(S2) C B(S1) or C(S2) C
A(S1). Similarly, either C'(S1) C B(S2) or C(S1) C A(S2). Suppose that C(S2) C B(S1) and
C(S1) € A(S2). Then, C(S2) N A(S1) = 0 and C(S1) N B(S2) = 0. Since G is connected, it
follows that B(S2) N A(S1) = 0, and thus S; and Sz are non-crossing. The other cases follow by
symmetry. |

Let X be a connected graph, and let X = {Y C V(G) : Y isan X in G}. Let Sx = {Sy :
Y € X'} be the sequence of canonical separations with centers in X. We call Sx the X -covering
sequence for G. The following lemma shows that if Sx is (a,t)-good, then Sx has bounded
dimension.

Lemma 2.7. Let c € [%, 1) and let a,d,t, A be positive integers with d > 1+ A+ ... + A+l
Let G be a connected graph with mazimum degree A, let w be a normal weight function on
G, and suppose G has no (w,c)-balanced separator of size at most d. Let X be a connected
graph and let Sx be the X-covering sequence. Suppose Sx is (a,t)-good. Then, dim(Sx) <
a(l+A+... +A%) 41,

Proof. Let H be a graph with V(H) = {C(S) : S € Sx}. Two vertices C1,Cy € V(H) are
adjacent if Cy N Cy # 0 in G. If Cy N Cy # B, then C; U Cy has diameter at most 2t, so
anchorg, (S7) has distance at most 2¢ from anchorg, (S2). Because G has maximum degree A,
there are at most 1 + A + ...+ A% vertices in N*[v] for every v € V(G). Since every vertex
v € V(G) is the anchor for at most a separations in Sy, it follows that for each S; € Sx there
are at most a(1+ A+ ...+ A%) separations Sy such that C(S1) N C(Sy) # 0. Therefore, H has
maximum degree a(l1+ A+ ...+ A%) so x(H) <a(l+ A+ ...+ A%) + 1.

Let y = a(l+ A+ ...+ A%)+ 1. Let x : V(H) — {1,...,7} be a coloring of H, and let
Si = {5 : x(C(S)) =i} for all 1 <i <~. Now, §; is strongly laminar for all 1 <14 <, and so
by Lemma 2.6, S; is laminar for all 1 <4 <. Therefore, Si,...,S, is a partition of Sx into 7
laminar sequences, so dim(Sx) < a(l+ A+ ...+ A%) + 1. [ ]

Let G and X be graphs, let Sx be the X-covering sequence in GG, and let Sx be a central bag
for Sx. For certain graphs X, we can restrict the properties of Sx in helpful ways. To do this,
we use structures called forcers. Let G be a graph, and let X, Y C V(G) such that X NY = 0.
We say that X breaks Y if for every component D of G\ N[X]| we have that Y ¢ N[D]. A graph
F is an X-forcer for G if for every Y C V(G) such that Y is an F in G, there exists X' C Y
such that X’ is an X in G and X' breaks Y \ X’. For a class C of graphs, we say that F is an
X -forcer for C if F'is an X-forcer for every G € C.

Lemma 2.8. Let G, X, and F be graphs such that F is an X -forcer for G. Let H be an F in
G. Then, there exists X' which is an X in G such that X' C H and Ax' N H # ().
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Proof. Since H is an F in G and F is an X-forcer, there exists X’ C H such that X’ is
an X in H and X' breaks H \ X’. Note that By is a component of G \ N[X'] such that
BX/ U (CX’ \X/) - N[BX/] Therefore, H\X/ Z BX’ U CX’; and so HﬂAX/ 7§ @ |

Lemma 2.9. Let ¢ € [%,1) and let A,d,a,t, k be positive integers with d > (1 + A+ ... 4+

AFD 1+ A+ .+ AYR. Let G be a connected graph with mazimum degree A, let w be a normal
weight function on G, and suppose G has no (w,c)-balanced separator of size at most d. Let X
be a connected graph, let Sx be the X -covering sequence for G, and assume Sx is (a,t)-good and
dim(Sx) = k. Let Bx be a central bag for Sx. Then, if F is an X-forcer for G, then Bx is
F-free.

Proof. Suppose for a contradiction that H C Bx is an F in G and F' is an X-forcer for G. By
Lemma 2.8, there exists X’ C H such that X’ isan X in G and Ax: N H # (). Let Sy,...,Sk be
the central bag generator for Sx and let S* = S1U. . .USk. Since fx C B(S)UC(S) for all S € §*,
it follows that Sy & S*. Then, by (ii) of Lemma 2.5, there exists S’ € S*S; U...USy such that
either S’ is a shield for Sy or X' NA(S") # 0. If X’ N A(S") # 0, then H € fx, a contradiction.
Therefore, S’ is a shield for Sx/. But now A(Sx/) C A(S’), and Sx C B(S")UC(S’),so H £ Bx,

a contradiction. |
We now summarize what we have proved so far, as follows.

Theorem 2.10. Let C be a class of graphs with maximum degree at most A closed under taking
induced subgraphs. Lett, N be integers, and let X be a connected graph with |V (X)| < t. Let F be
a set of graphs such that F is an X -forcer for C for every F € F. Lety(x) = 14+ A+A%+.. .+ A",

Iftw(H) < N for every F-free graph H in C, then tw(G) < 2N7(t+1)At27(2t)+1 for every G € C.

2
Proof. Let G € C and suppose that tw(G) > 2N~(£)2" 72D+ We may assume that G is
connected. By Lemma 1.13 there exists a uniform weight function w on G such that G has

no (w, 3)-balanced separator of size at most N~y(t + 1)At27(2t)+1. Let Sy be the X-covering
sequence for G. Since |V(X)| < ¢, X is connected, and G has maximum degree A, it follows
that every vertex of G belongs to at most (Att) < A" copies of X. Also, since |V(X)| < t and
X is connected, for every S € Sx, C(S) has diameter at most ¢. Therefore Sx is (A, t)-good.
By Lemma 2.7 we have that dim(Sx) < A”~(2t) + 1. Let Bx be a central bag for Sx. Now by
Lemma 2.5 there is a normal weight function wx on Sx such that Sx has no (wx, %)—balaneed
separator of size at most N. But by Lemma 2.9, Sx is F-free, and therefore tw(Sx) < N,
contrary to Lemma 1.14. [ |

Next, we give a useful application of the results of this section. While it is not used in this
paper, it is an important tool for future applications of the central bag method.

A clique cutset of a connected graph G is a set C' C V(G) such that C is a clique in G and
G\ C is not connected. Let K be a clique cutset in G, so in particular, K # (). The canonical
separation for K, denoted Sk = (Ak, Ck, Bk ), is defined as follows: By is the lexicographically
minimum largest-weight connected component of G\ K, Cx = K, and Ax = V(G)\ (Bxk UCk).
A separation is called a clique separation if it is the canonical separation for some clique cutset K
of G. Let C be a primordial sequence of clique separations such that for every clique separation
Sk of G, it holds that Sk has a shield in C. We call C a clique covering of G. The next lemma
states that C is A-loosely laminar.

Lemma 2.11. Let A, d be positive integers with d > A and let ¢ € [%, 1). Let G be a connected
graph with mazimum degree A, let w be a normal weight function on G, and suppose G has no
(w, ¢)-balanced separator of size at most d. Let C be a clique covering of G. Then, C is A-loosely
laminar.
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Proof. Suppose there is Sk, Sk € C such that Sk and Sk are A-loosely crossing. We may
assume that Ax N Cgr # 0. Since Ck- is a clique and Ag is anticomplete to By, it follows
that Cxg» N Bg = 0. Since Bk is connected and A+ is anticomplete to B, it follows that
Ag/NBgk = (. Since G has no (w, c)-balanced separator of size A+1, it holds that w(Bg) > 1 and
w(Bgr) > %, so Bk NBgr #0. If Ck N Agr = 0, then Sk is a shield for Sk, a contradiction, so
CxNAg # 0. Since Ck is a clique and A is anticomplete to By, it follows that Cx N By = (.
Since By is connected, it holds that Bxr N Ax = 0, so Bx = Bgs. Now, Cxg N Ck is a cutset
of G separating By = By from Ax U Ak, and so, since G is connected, Cx N Cxs # (). But
Skn = (Ag U Ak, Cx N Ckr, B = Bgr) is a shield for both Sk and Sk, a contradiction. W

Now, we prove two important results about the central bag for C.

Theorem 2.12. Let A, d be positive integers with d > A and let ¢ € [%, 1). Let G be a connected
graph with mazimum degree A, let w be a normal weight function on G, and assume that G has
no (w,c)-balanced separator of size at most d. Let C be a clique covering of G, let B¢ be the
central bag for C, and let w¢ be the weight function on Bc. Then:

(i) Be has no (we, c)-balanced separator of size d(1+ A)~, and
(i1) Be has no clique cutset.

Proof. Since cliques have diameter one, it follows from Lemmas 2.11 and 2.2 that ¢ has no
(we, ¢)-balanced separator of size d(1 + A)~!. This proves (i).

Next, we prove (ii). Suppose (¢ has a clique cutset K. Let D; and Dy be two connected
components of f¢ \ K. By Lemma 2.1 (i), N(A) is a clique for every connected component A of
G\ Bc, so we deduce that D and Dy are in different connected components of G\ K. Therefore,
Be intersects two connected components of G\ K, so B¢ N Ag # 0. Since B¢ C By U Ckr for
all S € C, it follows that Sx & C and Sk does not have a shield in C, a contradiction. This
proves (ii). [ |

3. TREEWIDTH OF CLAW-FREE GRAPHS

In this section, we prove that for every k, every claw-free graph with bounded maximum
degree and with no induced subgraph isomorphic to the line graph of a (k x k)-wall has bounded
treewidth. Our proof relies on a structural description of claw-free graphs due to the second
author and Seymour. In particular, the theorem we apply here is a straightforward corollary of
the main result of [12]. To state this theorem, we need a couple of definitions from [12].

Given a graph H, a set F' of unordered pairs of vertices of H is called a valid set for H if every
vertex of H belongs to at most one member of F. For a graph H and a valid set F' of H, we
say that a graph G is a thickening of (H, F') if for every v € V(H) there is a nonempty subset
X, € V(G), all pairwise disjoint and with union V(G), for which the following hold.

e For each v € V(H), the set X, is a clique of G,

o if u,v € V(H) are adjacent in H and {u,v} ¢ F, then X, is complete to X, in G,

o if u,v € V(H) are non-adjacent in H and {u,v} ¢ F, then X, is anticomplete to X, in
G

o if {u,v} € F, then X,, is neither complete nor anticomplete to X, in G.

Let ¥ be a circle and let I = {I3,..., I} be a collection of subsets of ¥, such that each I; is
homeomorphic to the interval [0, 1], no two of I1,..., I} share an endpoint, and no three of them
have union Y. Let H be a graph whose vertex set is a finite subset of ¥, and distinct vertices
u,v € V(H) are adjacent precisely if u,v € I; for some i = 1,...,k. The graph H is called a long
circular interval graph. Let F’' be the set of all pairs {u,v} such that u,v € V(H) are distinct
endpoints of I; for some i and there exists no j # i for which u,v € I;. Also, let F' C F’. Then,
for every such H and F', every thickening G of (H, F') is called a fuzzy long circular interval graph.
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Given a graph G, a strip-structure of G is a pair (H,n), where H is a graph with no isolated
vertices and possibly with loops or parallel edges, and 7 is a function mapping each e € E(H)
to a subset n(e) of V(G), and each pair (e, u) consisting of an edge e € E(H) and an end u of e
to a subset n(e, u) of n(e), with the following specifications.

(S1) The sets (n(e) : e € E(H)) are non-empty and partition V(G).

(S2) For each v € V(H), the union of sets n(e,v) for all e € F(H) incident with v is a clique

of G. In particular, n(e,v) is a clique of G for all e € E(H) and v € V(H) an end of e.

(S3) For all distinct e1,eo € E(H), if x1 € n(e1) and x2 € n(ez) are adjacent, then there exists

v € V(H) with v an end of both e; and es, such that z; € n(e;,v) for i =1,2.

We say a strip-structure (H,n) is non-trivial if |E(H)| > 2. The following can be derived from
Theorem 7.2 in [12].

Theorem 3.1 (Corollary of Theorem 7.2 from [12]). Let G be a connected claw-free graph. Then
one of the following holds.

o We have a(G) < 3.
o GG is a fuzzy long circular interval graph.
o G admits a non-trivial strip structure (H,n), such that for every e € E(G) with ends u
and v,
— either a(n(e)) <4 orn(e) is a fuzzy long circular interval graph; and
— there exists a path P, in n(e) (possibly of length zero) with an end in n(e,u) and an
end in n(e,v) whose interior is disjoint from n(e,u) Un(e,v).

To begin with, we show that every fuzzy long circular interval graph with bounded maximum
degree has bounded treewidth. Indeed, the proof is almost immediate from the following well-
known fact about chordal graphs, i.e. graphs with no induced cycle of length at least four.

Theorem 3.2 (folklore). A graph G is chordal if and only if it admits a tree decomposition
(T, B) where for every t € V(T), the set (t) is a clique of G. Consequently, if G is chordal, then
tw(G) = w(G) — 1.

Theorem 3.3. Let G be a fuzzy long circular interval graph of mazimum degree at most A.
Then we have tw(G) < 4A + 3.

Proof. Suppose that G is a thickening of (H, F'), where H is a long circular interval graph with
¥, 11, ..., I, as in the definition, and F' is a valid set for H as in the definition. Let G* be the
graph with V(G*) = V(G) and

E(G*)=E(G)U U {ab:a € X,,b € X,}
{uv}eF

Then G* is a long circular interval graph (the same interval representation X, I1,. .., I works
for G*, as well). In addition, we may easily observe that

o w(G*) <2w(G) <2(A+1);

e foralli=1,...,k, the set C; = UueV(H)mi X, is a clique of G*; and

e forallt=1,...,k, the graph G — C; is a chordal.
By Theorem 3.2 and the third bullet above, G — C admits a tree decomposition (7', 3) of width
w(G*) — 1. Now, for every t € V(T), let 5*(t) = B(t) U Ci. Then it is readily seen that
(T, 5*) is a tree decomposition of G* of width w(G*) 4+ |C1| — 1 < 2w(G*) — 1, where the last
inequality follows from the the second bullet above. Hence, since G is a subgraph of G*, we have
tw(G) < tw(G*) < 2w(G*) — 1 < 4A + 3, where the last inequality follows from the first bullet
above. This proves Theorem 3.3. |
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The following is an easy observation.
Observation 3.4. Let H be a graph and H' be a subdivision of H. Then tw(H) = tw(H').

We also use Theorem 1.1 with an explicit value of f(k). In fact, a considerable amount of work
has been devoted to understanding the order of magnitude of f(k), and as of now, the following
result of Chuzhoy and Tan provides the best known bound.

Theorem 3.5 ([13]). There exist universal constants c1 and co such that for every integer k,
every graph with no subgraph isomorphic to a subdivision of the (k X k)-wall has treewidth at
most c1k®1og®® k.

Now we are in a position to prove the main result of this section.

Theorem 3.6. Let A, k be integers and ¢; and co be as in Theorem 3.5. Let
w(A, k) = max{ci1k?log® k(A 4 1)%,6(A + 1)} — 1.

Then for every claw-free graph G of mazimum degree at most A and with no induced subgraph
isomorphic to the line graph of a subdivision of the (k x k)-wall, we have tw(G) < w(A, k).

Proof. We may assume that G is connected, and so we may apply Theorem 3.1. Note that if we
allow for trivial strip-structures, then the first two bullets of Theorem 3.1 will be absorbed into
the first dash of the third bullet. In other words, we have

(2) G admits a (possibly trivial) strip structure (H,n), such that for every e € E(G) with ends u
and v,
o cither a(n(e)) < 4 orn(e) is a fuzzy long circular interval graph; and
e if (H,n) is non-trivial, then there exists a path P. in n(e) (possibly of length zero) with
an end in n(e,u) and an end in n(e,v) whose interior is disjoint from n(e,u) Un(e,v).

We also deduce:
(3) For every e € E(H) and every v € V(H) incident with e, we have |n(e,v)| < A+ 1.

By (S2), n(e,v) is a clique of G. So from G being of maximum degree at most A, we have
In(e,v)| < A+ 1. This proves (3).

(4) For every v € V(H), the number of edges e € E(H) incident with v for which n(e,v) # 0 is
at most A + 1.

For otherwise by (S2), the union of sets n(e,v) for all e € E(H) with v € e contains a clique
of G of size at least A + 2, which is impossible. This proves (4).

(5) H admits a tree decomposition (Ty, Bo) of width at most c1k” log® k.

If |E(H)| <1, then we are done. So we may assume that (H,n) is non-trivial. Let the paths
{P.:e € E(H)} be as promised in the second bullet of (2), and let H~ be the graph obtained
from H by removing its loops. Then, using (S1), (S2) and (S3) from the definition of a strip
structure, one may observe that G' = G[U.cpy-)V (Fe)] is isomorphic to the line graph of a
subdivision H' of H~ (recall that . Now, since G has no induced subgraph isomorphic to the line

graph of a subdivision of the (k x k)-wall, neither does G’, and so H' has no subgraph isomorphic
to a subdivision of the (k x k)-wall. Thus, by Theorem 3.5, we have tw(H') < c1k” log® k, and
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so by Observation 3.4, we have tw(H ) < c1k? log® k. This, along with the fact that every tree
decomposition of H™ is also a tree decomposition of H, proves (5).

(6) For every e € E(H), n(e) admits a tree decomposition (T, Be) of width at most 4(A +1).

Note that n(e) is of maximum degree at most A. So if a(n(e)) < 4, then we have tw(n(e)) <
In(e)] < a(n(e))(A+1) < 4(A+1), as desired. Otherwise, by the first bullet of (2), n(e) is a
fuzzy long circular interval graph, and so by Theorem 3.3, we have tw(G) < 4A + 3. This proves

(6).

Let (To,Bo) be as in (5), and for every e € E(H), let (T¢,3.) be as promised by (6). We
assume Ty and T.’s have mutually disjoint vertex sets and edge sets. Now, we construct a tree
T as follows. For every e € E(H) with ends u and v, choose a vertex s. € 5" (u) N By (v),
which exists by definition of tree decomposition, and pick t. € V(T,) arbitrarily. Let V(T') =
V(To) U (Ueep V(Te)), and E(T) = {scte : € € E(H)} U E(To) U (Ueepm) E(Te)). We also

define §: V(T) — 2V(9) as follows. Let t € V(T). If t € V(Tp), then

/B(t) = U U n(evu)'

u€PBo(t) eeE(H):u is an end of e
Otherwise, if t € V(T¢) for some e € E(H) with ends u and v, then 8(t) = B(t)Un(e, u)Un(e,v).
(7) (T,pB) is a tree decomposition of G.

By (S1), for every vertex z € V(G), there exists e € E(H) such that x € n(e), and so (T¢, B¢)
being a tree decomposition of n(e), there exists t € V(1) C V(T') with = € B(t) C 5(t).

Also, by (S3), for every edge z122 € E(G), either x1x9 € E(n(e)) for some e € E(H), or there
exists v € V(H) and e, ez € E(H) with v an end of e; and eg such that z; € n(e;,v) for i =1, 2.
In the former case, since (T, 3.) is a tree decomposition of 7(e), there exists t € V(T,) C V(T)
with z1, 29 € Be(t) C B(t). In the latter case, since (Tp, Sy) is a tree decomposition of H, there
exists t € V(1) C V(T') with v € Sy(t). Therefore, for i = 1,2, we have

2 € nleiv) C U ne,vyc | U ne,u) = B(t),

e€E(H): vis anend of e u€Po(t) eEE(H): u is an end of e

and so x1, s € [(1).

It remains to show that for every z € V(G), the graph 7|3~ !(z) is connected. By (S1), there
exists a unique edge e € F(H) with ends u and v, with € n(e). First, suppose that either
z € nle,u) or x € nle,v), say the former. Then we have S~ (x) = By ' (u) UV (T:). Also, since
se € Byt(u) and t. € V(T,), we have E(T|87(z)) = {sete} U E(To|By ' (u)) U E(T,). Now,
from (Ty, Bp) being a tree decomposition of H, we deduce that Tp|3, L(u) is connected, and so
T|B~Y(x) is connected, as well.

Next, suppose that = € n(e) \ (n(e,u) Un(e,v)). Then we have 3~(z) = B-!(z). So from
(T, Be) being a tree decomposition of n(e), we deduce that T|3~(z) = T.|8; ! (x) is connected.
This proves (7).

Now, let t € V(T). If t € V(1y), then by (3), (4) and (5), we have

Bt = > > In(e,w)| < [Bo()|(A+1)% < c1k%1og® k(A+1)? < w(A, k)+1-

u€Po(t) e€eE(H): u is an end of e
Also, if t € V(T,) for some e € E(H), then by (3) and (6), we have
1B()] < [Be(t)] + In(e, u)| + n(e,v)| < 6(A +1) < w(A, k) +1-
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Hence, by (7), (T, ) is a tree decomposition of G of width at most w(A, k). This proves Theorem
3.6. [ |

4. LONG CLAWS AND LINE GRAPHS OF WALLS

Here, we apply the results of Sections 3 to prove Theorem 1.8, that excluding a long claw and
the line graphs of all subdivisions of W« gives bounded treewidth.

Let t1,t2,t3 be integers, with £; > 0 and t9,t3 > 1. Recall from the introduction that a long
claw, also called a subdivided claw, denoted Sy, 4, ¢,, is a vertex v and three paths P, P, P3, of
length t1, to, and ts, respectively, with one end v, such that P \ {v}, P2\ {v}, and P3\ {v} are
pairwise disjoint and anticomplete to each other. We call Py, P>, P3 the paths of S, t,t,. The
vertex v is called the root of St 1, ,. For two graphs Hy, Hy, we denote by H;y + H> the graph
with vertex set V(H1) UV (Hz) and edge set E(H;) U E(Hs). We start with a lemma.

Lemma 4.1. Let t,t2,t3 be positive integers with t1 > 2. Let G be an S, 1, +,-free graph. Then,
Sti—1,ta,t + K1 @5 an Sy 24, t,-forcer for G.

Proof. Let H be an Sy, _14, 4, in G, and let u € V(G) be anticomplete to H, so that H U {u} is
an St —1,ts,t5 + K1. Let H = Py U P, U P3, where Py = v-x1-...-%¢4,—1, P» = v-y1-...-Ys,, and
Py =wv-z1-...-21,. Let X = H \ x;—1. Let D be a connected component of G \ N[X]. Suppose
u,x¢,—1 € N[D]. It follows that there exists a path P =z, _1-p1-...-pg-u from x4, 1 to u with
P* C D, so X is anticomplete to P*. Then, H U {p;} is isomorphic to S, 1, +,, a contradiction.
Therefore, X breaks {u,x,_1}, and it follows that Sy, _14,4, + K1 is an Sy _o4, ¢-forcer for
G. [ |

Now we can prove Theorem 1.8, which we restate.

Theorem 4.2. Let A, ty,to,t3, k be positive integers with t = t1 + to + t3. Let C be the class of
all St to.t5-free graph with mazimum degree A and no induced subgraph isomorphic to the line
graph of a subdivision of Wyyy. There exists an integer Ny such that tw(G) < Ny for
every G € C.

Proof. The proof is by induction on t; + to + t3. If t; = to = t3 = 1, the result follows from
Theorem 3.6. Thus we may assume that ¢t; > 2. By Theorem 2.10 and Lemma 4.1, it is enough
to find a bound on the treewidth of (St —1,¢,t, + K1)-free graphs in C.

Let H € C be (St 15,45 + K1)-free. By the inductive hypothesis we may assume that there
exists X C V(H) such that X is an S, 14,4, in H. Since H does not contain Sy, 14, ¢, + K1,
it follows that V(H) C N[X], and therefore tw(H) < |V (H)| < tA. [ |

5. t-THETAS, t-PYRAMIDS, AND LINE GRAPHS OF WALLS

In this section, we prove Theorem 1.10, that for all k, ¢, excluding ¢-thetas, t-pyramids, and the
line graphs of all subdivisions of Wy in graphs with bounded degree gives bounded treewidth.
The proof involves an application of Theorem 4.2. We also need the following lemma.

Lemma 5.1. Let x1,x9,x3 be three distinct vertices of a graph G. Assume that H is a connected
induced subgraph of G\ {x1, 2,23} such that H contains at least one neighbor of each of x1, x2,
x3, and that subject to these conditions V(H) is minimal subject to inclusion. Then, one of the
following holds:

(1) For some distinct i,j,k € {1,2,3}, there exists P that is either a path from x; to x; or a
hole containing the edge x;x; such that
e H=P\{z,z;}, and
e cither xi has at least two non-adjacent neighbors in H or xp has exactly two neighbors
in H and its neighbors in H are adjacent.
(i) There exists a vertex a € H and three paths Py, Py, P, where P; is from a to xz;, such that
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o H= (P1 U Py U P3) \ {ml,xg,xg}, and

o the sets Py \ {a}, P2\ {a} and P3\ {a} are pairwise disjoint, and

e for distinct i,j € {1,2,3}, there are no edges between P; \ {a} and P; \ {a}, except
possibly x;x;.

(i1i) There exists a triangle aiasas in H and three paths Py, Pa, Py, where P; is from a; to x;,
such that

o H= (P UP,UPs)\ {z1,22,23}, and

o the sets P1, Py and Ps are pairwise disjoint, and

e for distinct i,j € {1,2,3}, there are no edges between P; and Pj, except a;a; and
possibly x;x;.

Proof. For some distinct 4, j,k € {1,2,3}, let P be a path from z; to x; with V(P*) C V(H)
(in the graph where the edge x;z; is deleted if it exists). Such a path exists since z; and z;
have neighbors in H and H is connected. Assume that zp has neighbors in P*. Then, by the
minimality of V(H), we have H = P*. If x; has two non-adjacent neighbors in P*, or xj has
two neighbors in P* and its neighbors in P* are adjacent, then outcome (i) holds. If z; has a
unique neighbor in P*, then outcome (ii) holds. Thus, we may assume that xj is anticomplete
to P*.

Let @ be a path with @ \ {zx} € H from xj to a vertex w € H \ P (so xp # w) with a
neighbor in P*. Such a path exists since x; has a neighbor in H, xj is anticomplete to P*, and
H is connected. By the minimality of V(H), we have V(H) = (V(P)UV(Q)) \ {z1, z2,23} and
no vertex of @ \ w has a neighbor in P*. Moreover, by the argument of the previous paragraph,
we may assume that z; and z; are anticomplete to @ \ {x}.

Now, if w has a unique neighbor in P*, then outcome (ii) holds. If w has two neighbors in P*
and its neighbors in P* are adjacent, then outcome (iii) holds. Therefore, we may assume that w
has two non-adjacent neighbors in P*. Let y; and y; be the neighbors of w in P* that are closest
in P* to x; and xj, respectively. Let R be the subpath of P* from y; to y;. Now, the graph
H' induced by ((PUQ) \ R*) \ {z1, 2,23} is a connected induced subgraph of G \ {z1,z2,23}
and it contains at least one neighbor of 1, z2, and x3. Moreover, H' C H since R* # (). This
contradicts the minimality of V(H). [ |

Now we are ready to prove Theorem 1.10, which we restate.

Theorem 5.2. Let A, t, k be positive integers with t > 2. Let C be the class of graphs of mazimum
degree A with no t-theta, no t-pyramid, and no induced subgraph isomorphic to the line graph of
a subdivision of Wixy. There exists an integer My, o such that tw(G) < My A for every G € C.

Proof. We start by proving a result about the existence of forcers for C.
(8) Sttt is an Sp_1¢—14—1-forcer for C.

Let G € C, and let Y be an Si;; in G, let r be the root of Y, let z,y,2 be the leaves of
Y, and let X = Y \ {z,y,2z}. Let D be a connected component of G \ N[X], and suppose
{z,y,2} € N[D]. Let Z C D be an inclusion-wise minimal connected subset of D such that
x,y, z each have a neighbor in Z. By Lemma 5.1, one of three cases holds. If case (ii) or case
(iii) holds, then it is clear that Y U Z is either a ¢t-theta or a ¢t-pyramid, so we may assume case
(i) holds. Then, up to symmetry between z,y, and z, the subgraph of G induced on Z U {z, z}
is a path from x to z. Suppose y has two non-adjacent neighbors in Z. Let p,q in Z be the
first and last neighbors of y in Z, such that x,p,q, z appear in z-Z-z in that order. Then G
contains a theta between r and y through r-Y-y, r-Y-2-Z-p-y, and r-Y-2-Z-g-y. Since each of
the paths of the theta contains a path of Y, it follows that every path of the theta has length
at least t, a contradiction. Therefore, y has exactly two adjacent neighbors p, ¢ in Z such that
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x,p,q, z appear in z-Z-z in that order. But now G contains a pyramid from r to {y, p, ¢} through
r-Y-y, r-Y-x-Z-p, and r-Y-z-Z-q. Since each of the paths of the pyramid contains a path of Y,
it follows that every path of the pyramid has length at least ¢, a contradiction. Therefore, X
breaks {x,y, 2z}, so Sit4 is an S;_14—1,—1-forcer for G. This proves (8).

Now by Theorem 2.10, the result follows immediately from Theorem 4.2. |

6. SUBCUBIC SUBDIVIDED CATERPILLARS AND THEIR LINE GRAPHS

In this section, we prove Theorem 1.11, that excluding a subdivided subcubic caterpillar and
its line graph in graphs with bounded degree gives bounded treewidth. The proof uses Theorem
4.2 to get a structural result involving a family of induced subgraphs called (k, t)-creatures. We
begin with the following lemma.

Lemma 6.1. Let A > 0 and t > 0 be integers, G be a graph and P be an induced path in G of
length at least t(1+ A) —1. Also, let z € G\ P have at least one and at most A neighbors in P.
Then there exists a subpath P' = p(---- -p} of P of length t where N(z) N P" = {p{}.

Proof. Suppose not. Let P = pg--+-- pe, where ¢ > t(1+ A) — 1. Also, let |[N(z) N P| =7 < A,
and 0 <4y < --- <i; </{satisfy N(z)NP ={p;, : k=1,...,j}. If the subpath p; -----py of P
is of length at least t, then P’ = p; ----- Di, —+ satisfies Lemma 6.1, a contradiction. So p;,-----po
is of length at most ¢ — 1. Similarly, p;;-----py is of length at most ¢ — 1. As a result, j > 2.
Now, if for some k € {1,...,j — 1}, the subpath p; ----- Pi,,, of P is of length at least ¢ + 1,
then P’ = p;,-----p;, 1+ satisfies the lemma. Thus, for all k € {1,...,j — 1}, p;-----pi, ., is of
length at most ¢. But then P is of length at most 2(t—1)+t(j—1) =t(j+1)—2 < ¢t(1+A) -2,
which is impossible. This proves Lemma 6.1. |

Next, we define creatures properly. For integers k£ > 0 and t > 0, a (k,t)-creature in a graph
G is a pair =Z = (J,P), where
e J is a connected subset of G.
e P is a collection of k£ mutually vertex-disjoint and anticomplete induced paths in G\ J,
each of length ¢.

e For every P € P, an end v of P, called the P-joint of =, satisfies the following:
— v has a neighbor in J, and
— P\ v is anticomplete to J.

We also use = to denote the set J U ([Upep P).

Lemma 6.2. Let A, k,t > 0 be integers and let G be a graph of mazimum degree at most A with
no (k,t)-creature. Let X C G be an Sii1 411419 G and let © € X be a leaf of X. Then the
connected component of G\ (N[X \ {z}] \ {z}) containing x has no (k — 1,t(1 + A))-creature.

Proof. Suppose not. Since Siy1 441,41 1 a (3, t)-creature, it follows that & > 4. So we may choose
a(k—1,t(14+ A))-creature = = (J,{P1,..., Pr_1}) in the component C of G\ (N[X \ {z}]\{z})
containing x with P;-joint v; for ¢ = 1,...,k — 1, and an induced path L in C from x to some
vertex z € N[Z], such that no vertex in L\ {z} belongs to N[Z]. Let u be the root of X and let
P, @, R be the paths of X, with  an end of P. We deduce the following.

- B
(9) z has a neighbor in | J;—; P;.

Suppose for a contradiction that z is anticomplete to Ui-:ll P;, and so z € N[J]. Note that
the path z-L-z-P-u has length at least ¢ (since P does), and so we may choose a subpath P’ of
z-L-z-P-u containing z and of length equal to t. Also, for each i € {1,...,k — 1}, since P; is
of length ¢(1 + A) > t, we may choose a subpath P/ of P; containing v; and of length equal to
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t. But then (J,{P/:i e {1,...,k—1}} U{P'}) is a (k,t)-creature in G, a contradiction. This
proves (9).

Let I be the set of all indices ¢ € {1,...,k — 1} for which z has a neighbor in P;. By (9), we
have I # (), and so we may select an element iy € I. Let J' = JU P;; U LU P. Note that J’ is
connected, and u,z € J'.

(10) For each i € I\ {io}, there exists a subpath P! = pi-----pi of P; of length t, such that p is
the only neighbor of z in P!, and P! is anticomplete to J' \ {z}.

2 K

If t =0, then P, = {v;}, z is adjacent to v;, and so P/ = P; satisfies (10). Thus, we may
assume that ¢ > 1, and so P; is of length at least one. By Lemma 6.1 applied to P; \ v; and z,
we obtain a subpath P/ = pi-----pi of P;\ v; (and so of P;) of length ¢, such that pj is the only
neighbor of z in P/. Also, by the choice of X, = and L, we obtain that P; \ {v;} is anticomplete
to J'\ {z}. Therefore, P/ C P; \ {v;} is anticomplete to J'\ {z}, as well. This proves (10).

Now, for each i € I\ {ig}, let P/ be as promised in (10). Moreover, for each i € {1,...,k —
1} \ (X \ {io}), there exists a subpath P/ of P; containing v; and of length equal to ¢, as P;
is of length ¢(1 + A) > ¢. But then by (10) and the choice of X, Z and L, (J',{P/ : i €
{1,...,k =1} \ {io}} U{Q \ w, R\ u}) is a (k,t)-creature in G, a contradiction. This proves

Lemma 6.2. [ |

Lemma 6.3. Let A >0 and £ > 1 be integers, and K be a connected graph of mazimum degree
at most A with |[K| > 1+ Zf;g At Then K contains an induced path on at least { vertices.

Proof. Since G has maximum degree at most A, then for every i > 0 and every vertex v € G,
the set of vertices in G at distance i from v is of size at most A’. Therefore, G has a vertex at
distance at least £ — 1 from v. This proves Lemma 6.3. |

Recall from the introduction that a tree T' is a subcubic subdivided caterpillarif it is of maximum
degree at most three, and there exists a path P C T such that P contains every vertex of T' of
degree three. The spine of T is the shortest path containing all vertices of degree at least three
in T. A leg of a subdivided caterpillar T is a path in T from a leaf to a vertex of degree three in
T whose all internal vertices are of degree two.

Theorem 6.4. Let T be a subcubic subdivided caterpillar and let A > 0 be an integer. Then there
exist k,t such for every graph G of mazimum degree at most A, if G contains a (k,t)-creature,
then G contains a subdivision of T or the line graph of a subdivision of T'.

Proof. Note that if T has no vertex of degree three, then it is a path, and so setting k = 1 and
t = |T|, we are done. So we may assume that S has a spine S with |S| = s > 1. We define
(=63+s>—1>1landk=1+A+A%2+...+ A2 Also, for every leaf u of T, let U, be
the leg of T having u as one of its end. Let ¢ be the maximum length of U, taken over all leaves
u €T\ S of T. We claim that the values of k,¢ defined as above satisfy the theorem. Suppose
not. Then there exists a graph G of maximum degree at most A, containing a (k, t)-creature but
not containing a subdivision of 7" or the line graph of a subdivision of 7.

(11) We may choose H and P with the following specifications.
e H is a connected induced subgraph of G.
e P is a collection of k mutually vertex-disjoint and anticomplete induced paths in G, each
of length at least t.
e For every P € P, there is an end of P, denoted by vp, with PN H = {vp} and N(P\
{vr}) N H = {vp}.

Note that there exists a (k,t)-creature = = (J,P) in G. For every P € P, let vp be the P-joint
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of 2. Let H = (JU{vp : P € P}). From the definition of a (k,t)-creature, it follows directly
that H and P satisfy the above three bullets. This proves (11).

We choose H and P satisfying (11) and with |H| as small as possible. For every P € P, let
vp be as in the third bullet of (11). Let A={vp: P € P} and J = H \ A.

(12) Ewvery vertex in v € J is a cut-vertex of H.
For otherwise H \ v and P satisfy (11), violating the minimality of H. This proves (12).

For every vertex v € H, let us say v is redundant if v € J and N(v) N H is a stable set in H
of size exactly two. Otherwise, we say v is irredundant.

(13) There exists an induced path Q1 in H containing at least 65> + s* — 1 irredundant vertices.

For every redundant vertex v € H with N(v) N H = {x,z}, by suppressing v, we mean
removing v from H and adding the edge xz to the resulting graph, while we refer to the reverse
operation as unsuppressing v. Let K be the graph obtained from H by repeatedly suppressing
redundant vertices until none is left. Note that the maximum degree of K does not exceed that
of H, which in turn does not exceed A, as H is an induced subgraph of G. Also, we have A C K,
andso |[K| > |A|=k=1+ Zf;g A, Thus, by Lemma 6.3, K contains an induced path Qo on
at least £ = 653 + s> — 1 vertices. Therefore, after unsupressing all redundant vertices of H, we
obtain an induced path ()1 in H where every vertex in () is an irredundant vertex of )1. This
proves (13).

Henceforth, let @1 be as guaranteed in (13).

(14) There exists an induced path Qo in H such that Qs C J and Qo contains at least 6s%+s— 1
rredundant vertices.

Let Ay =@Q1NAand B = Q1 U (UPEPZUPEAl P). If |A1| > s, then B; contains a subdivision
of T', and hence so does G, a contradiction. It follows that |[A;| < s—1. As a result, Q1 \ A; has
at most s connected components, and by (13), Q1 \ A1 contains at least 65> 4 s — s irredundant
vertices. Therefore, there exists a connected component Q2 of @1\ A1 (hence Q2 C J) containing
at least 652 4 s — 1 irredundant vertices. This proves (14).

Henceforth, let Q2 be as promised in (14). Note that by (9), every vertex in ()2 is a cut-vertex
of H. We say a vertex x € (2 is docile if there exists a connected component of H \ z, denoted
by D, such that D, N Q2 = (). The following is immediate from the definition.

(15) Let x € Q2 be a docile vertex. Then

e D, is anticomplete to Q2 \ {z};
e N(z)N D, #0; and
o for every docile vertex y € Q2 \ {x}, Dy is anticomplete to Dy in G.

Also, we deduce:

(16) For every docile vertex x € G, there exists a (possibly not unique) path P, € P with
vp, € D,.

Otherwise H \ D, and P satisfy (11), violating the minimality of H. This proves (16).
(17) There is a subpath Q3 of Q2 which has at least 6s irredundant vertices and no docile vertices.

Let D be the set of all docile vertices in Q2. For every z € D, let P, be as in (16). Then
by the second bullet in (15), we may choose a shortest path W, in D, from vp, to some vertex
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wy € N(z) N Dy (so Wy is induced and W, \ w, is disjoint from N(x) N D). Let By =
Q2U (Uyep(Wo U Py)). If |D| > s, then by the first and the third bullets of (15), Bs contains a
subdivision of T'; and hence so does G, a contradiction. So |D| < s—1. It follows that Q2 \ D has
at most s connected components, and by (14), Q2 \ D contains at least 6s? irredundant vertices.
Therefore, there exists a connected component Q3 of Q2 \ D containing at least 6s irredundant
vertices. This proves (17).

From now on, let Q)3 be as obtained in (17), r = |Q3|, and Q3 = q1-----¢. By (17), we have
r > 6s > 6. For every i € {2,...,r — 1}, we denote by L; and R; the components of Q2 \ ¢;
containing ¢;—1 and g;+1, respectively. Since g; is not docile, the vertex-set of every connected
component of H \ ¢; contains either L; or R;. Also, by (12), ¢; is a cut-vertex of H. So H \ ¢; has
exactly two distinct connected componets A; and p;, such that L; C A\; and R; C p;. For every
i€{l,...,r—1}, let us say i is a bump if there exists a connected component of H \ {q;, ¢i+1},
denoted by p;, such that u; NQ2 = (. From this definition, we immediately deduce the following.

(18) Letie{l,...,7 —1} be a bump. Then

e (; is anticomplete to Q2 \ {qi, ¢it1};
° (N(qz) U N(Qi—l—l)) N p; # @,' and
o for every bump j € {1,..., 7 — 1} \ {i}, p; is anticomplete to p; in G.

Also, we have:

(19) For every bump i € {1,...,7—1}, there is a (possibly not unique) path P; € P with vp, € p;.
Otherwise H — p; and P satisfy (11), violating the minimality of H. This proves (19).

(20) For everyi € {2,...,r — 1}, if ¢; is irredundant, then either i — 1 or i is a bump.

Since ¢; is irredundant, it has a neighbor w € H \ {gi-1,4i,qi+1}. It follows that either
w € A\ {gi—1} or w € p; \ {gi+1}. Assume the former holds. Note that g; separates w from
R; in H. Also, if there exists a path M in H \ ¢;—; from w to some vertex in z € L;_1, then
gi-w-M-z is a path in H \ ¢;—1 from ¢; € R;_1 to x € L;_1, a contradiction. Thus, ¢;_; separates
w from L;_; in H. As a result, {g;—1, ¢} separates w from Q2 \ {¢;—1,¢;}, and so the connected
component of H \ {g;—1,¢;} containing w is anticomplete to Q2 \ {¢i—1,¢;}. But theni —1is a
bump. Similarly, if w € p; \ {gi+1}, then ¢ is a bump. This proves (20).

Let i € {1,...,7 — 1} be a bump, and P, € P be as in (19). By the second bullet of (18),
we may a choose a shortest path Z; in u; from vp, to some vertex z; € (N(q;) U N(gix1)) N i
(so Z; is induced and Z; \ z; is disjoint from N(g;) U N(¢i—1)). We say i is a bump of type 1 if
zi € N(¢i) \ N(gi+1), of type 2 if z; € N(gi+1) \ N(¢i), and of type 3 if z; € N(g;) N N(git1)-
Note that every bump is of type 1, 2 or 3.

By (17), there exists I C {2,...,r — 1} with |I| > 6s — 2 such that ¢; is irredundant for all
i € I. Therefore, by (20), there exists a I’ C {1,...,r — 1} with |[I'] > 3s — 1 such that every
i € I' is a bump. Consequently, there exists I” C I with [I”| > s such that all elements of I”
are bumps of the same type. Now, let B3 = Q2 U (U;c;#(Z; U P;)). If either all elements of I”
are of type 1 or all elements of I” are of type 2, then B3 contains a subdivision of T, which is
impossible. Otherwise, all elements of I” are of type 3. But then Bs contains the line graph of
a subdivision of T, a contradiction. This proves Theorem 6.4. |

Next we prove a lemma.

Lemma 6.5. Let A, b, k,t be positive integers where k > 3. Let C be the class of graphs with
mazimum degree A that do not contain a (k,t)-creature or the line graph of a subdivision of
Wixp. There exists Ryt A such that tw(G) < Ryt for every G € C.
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Proof. Let t; = t(1 + A)*=. Let C; be the class of graphs with maximum degree A that do
not contain an (i,¢;)-creature and have no induced subgraph isomorphic to the line graph of a
subdivision of Wpy;. We will prove by induction that there exists Ry i such that tw(G) <
Ryt ki for every G € C;. Since Sy 4,4, 18 a (3, t3)-creature, for ¢ = 3 the result follows from
Theorem 4.2. Next we prove a result about the existence of forcers in graphs in C;.

(21) St41t41,641 + H is a Sy, t,41,1,41-forcer for C; for every (i — 1,t;_1)-creature H.

Let G € C; and let H be an (i — 1,t;_1)-creature. Let Y be an S¢,114,414+1 + H in G, let
Y'=Y \ H,let x €Y' be aleaf of Y/, and let X =Y’ \ {z}. Let D be a connected component
of G\ N[X]. Suppose z € N[D]. Then, by Lemma 6.2, it follows that D has no (i — 1,¢;_1)-
creature. Since H is anticomplete to Y, we have that H € N[D]. Therefore, X breaks {x}+ H,
SO St,41,t; 41,441 + H is a St 1,41,+,+1-forcer for G. This proves (21).

By Theorem 2.10, it is now enough to bound the treewidth of {(St,+1,+14+1 + H) : H is an
(1 — 1,t;—1)-creature}-free graphs in C;. Let F' be a graph with no (i,t;)-creature. If F is
Sti+1,t;+1,t;+1-free, the result follows from Theorem 4.2. Thus, let Q@ C V(F) be an St 41,¢,+1.t;+1
in F. Then, F\ N[Q] has no (i—1,t;_1)-creature, so by the inductive hypothesis, we deduce that
tw(F\N[Q]) < Rytk,i—1,a- But |Q = 3t; 4+ 4, and therefore |[N[Q]| < (3t; +4)A. Consequently,
tw(F) < Ryt pi—1,a + (3t; +4)A, and we can set Ry pin = Rypki-1,a + (3t +4)A. |

We can now prove Theorem 1.11, which we restate.

Theorem 6.6. Let A be a positive integer and let T be a subcubic subdivided caterpillar. Let
C be the class of graphs with mazximum degree at most A which do not contain a subdivision of
T or the line graph of a subdivision of T. Then there exists Ra 1 such that tw(G) < Rar for
every G € C.

Proof. Let G € C. By Theorem 6.4, there exist integers k,t such that if G € C then G does not
contain a (k,t)-creature.
Next we observe:

(22) Let G € C. Then G does not contain the line graph of a subdivision of Wir|x|r|-

Let H be the line graph of a subdivision of Wg|, 7). Then, H contains the line graph of a
subdivision of T'. It follows that if G contains H, then G contains the line graph of a subdivision
of T', a contradiction. This proves (22).

Now the result follows from Lemma 6.5. [ ]
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