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Abstract

Block copolymer self-assembly in conjunction with nonsolvent-induced phase sepa-
ration (SNIPS) has been increasingly leveraged to fabricate integral-asymmetric mem-
branes. The large number of formulation and processing parameters associated with
SNIPS, however, has prevented the reliable construction of high performance mem-
branes. In this study, we apply dynamical self-consistent field theory to model the
SNIPS process and investigate the effect of various parameters on the membrane mor-
phology: solvent selectivity, nonsolvent selectivity, initial film composition, and glass

transition composition. We examine how solvent selectivity and concentration of poly-
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= mer in the film impacts the structure of micelles that connect to form the membrane

'"';. matrix. In particular, we find that preserving the order in the surface layer and form-
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- 3 ing a connection between the supporting and surface layer is nontrivial and sensitive to
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each parameter studied. The effect of each parameter is discussed and suggestions are

made for successfully fabricating viable block copolymer membranes.

1. Introduction

Factors such as population growth, increased urbanization, and climate change have led to
a rise in water stressed regions around the globe.! As a result, efforts to innovate water
desalination?? and wastewater treatment processes* have been made to increase access to
clean water. To this end, polymer-based membranes have seen widespread application and
research due to their ability to separate out contaminants with high energy efficiency.?%
With pores sizes on the order of 1 —100 nm, ultrafiltration (UF) membranes have seen ex-
tensive use in water treatment processes filtering out proteins, viruses, and other microbes.”
UF membranes are typically fabricated using a method known as nonsolvent-induced phase
separation (NIPS) in which a polymer solution is cast onto a substrate and immediately
immersed into a nonsolvent bath, driving phase separation in the film resulting in a polymer-
rich membrane matrix and a polymer-poor porous network.®? The characteristic advantage
of NIPS membranes, which are typically produced with homopolymers, is the asymmetric
structure in which smaller, selective pores populate the surface while pore size increases as
a function of film depth, enabling simultaneous high selectivity and water permeability.
While the asymmetric structure emerging from NIPS is ideal, NIPS membranes suffer
from a broad pore size distribution at the surface, limiting its size selectivity.%!! A promising
alternative is to use a block copolymer as the membrane material, leveraging its self-assembly
properties to form an isoporous surface. 12 71¢ Successful block copolymer membranes generally
present a cylindrical nanostructure at the surface, with cylinders oriented parallel to the axis
of water flow, as well as the asymmetric structure in the support layer. Although debate
exists, ! it is generally thought that the cylindrical cores are composed of a hydrophilic,

minority block encased in a matrix formed by a hydrophobic, glassy majority block.'6 It has
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been reported that integral-asymmetric block copolymer membranes surpass the selectivity-
permeability trade-off that plagues standard homopolymer NIPS membranes. !2

Methods to fabricate block copolymer membranes are numerous, which can be either
equilibrium or non-equilibrium in nature.® Owing to its ease of deployment on an industrial
scale and constructing both the surface and bulk morphology within a continuous workflow,
a method that employs block copolymer self-assembly in conjuction with NIPS (SNIPS) has
gained significant attention since its first reported use by Peinemann et al.!” This so-called
SNIPS procedure is outlined by the following steps: (1) dissolve a block copolymer in one or
more solvents, (2) evaporate the solvent(s) from the surface to produce a thin skin layer and
induce block copolymer self-assembly, and (3) immerse the film in a non-solvent bath.!47
The isoporous surface, ideally featuring vertically-oriented cylinders, is formed in step (2)
while step (3) is thought to vitrify and preserve the surface morphology while simultaneously
generating the asymmetric structure in the supporting layer.

The design space of SNIPS membranes is notoriously vast; the rich formulation param-
eter space (block architecture, choice of solvent, molecular weight, etc.) coupled with an
equally complex processing parameter space (evaporation time, temperature, etc.) presents
significant hurdles in understanding structural evolution during SNIPS.!%16:1® Experimental
efforts have made progress in mapping out possible structures'® and probing the dynamical
evolution of the surface layer with grazing incident scattering techniques.?*?! An empirical
guide to choice of solvent was also reported by Sutisna et al., providing much needed insight
into the membrane design space.??

Despite this progress, exploring the vast design space is prohibitively expensive for ex-
periments alone. Although nascent, computational studies have significantly clarified re-
lationships between the design space and the thermal and kinetic processes that govern

4232528 414

morphological development during SNIPS.?29 To this end, both particle-base
field-based ?427% methods have been employed. A pressing question that is at the corner-

stone of SNIPS is under which conditions do vertically oriented cylinders appear in the
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surface layer. Several computational studies demonstrated that the onset and orientation
of cylindrical structures during solvent evaporation are highly dependent on evaporation
rate and solvent selectivity for the majority hydrophobic block.?*"2” Dreyer et al. proposed a
detailed explanation of cylindrical formation based on the successive layering of block copoly-
mer micelles, whereby cylindrical elongation depends on proximity of a spherical aggregate’s
density to a critical value and orientation is dictated by the layer growth rate.?”

While most computational investigations focus on structural evolution during the evap-
oration step, it was only very recently that diblock copolymer NIPS was studied.??3° The
first workflow combining both the evaporation and NIPS step of SNIPS was introduced by
Blagojevic et al. providing various insights into the interplay between the two steps.?? A
simpler approach that did not rely on simulating the evaporation step, focusing just on
modeling NIPS, was proposed by Grzetic et al.?’ They demonstrated that through random
phase approximation (RPA) one can determine which Flory-Huggins interaction parameters
lead to the desired macrophase separated support layer. It was found that macrophase sep-
aration (necessary for the asymmetric structure) occured when the nonsolvent, for example
water, is selective for the minority block, which is usually hydrophillic experimentally, and
the solvent is selective for the hydrophobic majority block. An equilibrium self-consistent
field theory (SCFT) simulation was used to generate the initial surface layer which was then
stitched onto a film-bath interface, the resulting density profile being used to initialize a
NIPS simulation. NIPS simulations were performed using dynamical self-consistent field
theory (DSCFT), demonstrating that dense films are obtained when crossing a microphase
instability as predicted with RPA, and an integral-asymmetric structure is obtained when a
macrophase instability is crossed and glassy dynamics are imparted on the majority block.

In this study, we apply the workflow introduced by Grzetic et al. to investigate how
the membrane morphology depends on various parameters. In particular, we find that the
preservation of the ordering of pores in the selective layer and the connection between the

selective layer and bulk microstructure is highly sensitive to both solvent and nonsolvent
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selectivity. Choice of solvent is also found to impact the bulk microstructure. It is suggested
that an optimal glass transition composition for the majority block exists that facilitates
the formation of a surface-bulk connection and preservation of the surface ordering. Finally,
we found that replacing more solvent with nonsolvent in the casting solution creates a more

durable surface-bulk connection, yet distorts the orientation of cylindrical pores.

2. Simulation model and methods

2.1 Block copolymer model

We consider a linear block copolymer melt described by the field-theoretic partition function

Z.=Z ] / Dpi [[ / Duw; e Ao} {w)] (1)
i=1 j=1

where p;(r) is a fluctuating local segment density for species i, the w;(r) are a set of auxiliary
fields introduced to decouple non-bonded pair interactions, and Zj is a constant that contains

ideal gas terms and the density-explicit Hamiltonian is given by3!

The overall monomer density is denoted by pg, ¢ is the Helfand compressibility parameter3?
which we fix to ¢ = 25, and n, and Q,[{w}] are the number of molecules and single-molecule
partition function, respectively, of molecular species p. In this work, we consider a single
solvent S, a nonsolvent N, and a linear diblock copolymer P composed of monomeric species
A and B, with A being the minority block. This represents a total of four monomeric species.

Both the solvent and nonsolvent are taken to have degree of polymerization Ng = Ny =1
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while the diblock copolymer has Np = 50. The single-chain partition functions for the

solvent and nonsolvent are given by

where V' is the system volume.
On the other hand, computing Q)p requires the successive building up of a chain with
linker functions that embed the chain statistics, which we take to be discrete Gaussian.

Given this, we compute Qp with the following expression 3!

Qp=— / dr™ [e7 MO (ry —ry_1)e TN DD (ry g — Ty o) ... e WEDD(ry —1y)e W]

%4
(5)
where

wa(r;), if bead i is of species A
w(r;) = (6)

wg(r;), if bead i is of species B

and ®(r) is the discrete Gaussian chain linker function:

- (25) "o (55).

Here, we assume the same statistical segment length b for both molecular species A and

B. Since block copolymer membranes are universally fabricated using an asymmetric block
copolymer to promote the formation of cylindrical phases, we set N4y = 15 and Ng = 35.
The Flory-Huggins interaction parameter x;; describes the local repulsive interaction
between species ¢ and j. We set the following default x parameters unless otherwise specified:
Xxap = 0.8, xan = 0.5, xpyv = 1.5, and xnyg = 0.0. The parameters y4s and xps are

systematically varied throughout this study. As demonstrated by Grzetic et al., macrophase
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separation may only occur when the nonsolvent is selective for the A block,?’ rationalizing
our choice of xgn > xan. Moreover, it is standard for the majority block to be hydrophobic
and the minority block to be hydrophilic, such as with the extensively studied polystyrene-
block- poly(4-vinylpyridine) (PS-P4VP) diblock copolymer, 17 further justifying our choice
of xpny and xan. A modestly large y gy value is chosen to provide a reasonably wide range
of conditions that lead to macrophase separation.

In order to explore the effect of solvent selectivity on the overall morphology, we vary both
X as and xpgs such that macrophase separation is always initiated upon the mass exchange of
solvent and nonsolvent. We determine which y values satisfy this condition by calculating the
stability limit of a homogeneous phase of our three component AB —S — N system using the
random phase approximation (RPA). With the spinodal boundaries calculated using RPA,
we can determine under which conditions a macrophase instability, microphase instability, or
no instability (or the film is already unstable) is crossed during NIPS. We do this by assuming
the average volume fraction of polymer in the film ¢p = np/(V po) is constant while S and N
are exchanged, producing a linear trajectory in composition space. Finally, we identify which
instability is crossed by determining whether the line of constant ¢p intersects a spinodal
boundary marking a macrophase instability or microphase instability, or no instability (or
the initial film composition is within the macrophase separation regime). The details of this
calculation can be found in our previous work.?’

Figure 1 displays the results of this RPA calculation by sweeping values of x5 and xpg
for four different values of ¢p = (0.25,0.2,0.15,0.1). Three regions are designated based on
which instability is crossed during mass exchange with the specified x 45 and x s parameters:
region IV leads to a film that is only microphase-separated, and thus nonporous, region III
leads to a macrophase-separated, porous film upon the exchange of S and N, and region II
indicates a film that undergoes bulk macrophase-separation even prior to mass exchange. We
perform an array of 2D simulations with y a5 and xpg values given by the points plotted in

Figure 1, which are predicted to cause the film to undergo mass transfer-induced macrophase
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Figure 1: RPA stability map generated from solvent/nonsolvent exchange while sweeping
x4as and xps where (a) ¢p = 0.25, (b) ¢p = 0.2, (c) ¢p = 0.15, (d) ¢p = 0.1. Region I (not
shown) denotes values of x a5 and xpgs which lead to no instability being crossed. Region II
(yellow) indicates where the film is already unstable without needing to exchange solvent and
nonsolvent. Region I1T (white) indicates where a macrophase instability is crossed. Region IV
(orange) denotes values of x a5 and ypg which lead to a microphase instability being crossed.
The points scattered on each panel specify values of x4s and xpg with which simulations
were performed, each of which predict mass transfer-induced macrophase separation in the
film.
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separation.

2.2 Dynamical self-consistent field theory (DSCFT)

The mesoscopic density fields p;(r,t), for each species i, are evolved in time according to the

following multicomponent diffusion equation

0

H /) =V > My (xs [{p()}]) V(. 5 [{p}]) (8)
J

where M;;(r; [{p(t)}]) is a local and diagonal mobility matrix. The chemical potential

pi(r,t; [{p}]) serves as the thermal driving force and is determined by our block copoly-

mer model through the definition

py(r; [{p}]) = (9)

oF{p}] _ <5H[{P},{w}]>
op;(r') dp; (') {w}

where (--- ).} is a constrained average over the auxiliary chemical potential w fields. Al-
though it is possible to sample the w fields stochastically with complex Langevin sampling, 33
we opt for a simpler approach where we approximate the average with the saddle-point con-

figuration obtained from self-consistent field theory (SCEFT)

_ SH[{p}. {w)]

(s [{p}]) opi(r')  |py=w)

(10)

Therefore, at every time step we must solve for the saddle-point configuration {w*} that
is self-consistent with the density fields {p} computed at that time step. This approach
of supplying thermodynamic information to eqn 8 using SCFT is termed dynamical self-
consistent field theory (DSCFT).3438 Despite the cost of performing an SCFT loop every

time step, we are able to leverage accurate SCF'T block copolymer thermodynamics instead
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of relying on a highly simplified Ginzburg-Landau type free energy functional typically used
in phase-field simulations. 273942

The form of the mobility is given by the local coupling approximation??
kgT

Mij(r; [{p}]) = mm(rﬁ%’ (11)

where kT is the thermal energy, (j is the friction coefficient of a molecule of either the solvent
or nonsolvent species (assumed equal), and v(¢p(r)), a function of the local volume fraction
of the B block ¢p(r) = p%()r), is a dimensionless enhancement of the friction at position r due
to the presence of segments of the glassy B block. Garcia et al. demonstrated that glassy
dynamics are crucial for obtaining an asymmetric porous structure in homopolymer-based
membranes*? and Grzetic et al. suggested this is also true for block copolymer membranes.
We impart glassy dynamics on the B block through v(¢p(r)) since it corresponds to the
hydrophobic and glassy PS block used in experimental studies. In line with both Ref. 42

and 29, we adopt the following sigmoidal form of v(¢p(r))

B —1
1+ exp (—1(¢5(r) — ¢%))

where v is a dimensionless parameter that sets the friction enhancement upon crossing the

Y(¢5(r) =1+

(12)

glass transition composition, ¢}, the local volume fraction of block B at which the B block
becomes glassy. Unless otherwise specified, we set ¢ = 0.6.  transitions from 1 to vz as the
local volume fraction of B increases. For all simulations, we fix v = 10*, unless otherwise
stated. The parameter k is the width of the sigmoid and is set to 1073. It is critical to note
that these expressions imply that all components of the mobility M;; crash to small values
when

In order to implement eq. 8 numerically, we recast it into dimensionless form. The
length scale of choice in our model is given by b = b//6 giving r = b, V = (5)’1@, and

po = po(b)®. All time-dependent factors in our dynamic equation will be rescaled by the

10
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time scale 7 = (b)2C/D,ouse Where D,oys is the diffusion coefficient for Rouse-like chains
and C' = po/N is the dimensionless polymer chain number density. Using the definition
Dyouse = kT /(yN, the time scale can be expressed in terms of the Rouse time of the

po(®)3¢ __ pom?

copolymer as 7 = el = N7

Tr. In this work we present length and time scales in terms
of the copolymer radius of gyration, R, = v/50 b, and the Rouse time 7. Due to the

4344 scheme to propagate

stiffness of eq. 8, we apply an exponential time differencing (ETD)
the densities forward in time. We use an adaptive time-stepper to mitigate time-step-error
induced negative densities that lead to divergent trajectories; the details may be found in
the Supporting Information.

The inner SCEFT calculation to find the saddle-point configuration {w*} was performed
using a first order semi-implicit algorithm (SI1).%445 Different tolerances on the L2-norm of

the residuals of the w fields were used for different parts of the simulation workflow and are

stated in the following section.

2.3 SNIPS simulation setup

As mentioned before, the SNIPS process involves the casting of a block copolymer solution,
evaporating the solvent(s) from the film inducing the self-assembly of block copolymers at
the surface, and finally immersing the film into a non-solvent bath causing the bulk of
the film to undergo macrophase separation. In lieu of modeling each step of this complex

[.?? which eliminates

process, we apply a simplified workflow introduced by Grzetic et a
the dry evaporation step, replacing it by a specified ordered surface that serves as an initial
condition for a NIPS simulation of the wet immersion step. By avoiding an explicit simulation
of the evaporation step, we significantly reduce the computational cost of a single simulation,
allowing us to more easily perform the wide parameter sweeps featured in this work. We
further assume that the bulk of the film remains homogeneous, effectively stipulating that

no micelles form in the bulk during the casting or evaporation step. Thus the main step we

are simulating is the exchange of non-solvent and solvent at the film-bath interface where

11
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Figure 2: Illustration of workflow to model the SNIPS process in dimension d = 2 (left) and
d = 3 (right). First, an equilibrium SCFT simulation is performed to obtain the surface
profile that mimics an isoporous surface generated from an evaporation step. A second
SCFT simulation provides the density and auxiliary fields of a converged film-bath interface.
The results are then stitched together, giving the initial condition to the SNIPS simulation.
The 1D SCFT simulation on the left plots the A block (blue lines) and B block (red lines)
densities. The 2D initial condition for the SNIPS simulation plots the B density. The 2D
SCFT simulation and 3D SNIPS initial condition on the right display the A density.
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the film has an isoporous surface, assumed to originate from the evaporation step. We note
it is possible an explicit evaporation simulation may yield a significantly different surface
morphology than the approximated one. For example, while we employ a vertically oriented
cylindrical structure, an explicit evaporation simulation may yield parallel cylinders. Since
parallel cylinders are undesirable as the surface morphology, we tacitly assume all simulation
parameters promote the formation of vertically oriented cylinders during the evaporation
step.

We accomplish this workflow within our DSCF'T framework in the following way, illus-
trated in Figure 2. For a DSCFT SNIPS simulation in d dimensions, we approximate the
ordered surface with a density profile that results from an equilibrium SCFT simulation in
d — 1 dimensions. We denote the surface composition as {¢®9(z)} or {pC")(z,y)}, re-
spectively, for d = 2 or d = 3. The bulk values of each species used for all simulations are
S5m0 = 0.6594, ¢S = 0.3361, and ¢3"™ = 0.0045, approximating a surface profile nearly
absent of any nonsolvent with polymer concentration high enough to guarantee microphase
separation.

Following the d —1 dimensional SCFT simulation of the surface profile, we run a d dimen-
sional SCFT simulation to obtain the saddle-point configuration of the {w} fields that match
the {¢} fields corresponding to a film in contact with a bath, denoted as {w(fmbath)(z 4}
and {@(fimbath) (5 )1 respectively, when d = 3. We introduce a small noise perturbation
to the d dimensional SCFT simulations to break the symmetry along axes orthogonal to
the film surface normal. The function ©(z) = § [tanh (5%2t) 4 1] modulates the interface
between the film and the bath, placing the interface at z = z;,;, with an interfacial width
A. For the d = 2 case, we selected A\ = 15b ~ 2.1R, to provide a smooth film-bath interface
which improves stability. When d = 3, we employed A = 7.5b ~ 1.1R, as it was found that
broader interfacial widths consistently resulted in the loss of surface order. The L2-norm of
the residuals for the d — 1 dimensional SCFT surface profile simulation and the d dimen-

sional SCFT film-bath simulation were converged within a tolerance of 10~ using the SI1

13
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algorithm.

Finally, in the case d = 3, the resulting density fields [{¢®"0(z,y)}, {pE™Pat) (1 4)}]
and auxiliary chemical potential fields [{w®"™ (2, 3)}, {w@™-Path) (5 4)}] are stitched together
to form the initial condition of the DSCFT SNIPS simulations which model the NIPS step
of the SNIPS process.

The overall initial composition profile is then given (in d = 3) by

ou(r) = [0V w,y) + AG) (o @y) - oV (e, 9) | (1 O(2)

+ oM (2 )0(2),

(13)

where 2z is the direction normal to the film-bath interface. Eqn 13 is used for each species
except for the non-solvent, which is determined using the incompressibility condition ¢y (r) =
1— Z?_l ¢i(r). Here, it has been assumed that we have n species including a non-solvent,
at least one solvent, and at least one diblock copolymer. The function A(z) = exp [z_—flmt]

modulates the transition between the bulk of the film and the ordered surface layer, which

is placed at the film-bath interface with a thickness h; as z decreases, proceeding away from

(ﬁlm—bath) (I’ y)

)

the film-bath interface, A(z) serves to exponentially dampen gbgsurf) (x,y) — @
such that in the bulk of the film, ¢;(r) — ¢{™™ ™™ (% 3) . All simulations in this work were
performed with h = 25b ~ 3.5R,,.

The cell dimensions for the d = 2 SNIPS simulations are 256b x 2048b ~ 36.2R,, x 289.6 R,
with grid spacing Az = Ay = 1b ~ 0.14R,. For large x a5 values, the simulations were run
with Ay = 0.5b ~ 0.07R, to improve stability. The dimensions for the d = 3 simulations
are 96b x 96b x 800b ~ 13.6R, x 13.6R, x 113.1R, with Az = Ay = 1.5b ~ 0.21R, and
Az = 1.562b ~ 0.22R,. In a few instances, Az = 25/24b ~ 0.15R, was used to improve
stability. Eq 8 was solved using periodic boundary conditions, meaning the film and bath
have a mirror image about the center of the longest cell dimension. The dynamical time-step
used was At ~ 3.9 x 10757 unless an adaptive time-stepper was employed. The L2-norm of

the residuals for the inner saddle-point loop of the SNIPS simulations were converged within

14
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a tolerance of 107° or 25 iterations were performed using the SI1 algorithm. The dynamic
time-step was set to At = 0.027 ~ 4 x 107°7

Each 2D simulation was run until the glassy front, the deepest part of the film where at
least one grid point is glassy, was 4000 ~ 56.6 R, below the top of the film, which is defined
as the highest (closest to the bath) part of the film featuring at least one grid point that
was glassy. Due to the bottom of one film connecting with the bottom of its mirror image,
the last 100b ~ 14.1R, section of the film is significantly affected by finite size effects, hence
we do not perform analysis on this part of the film. For 3D simulations, we only ensure the
glassy front reaches halfway through the film since we use these mainly to investigate how

the surface layer connects with the bulk morphology.

3. Results and discussion

3.1 2D simulations

3.1.1 Solvent selectivity

12246 and computational,?* 2" demonstrated the

Previous investigations, both experimenta
importance of solvent selectivity on the surface layer morphology fabricated with SNIPS.
These studies, however, provided little insight into how solvent selectivity impacts the struc-
ture of the supporting layer that forms during the NIPS step.

Two morphologies with different solvent selectivities can be found in Figure 3. The
top row shows the time evolution of a morphology generated with a modestly selective
solvent (xas = 1.1 and xpg = 0.75) while the bottom row morphology was formed with a
substantially more selective solvent (xas = 1.25 and yps = 0.6). We note that the size of
the nonsolvent-rich domains is similar to that of the polymer microdomains. This is due

to the fact that the simulated films are 100 nm deep, while experimental membranes are

typically 10 - 100 pm thick. Since nonsolvent-rich domains formed via NIPS increase in

15
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Figure 3: (a) Total polymer density ¢p(r,t) = ¢a(r,t) + ¢p(r,t) (left), A block density
¢a(r,t) (center), and B block density ¢p(r,t) (right) of a morphology generated from a
SNIPS simulation with x4s = 1.1 and xps = 0.75. (b) Zoomed in region of the film from
r = 20R, to x = 30R, and from y = —40R, to y = —30R,, showing the (top left) A block
density, (bottom left) B block density, (top right) S density ¢g(r,t), and (bottom right)
N density ¢n(r,t). (c) Total polymer density (left), A block density (center), and B block
density (right) of a morphology generated from a SNIPS simulation with x4 = 1.25 and
xBs = 0.6. (d) zoomed in region of the film from x = 22R, to x = 32R, and from y = —32R,
to y = —22R, showing the (top) A block density and (bottom) B block density. Snapshots
in (a) and (b) were taken at time ¢ &~ 2107z and snapshots in (c¢) and (d) were taken at time
t =~ 3207g. Both have polymer film concentration ¢p = 0.25. The zoomed in regions show
an example of what we denote (b) AB micelles and (d) ABA vesicles.
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size with film depth, simulations of thicker films will show appreciably larger nonsolvent-rich
domains. However, due to computational limits, we could not simulate a large enough film
to observe a significant separation of the macro and micro-phase separation length scales.

The two final structures have significant differences. The modestly selective solvent
produced a structure composed of strung together crew-cut micelles, similar to that reported
in our previous work.?” Since the micellization is induced by the introduction of nonsolvent,
the hydrophilic A block forms the corona and is ultimately responsible for ’gluing’ together
different micelles to form the membrane matrix. This can be seen from the panels displaying
the A density, the most dense regions of A establish bridges between B cores which are
responsible for the holding the membrane structure in place due to its glassy nature. From
here on out, we refer to these crew-cut micelles as "AB micelles" since the A block forms
the corona and the B block forms the core of the micelle.

The more selective solvent in the case of Figure 3b forms a structure consisting of micelles
bridged together by the A block. In contrast to the moderately selective case, however,
micelles produced by the more selective solvent feature an A block inner core which is

4748 gsince the

surrounded by a B block outer core. These micelles are actually vesicles
hydrophilic A block in the core is slightly swollen with nonsolvent as depicted in Figure 3d.
For convenience, we label these as "ABA vesicles" as we have an A corona, a B outer core,
and an A inner core.

In order to determine under which conditions ABA vesicles or AB micelles emerge, we
varied the parameters xas, XBs, and ¢p as seen in Figure 1. Figure 4 presents the set of
parameters that give rise to ABA vesicles and the number of ABA vesicles that appear.
Some simulations resulted in a glassy skin forming below the surface, preventing nonsolvent
from entering the rest of the film and inducing phase separation. We expect that adding
thermal noise might allow the skin to be perforated by nonsolvent; however we leave this for

future work.

It is evident that increasing the polymer film concentration ¢p provides more y 45 and x gg

17
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Figure 4. Conditions under which ABA vesicles appear in the film microstructure overlaid
on top of RPA stability maps generated from sweeping xas and xps where (a) ¢pp = 0.25,
(b) ¢p = 0.2, (¢) ¢pp = 0.15, (d) ¢p = 0.1. Regions I, II, and III correspond to the same
instabilities described in Figure 1. Points marked with a triangle marker indicate no ABA
vesicles appeared in the final structure, and thus only AB micelles form the membrane
matrix, and points marked with a circle marker indicate ABA vesicles did appear in the
final structure. The interior color of each circle corresponds to how many ABA vesicles were
observed. Pairs of x values that are unmarked in this figure but marked in Figure 1 refer
to simulations that either formed a glassy skin, preventing mass-exchange throughout the
whole film, or that we were unable to run stably.
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values that lead to the formation of ABA vesicles. When ¢p = 0.1 (Figure 4d) and ¢p = 0.15
(Figure 4c), ABA vesicles are extremely difficult to obtain, and when they do appear it is
only a small number of them, hence the film morphology is constructed primarily from AB
micelles. This is consistent with previous experimental investigations, which reported an
increase in polymer concentration induced the formation of vesicles.*® 5%

Aside from ¢p, large values of 45 drive the formation of ABA vesicles. The exact value
Xas must be for ABA vesicles to appear depends on ¢p: the larger ¢p is, the less xas
needs to be to obtain ABA vesicles. This observation is reasonable, the more unfavorable
the interaction between the A block and S is prompts the A block to minimize contact with
S by populating an inner core depleted of S but partially swollen with the more favorable
N. Figure 3d demonstrates that very little S enters the inner core and mainly resides in the
exterior region that is in contact with the A corona. Furthermore, increasing ¢p increases
the strength of interaction between the A block and solvent, explaining why ABA vesicles
appear under a wider range of x4¢ values at larger ¢p.

Whether the microstructure consists of AB micelles or AB A vesicles may have substantial
ramifications on the membrane performance. It can be seen that the AB micelle matrix has
many hydrophilic A block bridges which provide additional avenues of NV diffusion aside from
just the polymer-poor porous regions. This can be seen in the bottom right panel in Figure
3b where the N density in the A bridges is not much less than in the pores. The existence
of these bridges may help explain why block copolymer membranes can offer greater water
permeance compared to their homopolymer counterparts.'? However, when the foundation
of the microstructure is fused ABA vesicles, much of the A block is relegated to the inner
core. This makes the ABA vesicles bulkier and reduces the number of A bridges in the
overall morphology, consequently restricting the diffusion of N.

Finally, we note that the formation of crew-cut micelles, while consistent with our previ-
ous work,?? is in conflict with Blagojevic et al., where the reported micelles had the majority

block formed the corona instead of the core.?® Blagojevic et al. employed yys = —50 and
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a mobility that gradually decreases with ¢p(r). In contrast, we chose xys = 0 for all sim-
ulations and used a sharp sigmoidal mobility model that only decreases meaningfully upon
approaching the glass transition composition. Therefore, the phase separation front in Blago-
jevic et al. is expected to be slightly faster, yet with a less mobile B block compared to our
work. We hypothesize that conventional micelles in Blagojevic et al. did not have enough
time to "invert" to form the crew-cut motif that we found in our previous and current work.

A more detailed investigation of this issue is left for future work.

3.1.2 Polymer concentration

Figure 5: Total polymer density of a morphology generated from a SNIPS simulation with
Xas = 1.1 and xps = 0.75 with polymer volume fraction in the film (a) ¢p = 0.25, (b)
op =0.2, (c) pp = 0.15, (d) ¢p = 0.1. Each snapshot was taken at time ¢ ~ 21075.

Figure 5 displays snapshots of the total polymer density taken at time t ~ 2107y for
four different values of polymer volume fraction in the film ¢p = [0.25,0.2,0.15,0.1]. In the

case where ¢p = 0.1, the bulk structure largely consists of disconnected circular micelles.
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The finite amount of polymer prevents a sufficient number of micelles from forming, leaving
mainly single micelles and a few connected micelles. Such a morphology cannot be expected
to form a proper support layer in an experimental membrane; once the nonsolvent is drained
from the membrane, the entire structure will collapse.

Upon increasing ¢p, we begin to see individual spherical micelles combine to form a
pearl-like structure which was previously reported by Grzetic et al.?® As noted in the previ-
ous section, the A block forms the bridge that connects individual micelles in the pearl-like
structure. The length then depends on how many micelles can fuse together which increases
with ¢p. We find when ¢p = 0.25, there are enough micelles glued together to form a com-
plete and connecting polymer-rich matrix. For this set of interaction parameters, polymer
film concentrations less than ¢p = 0.25 fail to form long enough pearl-like structures to
construct a connected matrix. This is consistent with our previous work where 2D mor-
phologies at ¢p = 0.2 were composed of disconnected pearl-like structures. We remark that
the conditions necessary for connectedness may differ in 3D, however we do not investigate
this here.

This observation is not consistent with experiments where fully connected membranes
were fabricated at polymer volume fractions in the range of ~ %15 — 25 for the casting so-
lution. 17192046 One significant difference between our work and real systems is the repulsive
strength between the hydrophobic B block and the nonsolvent N. Calculating x ps_water
using the Hansen solubility parameters for both PS and water at 298 K results in a much
larger value than we are able to model: X pg_water = 15.°! Furthermore, much larger molec-
ular weights are used Np ~ 1000.'7192046 Our current values of ygy = 1.5 and Np = 50
do not punish B — N interactions nearly as much as in experimental systems, which may
allow many micelles to remain disconnected. Connecting micelles together decreases the
overall contact of B with N; although the B block forms the core, N swells the A corona
thus contacting B. Currently, we are unable to model such large interactions so we leave

investigating increasing Np and x gy for future work.
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One notable feature of the morphologies seen in both Figure 3 and 5 is the lack of
connection between the isoporous surface and the rest of the membrane. In 2D, the surface
must form a lamellar structure so that the pores formed by the A block are oriented along the
film surface normal. However, due to the asymmetry in block lengths and solvent selectivity,
the block copolymer in the initial film would prefer to form hexagonally packed droplets with
an A core encased in a B matrix. The primary mechanism that stabilizes the lamellar sheets
is the glassy behavior of the B block, although even if it wasn’t glassy, the non-equilibrium
nature of the mass transfer may allow some of the surface to remain lamellar. An example
can be found in Grzetic et al., where simulations with and without glassy dynamics found
part of the surface connected with the sublayer.?” In general, however, structural frustration
and the ingress of nonsolvent largely prevents the extension of the lamellar sheets in the
initial stages of mass transfer-induced phase separation, creating a gap between the surface

and the initial polymer-rich domains nucleated due to the introduction of N in the film.

3.2 3D simulations

We have previously discussed the structural frustration that occurs when approximating
an isoporous surface in 2D and its impact on the connectivity with the sublayer below.
Therefore, we perform a select number of simulations in 3D to investigate how various
parameters affect the membrane structure, with particular attention paid to the selective
layer morphology and its connection to the bulk. In each case, a hexagonally packed lat-
tice of pores at the top surface was obtained by a 2D SCFT simulation, which we antici-
pated would alleviate structural frustration in the surface during mass exchange. Figure 6a
presents the spinodal boundaries for three systems that correspond to the pair of x values:
{(xas,xBs)} = {(1.0,0.8),(1.1,0.7),(1.2,0.6) } with x4y = 0.5 as was used in the 2D simu-
lations. Figure 6b presents the same but using x4y = 1.0. Different film compositions were
also used as indicated by the points. In this section, we probe the effect of the following

four parameters on the 3D morphology: solvent selectivity, hydrophilicity of the A block,
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Figure 6: Zoomed in view of a ternary phase diagram for the AB diblock, S solvent,
and N nonsolvent with (a) yay = 0.5 and (b) xany = 1.0. Spinodals correspond-
ing to a macrophase or microphase instability are plotted with dark or light lines, re-
spectively. The points represent the initial film compositions of various simulations per-
formed: {(¢p, ds,0n)} = {(0.25,0.74,0.01),(0.25,0.71,0.04), (0.25,0.65,0.1)}. Red lines
and circles are used to display the spinodals and initial film compositions, respectively, for
(xas,xBs) = (1.0,0.8). Blue lines and squares are used for (xas,xns) = (1.1,0.7). Green
lines and diamonds are used for (xas, xBs) = (1.2,0.6)
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initial film composition, and the glass transition composition of the B block. Each effect is
discussed in an individual subsection, with the last subsection providing additional insight

into surface-bulk connectivity.

3.2.1 Solvent selectivity

Figure 7 presents the results of varying the pair (yas, xps) on the time evolution of the
film microstructure. We begin by turning our attention towards the final morphology of the
membrane surface seen in the last panel of Figure 7a, b, and ¢. When (x s, x5s) = (1.2,0.6)
and (xas,xBs) = (1.1,0.7), the initially isoporous surface is significantly deformed during
the NIPS process. The final pore sizes are no longer uniform and the original hexagonal
packing of the A cylindrical cores is lost. The A block density profile reveals that many
of the cylindrical pores have collapsed, explaining the lack of order at the top surface. Al-
though it is largely assumed in the literature that the NIPS step kinetically traps the surface
structure,!® this has not been proven to be true in every membrane-forming system. It
has been reported that the ordering seen in the casting solution differed from that seen in
the membrane’s selective layer, with structural rearrangement during NIPS proposed as a
possible explanation.®?

We previously mentioned that in 2D, structural frustration occurs since we force the
pores to be lamellar instead of the preferred hexagonal packing. It is clear, however, that
additional elements of structural frustration are present in 3D that cannot be explained by the
cell dimension. Instead, we attribute this to the difference in thermodynamic environments
prior to and during mass-exchange. Initially, the top surface contains very little NV, and so
the block copolymer is mainly solvated in S which is selective for the B block promoting
the hexagonal packing of A cores. However, N is selective for the A block, and so as more
N diffuses into the surface, the cylinders expand and begin to fuse together, leading to the
collapse of several pores. A similar observation was reported by Blagojevic et al. where

the vertical cylinders swelled upon the exchange of N and S.3° Their simulations, however,
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Figure 7: Time evolution of a morphology generated from a SNIPS simulation with xy 4y = 0.5
and (a) (xas,xBs) = (1.2,0.6), (b) (xas,xBs) = (1.1,0.7) and (c) (xas, xBs) = (1.0,0.8).
The first five panels show a cross section of the film morphology and the last panel shows
a top down view of the surface. The first three panels display ¢p(r,t), the fourth displays
¢a(r,t), the fifth panel displays the B block density ¢p(r,t), and the last panel displays
¢p(r,t). Snapshots of the total polymer density are labeled according to the Rouse time at
which they were taken. Panels displaying the A and B block densities and the top down
view of the surface correspond to the latest time shown in the time evolution.
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employed a larger xgy value which we hypothesize constrains the swelling of the cylinders,
prevent the pores from collapsing. Furthermore, as S becomes more selective for B, further
swelling it, the propensity for N to enter the B domain increases.

This explains why when (xas,xss) = (1.0,0.8), the system with the least selective
solvent, we obtain the least structural deformation. More solvent is present in the pore-
forming A domain, screening the A — N interaction, which facilitates the diffusion of N
towards the pores rather than the B domain. This also increases the density of the B-rich
domains, providing faster vitrification and a stronger repulsion towards N. We anticipate
that larger values of xpn can stabilize the B domain and enable more selective solvents to
be used in the casting solution.

Additionally, we observe when (xas, xss) = (1.2,0.6) and (xas, xss) = (1.1,0.7) the
isoporous surface is disconnected from the bulk of the film. It is clear when ¢t = 875, the
cylinders begin to extend into the film. However, at some point during the early structural
development, these extensions are pinched off. The structural integrity of these extensions
is granted by the vitrification of the B block, thus, the increase in xpgg should repel S from
entering the B domains allowing it to vitrify. Furthermore, we can see the bulk microstruc-
ture recede from the surface over time. During NIPS, N does not generally fill the entire
volume previously occupied by S; polymer also moves into to fill that volume which causes
the film to shrink, a phenomenon also reported in homopolymer NIPS.®® This shrinking is
responsible for the recession of the bulk film from the surface - the surface is held in place by
the glassy B block while the film has not yet vitrified. The connectivity of the surface layer
is undoubtedly influenced by the relatively small lateral cell size imposed by computational
limitations; nonetheless, we believe these qualitative parametric trends to hold irrespective
of system size.

The time evolution of the morphologies also demonstrates the difference in formation
kinetics upon varying solvent selectivity. Phase separation speed is seen to increase as

solvent selectivity decreases; at t ~ 87g, the least selective solvent system is beginning to
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form the third layer in the bulk microstructure while the most selective solvent system has
not even formed its first layer. The speed at which the film phase separates is determined
by how well N and S are able to exchange and how much N is required to induce phase
separation. Since N enters the film predominantly through A-core cylinders, N —S exchange
should proceed faster as y g is decreased. Furthermore, since the A block forms the corona
in the bulk microstructure, a smaller x4¢ will facilitate the transport of S out of the film
and guide more N into the film. Finally, the spinodals for each system plotted in Figure 6
reveal that the more selective the solvent, the closer the 2-phase region is from the initial film
compositions and thus the less IV needs to enter into the film to induce phase separation.

We conclude this subsection with an examination of the bulk microstructure. A clearer
depiction of the final microstructure is seen in Figure SI1. The trend where a larger xas
value induces the formation of ABA vesicles is extended to 3D morphologies as well: as x ag
increases, the A block becomes more segregated, forming increasingly dense regions of A. It
is difficult to claim these dense regions of A block form the inner core of ABA vesicles since
the B block is largely confined to layers parallel to the surface. The time evolution in Figure
7 reveals that microstructural formation occurs in successive, initially unconnected layers,
where subsequent densification of the A block forms bridges between them.

The propagation of layers is reminiscent of morphologies obtained in homopolymer films
during NIPS without a glassy dynamics and thermal fluctuations, whereby the propaga-
tion of layers is attributed to surface-directed spinodal decomposition.**#? Fluctuations are
necessary for opening up pathways for N to diffuse into the film in homopolymer NIPS,
otherwise a glassy skin would form on the surface. This phenomenon occasionally occurs
in SNIPS below the isoporous surface, however, in most cases, N can diffuse through the
domains formed by the A block since it is not glassy. This promotes lateral movement of N
which cut off the formation of a continuous glassy polymer-rich domain, however allow the
A block to densify, forming the aforementioned bridges.

We remark that morphologies generated by Blagojevic et al. do not exhibit the layer-like
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structure we observe in our simulations.3® We posit that the larger ypy values accessible to
their simulation method inhibits the lateral diffusion of N, in turn precipitating vertically
oriented polymer-rich domains that disrupts the formation of layers. It is also possible that

the addition of thermal fluctuations may play a role in destabilizing the layer-like structure.

3.2.1 Nonsolvent selectivity

Up until now, we set xyany = 0.5 and found significant structural rearrangement in the top
selective layer of the membrane when (xas,xss) = (1.2,0.6) and (xas, xss) = (1.1,0.7).
However, in our previous work we employed xan = 1.0 and found that morphologies in
both 2D and 3D mostly retained the initial hexagonal packing in the selective layer following
NIPS, even without glassy dynamics.?? We investigate this further here, setting yany = 1.0
and performing simulations using the same pairs of (xas, xBs) as in the previous section.

The time evolution and final morphologies are presented in Figure 8. We observe that,
no matter the solvent selectivity, there is minimal structural rearrangement in the selective
layer throughout the NIPS process; the hexagonally packed vertical cylinders do not collapse
as they did when yan = 0.5. This is consistent with our previous work?’ and demonstrates
the sensitivity of cylindrical orientation to the hydrophilicity of the minority block. The
more hydrophilic the A block, the more swollen it becomes as N enters into the pores. The
swelling of the A block not only promotes the expansion of the cylinders, increasing their
diameter, but provides additional contact with the B block, allowing more N to enter and
destabilize the entire surface structure. This is effect is clearly illustrated in Figure 7a where
the expansion of the A block cylinders and destabilization of the B domain by N led to the
bridging of two vertical cylinders, giving a nearly parallel cylinder.

We further observe that the surface-bulk connectivity is hampered by the increase in
Xan- The connectivity produced by the least selective solvent seen in Figure 7 is lost when
xan = 1.0 (Figure 8c). Snapshots at t = 87 clearly show that the surface and bulk are

initially connected, but soon those connections are pinched off. We hypothesize that as
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Figure 8: Time evolution of a morphology generated from a SNIPS simulation with x 4ny = 1.0
and (a) (xas,xBs) = (1.2,0.6), (b) (xas,xBs) = (1.1,0.7) and (¢) (xas, xBs) = (1.0,0.8).
The first five panels show a cross section of the film morphology and the last panel shows
a top down view of the surface. The first three panels display ¢p(r,t), the fourth displays
¢a(r,t), the fifth panel displays the B block density ¢p(r,t), and the last panel displays
¢p(r,t). Snapshots of the total polymer density are labeled according to the Rouse time at
which they were taken. Panels displaying the A and B block densities and the top down
view of the surface correspond to the latest time shown in the time evolution.
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more N enters the space between the surface and the first layer precipitated via NIPS, the
tendrils extending from the surface recede backwards to avoid excessive contact with N.
Furthermore, upon examining the A density profile for (xas, x5s) = (1.0,0.8) in Figure 7,
we can see an outward growth of A in forming the tendrils. The lack of swelling, however,
hinders this growth which in turn hinders the continuous extension of the surface A and
B domains. This growth, or generally, rearrangement, is necessary to provide a continuous
transition from a microphase-separated structure in the surface to a macrophase-separated
structure in the bulk.

The increase in xyany also impacts the bulk microstructure, notably enhancing the den-
sification of A-rich domains. This is unsurprising as the A block not only wants to avoid
contact with S, but also with IV, leading to the population of A-rich pockets throughout the
microstructure. Phase separation kinetics are also impeded by the large x4y leading to an

overall slower phase separation of the film.

3.2.2 Concentration of nonsolvent in casting solution

In this section, we investigate how varying ¢y, the initial volume fraction of N in the film,
impacts the morphology for each pair of (xas, xps) (Figure 6). Although, to the best of our
knoweldge, no study investigating membrane formation via SNIPS has nonsolvent present
in the initial film, studies employing dry/wet NIPS to fabricate membranes do often feature
nonsolvent in the initial film.?*5¢ Changing ¢y probes two different effects on our system:
(1) varying the amount of N from the bath necessary to induce macrophase separation,
and modifying phase separation time, and (2) changing the effective interaction between the
solvent mixture and the A and B block, which we denote as L and xSk, respectively.
Specifically, replacing S with N in the film decreases X% and increases &, due to the
opposite selectivity of S and N for the A and B blocks. Adding nonsolvent to the initial
film has precedent in membrane fabrication

Figure 9 presents the simulation results for systems with (xas, XBs, on) = (1.2,0.6,0.1)
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Figure 9: Time evolution of a morphology generated from a SNIPS simulation with (a,
b) xan = 0.5 and (¢, d) xany = 1.0. Other parameters used are (a, ¢) (xas, XBs, ?n) =
(1.2,0.6,0.01), and (b, d) (xas, xBs, ¢n) = (1.1,0.7,0.04). All morphologies have ¢p = 0.25.
The first five panels show a cross section of the film morphology and the last panel shows
a top down view of the surface. The first three panels display ¢p(r,t), the fourth displays
¢a(r,t), the fifth panel displays the B block density ¢p(r,t), and the last panel displays
¢p(r,t). Snapshots of the total polymer density are labeled according to the Rouse time at
which they were taken. Panels displaying the A and B block densities and the top down
view of the surface correspond to the latest time shown in the time evolution.
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and (xas, xBs, ®n) = (1.1,0.7,0.04). We performed simulations with these parameter sets
for two values of xan: xan = 0.5 and xany = 1.0. We see that increasing ¢y for each
system further perturbs the initial surface ordering during NIPS. The most extreme case is
seen in Figure 9a where (xas, XBs, Xan, dn) = (1.2,0.6,0.5,0.01). All of the perpendicularly
oriented cylinders collapse and combine to form a single sheet sandwiched between two B
domains. This completely closes the pores on the surface, preventing the further exchange of
N and S. It can also be seen when (xas, XBs, Xan, ®n) = (1.1,0.7,1.0,0.04), cylinders fuse
together despite the larger value of xan. We previously observed that decreasing y s and
increasing g stabilized the cylinders so it is difficult to attribute the structural rearrange-
ment to the change in either x4% or x4. However, we know generally that the diffusion of
N into the surface perturbs the structure, thus replacing S with N in the casting solution
should do the same. Furthermore, the replacement is uniform as opposed to N normally
diffusing through the pores with minimal intrusion into the B domain. This introduces sig-
nificant stress to the B domain, causing greater deformation in the surface structure than
when no S was replaced.

Another observation is the gain in surface-bulk connectivity when (x as, XBSs, XAN, ON) =
(1.1,0.7,0.5,0.04) (Figure 9b). This can be explained by both aforementioned effects of
replacing S with N.

(1) By reducing the amount of additional N needed to initiate macrophase separation,
less S leaves before we obtain a vitrified bulk microstructure, preventing the film from further
receding. In turn, there is, over time, less force applied to the surface-bulk connecting tendrils
antiparallel to the surface normal, allowing them to remain fixed.

(2) We argued previously that increasing xpg protects the tendrils from an influx of
S that would solvate the B domain and pinch off the tendrils. Therefore, we expect that

increasing x4l contributes to the stability of the tendrils.
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Figure 10: Time evolution of a morphology generated from a SNIPS simulation with
(xas,XBs,®n) = (1.1,0.7,0.01). The glass transition composition, ¢35, was varied with
(a) ¢f = 0.6, (b) ¢ = 0.5, and (c¢) ¢}; = 0.4. The top rows display ¢p(r,t) while the
bottom rows display the glassy B block density, ¢g(r,t) > ¢5. The last panels on each row
show a top down view of the surface, displaying ¢p(r,t). Snapshots are labeled according to
the Rouse time at which they were taken.
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3.2.3 Glass transition composition

Thus far, we have observed several sets of parameters that resulted in either a significant dis-
tortion to the surface hexagonal packing or a loss in surface-bulk connectivity, or both. We
hypothesized a lower glass transition composition, ¢}, can prevent excessive surface defor-
mation and help vitrify the surface-bulk connection before it can pinch off. Experimentally,
it is possible to lower the glass transition temperature, and thus ¢}, by careful choice of
solvent (s).?”

Figure 10 presents the time evolution of ¢p(r,t) and the glassy regions of the B block
density, ¢p(r,t) > ¢5. We applied three glass transition compositions, ¢5 = [0.6,0.5,0.4],
where all previous results employed ¢3 = 0.6. We can immediately see that a stricter
glass transition prevents a significant loss of surface distortion; only a few pores close when
o5 < 0.5. Interestingly, there appears to be no difference in the number of pores remaining
reducing ¢} from 0.5 to 0.4. It is possible, that an even lower ¢} would prevent any pore
from closing, however, we discuss below why this may not be preferable.

We found that lowering ¢}, did not result in the full vitrification of a surface-bulk connec-
tion. A close look reveals that regions that became glassy in the channel between the surface
and bulk had their B density sufficiently diluted such that ¢p(r) < ¢}. This is clearly seen
in Figure 10b where at time ¢t ~ 127y several glassy tendrils are protruding from the surface
and bulk structures. By the time t ~ 207g, however, only a few glassy protrusions remain.
To confirm the friction ratio vz = 10% is not too low, we also ran a simulation with vz = 10°
and (xas, xBs, ¢n, ¢5) = (1.1,0.7,0.01,0.5). The results in Figure SI2 demonstrate that a
higher friction ratio does not sustain the glassy regions throughout the simulation time.

It would seem unlikely that choosing vz = 10%, and hence reducing the mobility by 10°,
would allow unvitrification to occur over the time scale of the simulation, around 5 x 10°
timesteps. However, the glass transition is implemented in the present work by modifying
the mobility through a sigmoidal function with a width of 1073. Therefore, in regions where

¢p(r) = 0.6, the mobility is not decreased by a factor of 107% but instead 5 x 107°. Tt
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is possible within the given time span that ¢p(r) decreases by half the sigmoidal width
(5 x 1072) and thus escapes the glass regime.

We can see in Figure 10c that setting ¢ = 0.4 actually reduces that amount of B that
vitrifies in the surface-bulk channel. When ¢% = 0.5 the glassy regions almost connect but
when ¢} = 0.4, the glassy regions barely protrude into the channel. We attribute this to a
lack of mobility at the bottom of the surface layer due to excessive vitrification. As argued
in section 3.2.1, forming a surface-bulk connection requires some structural rearrangement
to transition from a microphase-separated structure to a macrophase-separated structure.
Therefore, applying too low a glass transition composition will prevent sufficient rearrange-
ment from occurring, inhibiting the formation of a surface-bulk connection.

Lowering ¢ generally prevents the bulk microstructure from coarsening completely. We
observe in Figure 10c that employing ¢} = 0.4 inhibits the formation of pores in the first bulk
layer, impeding the diffusion of N further into the film. The addition of thermal fluctuations
will aid in breaking up the glassy layer to form pores, analogous to how fluctuations are
necessary in modeling homopolymer-based membrane formation since the surface does not

have pores prior to NIPS.4? We leave the addition of thermal fluctuations to future work.

3.2.4 Further investigations of surface-bulk connectivity

In previous sections we discussed how various parameters affect the surface-bulk connectivity.
We briefly summarize our findings:

(1) Larger xps favors surface-bulk connectivity.

(2) Increasing x 4y inhibits connectivity.

(3) Lowering ¢% helps vitrify the surface-bulk connection but decreasing ¢% too much
impedes connectivity.

(4) The bottom of the surface layer must have enough mobility to rearrange to form the
connection with the bulk morphology.

In section 3.2.3 we found that surface-bulk connections that partially vitrified eventually
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Figure 11: Time evolution of each spatially averaged species density (¢;(r,t)) over a region
spanning Az ~ 1.4R, space below the surface layer ending at z ~ —3.96R,. In (a) we only
average over densities which occupy grid points at which ¢p(r,t ~ 16.275) > ¢%, whereas
in (b) this is done over all gridpoints within the Az ~ 1.4R, space. We begin tracking at
t ~ 8.37x and finish tracking at t &~ 26.17z. We track species densities from three simulations
with the parameter sets (v, dn) = (10%,0.01) (diamonds), (g, ¢n) = (10%,0.04) (squares),
and (yp,¢n) = (10%,0.01) (circles). All simulations used (xas,x5s) = (1.1,0.7). Colors
denote the species being averaged. A blue vertical line is plotted at t ~ 16.27x indicating
the time at which all grid points averaged over in (a) satisfied the condition ¢p(r) > ¢%. A
black horizontal line is plotted at (¢;) = 0.6 to designate the glass transition composition,
o5 = 0.6.
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returned to a liquid state, thus allowing the connection to be pinched off. Our finding that
large values of x g enable surface-bulk connections to be formed suggest the flux of S might
be interfering in the connection formation, but it remains unclear if the flux of S solvates
already glassy B domains and destroys the partial connection. Furthermore, the role of
N in the forming of a connection has yet to be investigated. In this section, we examine
the trajectory of a partially vitrified connection by tracking each species density within the
channel that the connection occupies.

In Figure 11a, we track the spatial average density of each species from time t ~ 8.375
until ¢ &~ 26.17x over grid points that satisfy the condition ¢g(r,t ~ 16.275) > ¢%. From here
on, we refer to these averages as (¢;)glassy for each species i. In other words, at ¢t ~ 16.27p the
grid points considered were occupied by a glassy B block. This is done within a Az ~ 1.4R,
thickness domain below the surface layer ending at z ~ —3.96R,, which designates the
channel in which the surface-bulk connection is constructed. Tracking the density at these
grid points provides insight into how the connection vitrifies and eventually how it breaks
apart. We perform this analysis for three parameter sets: (g, ¢n) = (10%,0.01), (v, on) =
(10%,0.04), and (v, ¢n) = (108,0.01), where for each we use (xas, x5s) = (1.1,0.7). We saw
that replacing S with N enabled a surface-bulk connection to be established, which is realized
by increasing ¢y from 0.01 to 0.04 in the first two parameter sets. We also investigated the
impact of yg, although increasing it did not significantly impact of a surface-bulk connection.

Examining (¢p)gassy in Figure 11a, we see the gradual vitrification of the B block as it,
on average, crosses and exceeds ¢j. Within this time, only (@g)glassy decreases, suggesting
that the B block is filling the space left behind by S. At t ~ 16.27r, (@5)glassy Peaks and
begins to decrease for all parameter sets, indicating the un-vitrification of the B domain
considered. By far the fastest rate of decrease is when (v, ¢n) = (10%,0.01). In spite of
increasing vy not enabling a sustained surface-bulk connection, we see evidence that it does
slow down the breaking up of the B domain. We do not attempt to increase yg further

for reasons of numerical stiffness. Interestingly, even when (vg, ¢n) = (10%,0.04), a system
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which maintained one connection, we see the B domain slowly fall apart, although the rate
is the slowest of the three systems.

The time at which (¢p)gassy begins to decline marks the time at which the average of
the other species begin to rise. We see (¢g)glassy icreases the fastest, followed by (@) glassy
for all three systems. We can see how this corresponds to the species densities averaged
over the entire channel, i.e. not only over grid points satisfying ¢p(r,t ~ 16.275) > ¢}, in
Figure 11b. We denote densities averaged over the entire channel as (¢;)channel. Over time,
both (¢s)channel and (Pn)channer increase steadily; however we see (@) channel increases slightly
faster when (yg,¢n) = (10*,0.01) and (v5, ¢n) = (10°,0.01). Accordingly, (¢5)channel and
(®4)channel monotonically decrease. These results indicate that any connection present at
t = 8.37R steadily deteriorate as more N and S enter the channel.

This suggests that the diffusion of S as it attempts to leave the film, and the diffusion
of N as it enters the film, both damage the surface-bulk connections steadily. The time
evolution of (¢ p)glassy shows that the vitrification process is slow, but once S and N start
penetrating into those regions, a cascading effect of un-vitrification initiates, causing (¢p) in
those regions to drop. Although we only look at grid points satisfying ¢p(r,t ~ 16.275) > ¢%,
our observations apply to other sets of grid points which become completely glassy at all
other times within the time span studied. This is evidenced by the fact that (#5)channel
steadily decreases instead of sharply decreasing at any particular time.

Based on these observations, we can conclude that preserving surface-bulk connections
amounts to preventing S and N from taking over the B domain. This can be done by
increasing either yps or xpy. This further explains why replacing S with N stabilized
the connecting tendrils; the solvent mixture became more repulsive towards the B block,
increasing y%. Our observations are also consistent with those made by Blagojevic et
al., where a large enough ypy was necessary to preserve the surface-bulk connectivity.?3°
Mobility reduction has also shown to play a role — efforts to increase the B vitrification,

e.g. by shifting the glass transition concentration or enhancing the friction ratio, should
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support the durability of surface-bulk connections.

4. Summary and Conclusions

In this study we employed a workflow, developed in our previous work,? that models the
SNIPS process to examine the effect of various parameters on the final morphology. The
evaporation step was approximated using an equilibrium SCFT simulation where the result-
ing density profiles were then stitched onto a film-bath interface to produce an isoporous
surface. DSCF'T was then applied to simulate the mass exchange of solvent and nonsolvent,
analogous to similar studies modeling homopolymer NIPS.3% 2 The block copolymer selected
here is an AB diblock, where the A block is a hydrophilic minority block and the B block is
hydrophobic majority block which also becomes glassy above a certain concentration. Our
system has a single solvent S and a single nonsolvent N.

Many parameters were examined: solvent selectivity, initial film composition, nonsolvent
selectivity, glass transition composition, etc. RPA was used to determine which parameter
values led to a macrophase separated film, constraining the parameters used in this study.
Larger values of y a5 gave rise to ABA vesicles in 2D morphologies while smaller x 45 led to
morphologies mainly populated by AB spherical micelles. In both cases, the A block formed
a corona that also bridged together multiple micelles to produce the membrane matrix. For
ABA vesicles, however, the A block also fills an inner core which is swollen by N. A similar
effect was seen in 3D, however the layered nature of the B domains makes it difficult to claim
the structure is composed of connected micelles. We also found it was necessary to have a
sufficiently large polymer concentration in the film to construct a fully connected membrane
matrix.

Much of our investigation focused on two aspects of the membrane morphology that are
crucial to its viability: (1) preserving the isoporous surface and (2) establishing a connection

between the surface and bulk microstructure. Obtaining an isoporous surface is the primary
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goal of employing block copolymer SNIPS over homopolymer NIPS, granting SNIPS mem-
branes a superior performance.!? Furthermore, without a stable surface-bulk connection, the
surface will not have any mechanical support and thus detach after draining the nonsolvent.
Therefore, it is crucial to identify parameters that preserve these two features. Below, we
summarize the impact of each parameter on both features.

(1) We found that by minimizing y4s — xps we also minimize the distortion to the
ordering in the surface layer. Increasing yan had the largest impact in preserving the
surface ordering, namely by preventing the A cylindrical cores from swelling and collapsing.
Replacing S with N in the bulk of the film damages the surface ordering since more N is
partitioned in the B domain, leading to significant surface rearrangement. As expected,
lowering the glass transition composition, ¢}, prevents many pores from closing; however,
beyond a certain limit lowering ¢3 has no effect. We speculate that increasing y gy will have
a stabilizing effect by preventing N from penetrating into the B domain.

(2) Increasing x g helps stabilize the surface-bulk connection by preventing S from infil-
trating connections and resolvating them. Larger values of x 4n hamper rearrangement near
the bottom of the surface layer that is necessary to transition from a microphase-separated
morphology to a macrophase-separated morphology. Replacing S with N in the casting
solution effectively increases yps since xpny > Xxps and hence stabilizes the surface-bulk
connection. A goldilocks zone is suggested to exist for ¢3: if too high, then the surface-bulk
connection cannot vitrify and if too low, there is not enough chain mobility to form the
connections in the first place. We also found that increasing y gy should help preserve the
connection by sharpening the solution-B interface, averting the connections from pinching
off.

These findings are expected to provide guidance for experimentalists seeking to fabricate
membranes via SNIPS. Future work will look towards a more realistic model of the evap-
oration step to serve as input to the NIPS step simulated here. The addition of thermal

fluctuations will also be an important step moving forward. A crucial improvement for fu-
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ture work is employing larger and more realistic values of ygy for reasons discussed above.
This work featured only a single solvent, although many experimental systems consist of
more than one solvent. 1417%:19:20:46 WWe Jeave the incorporation of additional solvents to future

work.

Supporting Information

The supporting information contains details on the adaptive time-stepper employed to avoid
time-step errors due to negative densities. Furthermore, additional figures displaying an
angled view of the A block, B block, and total polymer density for the pair of x values:
{(xas,xBs)} = {(1.0,0.8),(1.1,0.7),(1.2,0.6)} can be found. Finally, a figure presenting

the time evolution of the simulation employing v /70 is included.
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