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ABSTRACT

Simulations of anharmonic vibrational motion rely on computationally expedient representations of the governing potential energy sur-
face. The n-mode representation (n-MR)—effectively a many-body expansion in the space of molecular vibrations—is a general and
efficient approach that is often used for this purpose in vibrational self-consistent field (VSCF) calculations and correlated analogues
thereof. In the present analysis, a lack of convergence in many VSCF calculations is shown to originate from negative and unbound
potentials at truncated orders of the n-MR expansion. For cases of strong anharmonic coupling between modes, the n-MR can both
dip below the true global minimum of the potential surface and lead to effective single-mode potentials in VSCF that do not corre-
spond to bound vibrational problems, even for bound total potentials. The present analysis serves mainly as a pathology report of this
issue. Furthermore, this insight into the origin of VSCF non-convergence provides a simple, albeit ad hoc, route to correct the prob-
lem by “painting in” the full representation of groups of modes that exhibit these negative potentials at little additional computational
cost. Somewhat surprisingly, this approach also reasonably approximates the results of the next-higher #-MR order and identifies groups
of modes with particularly strong coupling. The method is shown to identify and correct problematic triples of modes—and restore
SCF convergence—in two-mode representations of challenging test systems, including the water dimer and trimer, as well as protonated
tropine.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0176612

I. INTRODUCTION for larger systems. The latter are generally analogues of quantum
chemistry methods for electronic structure, including vibrational

Recent advances in cold-ion sources and tandem mass self-consistent field (VSCF) theory’v”“ and its correlated correc-
spectrometry-based spectroscopies have yielded critical insights into tions: perturbation theories (VMP2*° and VDPT2°%), configuration

the fundamental nature of intermolecular interactions in molecu- interaction (VCI),””*" and coupled-cluster theory (VCC).” "
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lar clusters and ions. '’ Interpretation of these modern vibrational 4o
spectroscopy experiments now routinely relies on close collabo-
rations between experiment and theory. For cases of particularly
influential anharmonicity that can include strong hydrogen-
bonding, tunneling, and vibrational resonances that dominate spec-
tra, advanced theory is often required for even a qualitatively correct
interpretation of spectra.H 1

A suite of methods now exists for providing such computa-
tional insight. Anharmonic simulation methods range from tar-
geted, variational simulations (or similar) on all or a select subset
of vibrational modes'”** to more general approaches that do
not require a priori selection of important vibrational motions

Direct correlations from a harmonic reference are also possible.

In the VSCF method, for example, anharmonic motions are
represented as one-dimensional “modals,” which are the vibrational
analogues of molecular orbitals:

1 82 TV v V. v
[_28%2 +Vi(¢1i)]1//i(’1i) =& vi (q) 1)
(where vibration-rotation terms have been neglected and rectilin-
ear coordinates have been assumed in the kinetic-energy opera-
tor, although neither of these attributes is required foL VSCF).
Each modal y(q) for state v vibrates in the mean field V of the
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remaining 3Ngrom —7 modals, which can be obtained by integrating
over the coupling to these other motions:

- 3N-7 3N-7
Vi(a) =\ T vi@)IV(gi....an-6) [T vila) )

J#i J#i

Because the effective potential depends on the remaining modals,
the VSCF equations must be solved iteratively.

All of the aforementioned approaches share a common require-
ment, which is the need for a potential energy surface. Whether
generated on-the-fly from quantum chemistry methods or via mod-
ern fitting techniques,”” ”* the practical reality remains that only
small regions of these surfaces can typically be included in anhar-
monic vibrational calculations for all but the smallest chemical
systems, due to the exponential scaling of multidimensional rep-
resentations of these surfaces. One commonly used and effective
route to selecting these regions is the so-called n-Mode Represen-
tation (n-MR),”"*" which is effectively a many-body expansion of
the (3Natom —6)-dimensional potential energy surface (PES) with
vibrational modes (in any coordinate system) as the component
“bodies”:

VniMR(QbQZ, ceqaN-6) = Vo + Z AV(l)(Qi)

2 2 AV ()

i >

+ 3 avP(gughg) + ()

i i k>j

In this formulation, one-dimensional cuts through the PES com-
prise the first-order terms, V" (g;) = Vo + ¥,AV) (g;). Although
this representation may form the canonical image of anharmonicity
for many chemists (such as a Morse potential instead of a harmonic
oscillator), it is decidedly insufficient for numerical simulations.
For many vibrations, at least in rectilinear coordinate systems, a
1-MR potential often produces the wrong sign of the anharmonic-
ity. Therefore, two-mode AV® and higher couplings are required
for accurate representations of most spectra. In practice, the n-MR
expansion is truncated at some low order (often AV'® for molecules
and complexes of substantive size’”">*”) under the premise
that this expansion should converge rapidly. The need to represent
this pairwise (and possibly higher) coupling on semi-local quadra-
ture grids serves as the overwhelming computational bottleneck
for ab initio simulations of anharmonic spectroscopy. Even for the
small water trimer case examined later in this work, for example, an
11-point Gauss-Hermite quadrature would require 2.5 x 10*, 1.8
x 10°, and 8.8 x 10’ potential energy evaluations for 2-, 3-, and
4-MR potentials, respectively. These values represent upper bounds
to the requisite cost of such computations, as recent progress has
been made in the area of sparse and adaptive grids.”” "’ Nonethe-
less, system-size scaling considerations necessarily limit many VSCF
calculations to low-order truncations of the n-MR for even mod-
estly sized systems. Although the limitation to pairwise couplings
appears to be a rather drastic approximation to the full #n-MR vibra-
tional potential, errors on the order of ~10-20 cm™" are commonly
observed,”” """ making 2-MR calculations worth pursuing.
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Practical experience with VSCF and truncated n-MR poten-
tials suggests that performing these calculations can be a surprisingly
fickle exercise. Particularly for larger molecules and systems with
an appreciable density of low-frequency motions, the non-linear,
iterative VSCF optimization often does not converge. Although
some of this behavior can be rectified with improved SCF conver-
gence techniques,’” other cases have routinely been found to be
persistently non-convergent. Several examples will be assessed in
this work (computational details described in Sec. III), but a pre-
liminary description of their behavior highlights these outcomes.
For example, although the water dimer yields a converged ground
state, only 7 of the 12 excited fundamental VSCF states were found
to converge; one of these nominally converged states exhibited
an energy of approximately —449 000 cm™'. Similar behavior was
observed for the water trimer, wherein the ground state did not con-
verge, only 6 of the 21 excited fundamentals converged, and three
of the six convergent states yielded unphysical, negative transition
energies.

In this Article, this outcome is shown to often arise due to
the existence of negative regions of the PES in truncated n-MR
potentials. In other words, at truncated », the PES can actually
exhibit regions with potential energies below the global minimum.
This paradoxical outcome can lead to deleterious consequences
for VSCF calculations since, under certain conditions, dissociative
effective potentials are obtained rather than bound vibrational sys-
tems. Therefore, in this brief analysis, we demonstrate how and
why such behavior can be encountered with n-MR potentials and
provide evidence that it is the source of VSCF convergence fail-
ures in certain cases, along with at least one simple solution to
rectify this behavior. Of course, representing the potential at a
higher order n could always rectify many of these issues, and several
developments in recent years have extended the system-size range
for which such an approach is feasible.”****"%*"*"7 The present
analysis remains useful for two reasons. First, sparse grids and pre-
screening techniques can provide access to 3- and 4-MR potentials
for larger systems than naive quadratures, but they must necessarily
reach system-size limits, as well. The dearth of 4-MR-based spec-
troscopic analysis of polypeptides, for example, demonstrates that
considerable work remains to make high-MR expansions a real-
ity for systems of present interest. Second, an understanding of
the origin of these negative potential regions provides an unex-
pected route to include only the most important, targeted 3-MR (or
higher) couplings at dramatically reduced computational cost. This
method is also symbiotic with, rather than orthogonal to, sparse-grid
and pre-screening techniques, and a suitable combination of these
techniques is encouraged.

Although no systematic analysis of this issue, to the present
authors’ knowledge, has appeared in the literature, some passing
references to its existence have occurred.'*’® The accuracy of the
n-MR approximation has been assessed in several instances (Refs.
40, 60, 71, 73, 74, and 79-83 among many others) but this intrinsic
pathology has not. Furthermore, some understanding of this prob-
lem has likely existed, given some of the pragmatic approaches to
achieving VSCF convergence in established codes (such as empiri-
cally scaling down the magnitude of mode couplings™*). For clarity,
the pathologies encountered in the present potentials have noth-
ing to do with “holes” from poorly sampled/fit analytic potentials
nor with dissociative tails of Taylor-expansion representations of
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potentials.”” Furthermore, this analysis focuses on single structures
that are separated from other isomers/conformers by sufficiently
high barriers that the ground-state vibrational wavefunctions do not
traverse multiple minima, although this restriction is not required
for the broader effect examined. The present analysis provides a
more thorough description of the source of these pitfalls, along with
at least one efficient and practical route to correct these issues.

Il. THEORY AND ANALYSIS

Before presenting negative-potential results and corrections for
general molecular systems, simple examples are warranted. For this
purpose, the general conditions for negative potential regions to
exist are first shown using a two-mode representation of a three-
mode system. Subsequently, these negative regions are demon-
strated to manifest as problematic regions for VSCF calculations
under certain conditions of strong coupling. Finally, these concepts
are shown to lead to problematic outcomes for low-order n-MR
representations of real molecular potentials.

A. Existence of negative regions in truncated
n-MR potentials

For a three-vibrational-mode system, such as a triatomic
molecule or an equally sized subspace of a larger molecule, the 2-MR
potential can be expressed as

VO (qua2.00) = [V (01) + VO (@) + VP (a9) ]
+ [AV(Z)(ql’qz) +Av® (q1,95)

+ AV(Z)(qz,%)]%MR (4)

1-MR

where the 1- and 2-MR pieces are grouped separately. The funda-
mental concept underlying the existence of negative potentials is
that a 2-MR potential is not merely a sum of two-displaced-mode
potentials. Instead, it is a many-body potential that properly
accounts for double-counting of pairs and their couplings. The first
two 1-MR terms and the first 2-MR coupling term—i.e., V(! (g;)
+ V(l)(qz) + AV(Z)(ql,qz) = V(z)(ql,qz)—collectively comprise
an example of a simple two-mode cut through the three-dimensional
PES and a convenient reference point for this analysis. Because
this cut involves displacements away from equilibrium (here
taken to be the global minimum), this function is, by construc-
tion, positive-semidefinite and typically yields bound vibrational
potentials if the original potential was also bound. Regroup-
ing to isolate this term, the three-dimensional 2-MR potential
becomes

VO (1 3) = VP (g1,02) + [V (g3) + AV P (q1,03)

+ AV (42,05)] (5)

When mode g, is also displaced, the total function V(z)(ql, 4,95)
can exhibit negative regions under certain conditions. The remain-
ing terms in the expression explain this phenomenon: if the
relaxation from the 1-3 and 2-3 mode pairs [AV® (q1,q3)
+AV® (g3, ¢3)] is sufficiently more negative than the 1D displace-
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ment V) (g;) [and the two-dimensional potential V(z)(ql,qz)] is
positive, then an overall negative potential can result. Qualitatively,
these negative couplings correspond to substantive relaxation of a
mode upon displacement by another mode, and sufficiently strong
relaxations can induce the negative regions that are the focus of this
work.

B. Persistence of negative regions
in VSCF simulations

In the preceding example, displacement of three modes was
required in order to observe negative regions of a 2-MR potential.
Given that a general #n-MR potential only requires n-dimensional
quadratures, the role of these negative regions is not necessarily
obvious for VSCF (and similar) calculations. In practical terms:
why, for example, would negative regions upon three-mode dis-
placement matter in a two-mode representation? As the following
example demonstrates, such regions can nonetheless impact VSCF
calculations.

For the same three-mode system and 2-MR potential, the effec-
tive, mean-field potential V for mode 1 in a VSCF calculation would
involve surviving terms of the following form,

Vi(g) = v (q) + (9 ]av (g1, 42) v ),
+ (v [AV (q1,q3)|v] Vs
+ (VD (g2)g + (VD (03))g,
+ (i AV (42,09 99 s ©)

where the trailing subscripts denote the integration coordinate and
W, represent states in the corresponding modals for coordinates
g, and g,. The last three terms simply yield constant offsets for

the g, potential. Because the coupling potentials AV® _and not

entire, intact, two-mode surfaces Vv _are integrated, these inte-
grals can sometimes yield strongly negative values. (The existence
of negative values for these integrals alone is not intrinsically prob-
lematic and is, of course, required for anharmonic red-shifts. But
when they are sufficient to overcome the bound nature of the 1D
potentials, problems ensue. Strongly oscillatory terms in many-body
expansions are well-known;***? for vibrational problems, they take
on special significance because they can qualitatively change the
nature of the problem at truncated orders.) This 2-MR potential
for mode 1 still involves displacement of this first mode and dis-
placements of modes g, and g,. Therefore, displacement of three
modes, albeit in pairwise increments, still enters VSCF calcula-
tions based on 2-MR potentials. Of course, in order for these terms
to yield an unbound effective potential, the mode-coupling terms
AV® must be negative—at least in some regions of space where the
modal wavefunctions are appreciable—and of sufficient magnitude
to counteract the positive potential contained in V(l)(ql). A prac-
titioner of VSCF computations has no a priori means of predicting
these magnitudes when computing the potentials, thereby leading
to the somewhat unpredictable convergence behavior of VSCF for
general molecular systems. The generality of this behavior should
also be emphasized up front: This issue is neither limited to 2-MR
potentials (although they are the focus here) nor rectilinear coordi-
nate systems. Provided that the coupling is sufficiently strong, this

J. Chem. Phys. 159, 204104 (2023); doi: 10.1063/5.0176612
Published under an exclusive license by AIP Publishing

159, 204104-3

90:92:€0 ¥20¢ dunr g¢g


https://pubs.aip.org/aip/jcp

The Journal

of Chemical Physics

issue could ostensibly arise for any coordinate system and at any
order of the n -MR.

C. Example of negative potentials

The behavior described above has been observed to occur in
nearly all molecular systems of sufficient size, in our research group’s
experience. To tangibly demonstrate this effect, the PES for the pro-
tonated tropine molecule, CsH;sNO™, using the B97-3"*/cc-pVDZ’*
(SG-3 quadrature grid”) quantum chemistry method, is examined
here. This molecule (hereafter termed tropineH") would typically
be considered “rigid” in general terms, but it nonetheless contains a
hindered rotor that engenders large couplings when analyzed with
rectilinear coordinate systems. It also contains an intramolecular
hydrogen bond, involving the protonated amine (donor) and alcohol
(acceptor), that leads to notable anharmonic shifts. Three normal-
mode displacements, shown at the top of Fig. 1 and involving the
alcohol group’s stretch and wag motions, form the focus of the
present analysis. (The wag of the OH group is nearly identical in
the latter two modes, but it forms in- and out-of-phase combina-
tions with the tropine bridged bicyclic ring bending motions.) The
three two-dimensional PESs for this triple of modes exhibit strong
mode-pair couplings that are depicted in the lower portion of the
same figure.

The two wag motions nearly cancel when displaced in oppo-
site directions, leading to a flat potential in the anharmonic, two-
dimensional scan of these motions. This behavior deviates notably
from the harmonic potential but would still be adequately captured
by the 2-MR potential. The OH stretch mode is particularly cou-
pled to these wag motions, however. Displacement of the stretch in
the compressed direction (positive displacement in Fig. 1) quickly
reaches a steep, repulsive portion of the potential; displacement of
each wag motion in either direction—because these rectilinear wags
lead to elongation of the OH bond—Tleads to notable relaxation. This
behavior yields strongly anharmonic and highly coupled motion of
these three vibrations.

If, on the other hand, all three motions are simultaneously
displaced, the 2-MR potential energy surface exhibits regions with
potential energies below the equilibrium value. This behavior is
depicted in Fig. 2, wherein OH wag A is maximally displaced along
its quadrature grid and the remaining two vibrations’ potential is
plotted over the entirety of their pairwise grid. Any positive dis-
placements of the OH stretch were found to generate negative
potential-energy values when using the true global minimum as the
zero of energy. Structures of representative points along this dis-
placed surface (lettered for clarity) are shown in the lower panel
of Fig. 2. The original wag A motion (in rectilinear displacements)
leads to distortion of the O-H bond, and further displacement of
wag B toward points a/d elongates this O-H coordinate in approxi-
mately the same direction; compression of wag B towards points c/e
largely counteracts this motion (hence the steep repulsive potential
in the real 3D potential). The relaxation engendered by displace-
ment along the O-H stretch is sufficiently overestimated that the
2-MR potential dips steeply negative at both of these corners of the
quadrature grid (points d and e). This effect stems from a rather
simple source: In a 2-MR potential, the wag-stretch coupling is
“doubly” relaxing, as the negative coupling appears in both wag-
stretch potentials. In the actual 3D potential, three-mode coupling
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terms sufficiently counteract this relaxation and accurately reflect
the response of the O-H bond.

The presence of these negative-potential regions is not merely
a curious artifact of the n-MR. It instead leads to catastrophic
problems in VSCF calculations, as discussed in Sec. II B. For the
wag B normal mode of the same tropineH+ case, for example,
these artifacts lead to inverted, unbound effective potentials in
mean-field calculations of the v = 1 state with 2-MR, as shown
in Fig. 3. Although early SCF cycles exhibit bound potentials for
this case, the concavity of the effective, one-dimensional potential
fully flips at iteration 14 and remains unbound thereafter. (The
results shown in Fig. 3 were obtained with the Roothaan repeated-
diagonalization method, which yields oscillatory solutions after cycle
25, but the same inverted-potential outcome was also obtained
with the vDIIS algorithm.””?). The SCF procedure does not con-
verge, and the SCF energy after 500 cycles is an unphysical —1.7
x 10° cm™, which is consistent with the presence of both nega-
tive and unbound potentials. Similar behavior has been observed
across a variety of molecules and vibrational motions in our research
group.

To confirm that the modes involved in the negative pseudo-
triples were indeed responsible for this effect, the modes in the
most-negative triple of tropineH" were examined. As shown in
Table S3 of the supplementary material and as will be discussed in
more detail in Sec. III C, the (wag A)-(wag B)-(OH stretch) triple
dominates the negative behavior, and this triple is the same set of
modes depicted in Figs. 1 and 2. Accordingly, the contributions of
the 2-MR (wag B)-(OH stretch) and (wag B)-(wag A) coupling terms
to the wag B effective potential were computed separately; results are
depicted in Fig. S1 of the supplementary material. These two terms
alone contribute nearly the entirety of the negative-potential behav-
ior. Because these terms contribute dissociative functions to the
effective potential [as shown in the first sum of Eq. (6)] and because
these terms are substantially more negative than the V(l)(qwagg)
function is positive, these two couplings were confirmed to con-
trol this negative-effective-potential behavior. The coupling to the
OH stretch is the strongest contributor, but both coupling terms
contribute to the dissociative behavior.

lll. CORRECTIONS AND IMPROVED METHODS

Given that the poor convergence behavior and unphysical
energies were discovered to originate from negative potentials in
truncated n-MR methods, the perhaps-obvious solution is to “paint
in” higher-order couplings involving only these mode combina-
tions. For example, if a 2-MR potential exhibits regions of negative
mode triples, then these particular triples could be included to
yield a pseudo-3-MR, hereafter denoted as a 2*>-MR. For clarity
in philosophy, this correction was originally devised merely as a
means to assess whether these problematic triples were, indeed, the
source of the observed problems. Although it was (and still is) not
intended as a replacement for more sophisticated means of access-
ing higher-order n-MR potentials,”**"*"* 7277719 this approach
was fortuitously discovered to be a particularly efficient correction
scheme that is complementary to these existing methods. In the most
straightforward of corrections, all triples with any quadrature point
exhibiting a negative 2-MR value are included. Further refinements
to this approach could include the triples with the most-negative
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FIG. 1. Representative vibrational modes and potentials for tropineH* . (Upper panel) Normal-mode displacements, depicted as green arrows, in the equilibrium configuration.
(Lower panels) Left column: Harmonic representation of each mode pair's two-dimensional potential energy surface. Right column: Actual, anharmonic potential energy

surfaces. All calculations were performed with the B97-3/cc-pVDZ quantum chemistry method.
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FIG. 2. Two-dimensional potential energy surfaces of the OH Stretch and Wag B normal modes of tropineH*, obtained at maximum displacement of the Wag A mode.
Depicted are the actual 2D potential energy surface “cut” from a 3D scan (upper left panel), the 2-MR representation of the same cut (upper right panel), and structures [lower
panel, (a)—(e)] corresponding to labeled points on the potential energy surfaces. All calculations were performed with the B97-3/cc-pVDZ quantum chemistry method, and the

zero of energy is the global minimum.

regions, defined as (a) having the largest number of negative points,
(b) the points with the most-negative values, (c) an integrated value
of the coupling with the largest negative value, or some combination
of these metrics. An analysis of some of these alternative strategies is
included in the supplementary material and will be discussed in the
context of the more straightforward 2**-MR results below.

In order to assess the behavior of this modified approach
to the n-MR expansion, three test systems were examined. Small
water clusters, including the dimer, (HzO)2 (12 vibrations), and
trimer, (HzO)3 (21 vibrations), were first investigated using the
MB-pol potential.'”' """ These small test cases, combined with an
analytic potential, provided the opportunity to examine both the
2*3_MR approach and higher-order behavior up to 4-MR. The
previously discussed protonated-tropine ion (72 vibrations) was
also examined as a relatively large test system, using the same
B97-3/cc-pVDZ ab initio potential as was presented in earlier fig-

ures. For this larger case, even the 3-MR was cost-prohibitive
within this crude grid-based quadrature, and only the role of the
targeted three-mode coupling correction was assessed. Quantum
chemistry calculations were performed with the Q-Chem'” software
package.

Vibrational coordinates for the water clusters were window-
localized (500-cm™" window) modes,'’*'"” and normal-mode coor-
dinates were employed for protonated tropine. The VSCF calcu-
lations were performed in a basis set of ten harmonic oscillator
functions with widths matched to the harmonic frequencies of each
mode. Quadrature for the VSCF calculations was performed with a
Gauss-Hermite grid of 11 points in each vibrational dimension and
widths matched to the harmonic basis functions. The self-consistent
field calculations were performed with the recently developed vDIIS
algorithm’> and converged to a tolerance of 10~ Ej, in the maximum
value of the DIIS error vector in all modes.
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FIG. 3. One-dimensional VSCF effective potential energy curves of the Wag B normal mode of tropineH*. Representative SCF cycles are depicted, starting from an initial
guess of 1D (uncoupled) modes. All potential-energy calculations were performed with the B97-3/cc-pVDZ quantum chemistry method.

A. Water dimer

A scan of the pseudo-3-MR potential—unique triples of mode
displacements constructed from the 2-MR potential—for the water
dimer yielded 16 triples (out of 220 total) that contained negative
quadrature points. For this reason, the 2-MR-based VSCF calcula-
tion did not converge for five of the 12 fundamental transitions, and
one of these nominally converged solutions exhibited an unphysi-
cal transition energy of —4.5 x 10° cm™. These results are shown
in the 2-MR column of Table I. (All tabulated results are presented,
without mode labels, according to the harmonic state ordering.).

Inclusion of the 16 triples in the 2**-MR potential restored con-
vergence to all computed states. Encouragingly, this approach also
yielded transition energies that were surprisingly close to the 3- and
4-MR values. As a representative example, the two OH stretches that
converged at all potential levels exhibited a frequency of 3610.7 cm ™"
with a standard 2-MR potential. (The degeneracy of these modes is a
known artifact of local modes’ neglect of bilinear couplings in mean-
field methods.”"'""'"" Correlated-mode methods easily restore the
splitting in these cases,”"”””*’ and the outcomes of the present anal-
ysis are unalerted by this behavior.) The 16 added triples restore
12.8 cm™" of the 15.7-cm ™ difference between 2- and 3-MR results,
indicating that these negative triples also account for much the
strong coupling in this test system. This outcome is obtained despite
the fact that the 2**-MR approach requires, in this rather small case,
exactly one-tenth of the number of potential-energy evaluations of a
full 3-MR potential.

Whether this numerical accuracy holds for correlated-mode
calculations, such as VCI and similar, remains an open question
and is worthy of future investigation. The fact that the reference
VSCF states can be obtained at all (prior to subsequent correla-
tion calculations) suggests that the original task of this method has

been accomplished; the reasonable numerical accuracy of the result-
ing states is a fortuitous, although explicable, outcome. Although
the accuracy of correlated-mode calculations is likely more sensi-
tive to these selections of terms, the method does appear to select
the strongly coupled triples that would also, in turn, drive the most
dominant mode-correlation corrections.

As shown in Sec. S1.A of the supplementary material, only
(at most) 3 of these 16 added triples are required to converge the
ground state and all fundamental transitions. Sequential addition of
triples, ordered by either the number of negative quadrature points

TABLE I. Local-mode VSCF state energies (cm~") and transitions for the water dimer,
using the MB-pol potential.

2-MR 3-MR 4-MR
State Standard 16 added triples Standard Standard
ZPE 10 408.6 10 487.3 10 490.5 10 486.8
1 et 286.0 299.4 291.7
2 368.9 424.7 431.6 428.8
3 368.9 424.7 431.6 428.8
4 e 161.3 162.9 161.7
5 —448 737.9 441.1 441.0 432.8
6 e 611.3 614.6 608.3
7 1552.6 1583.2 1591.9 1589.9
8 1591.2 1640.0 1633.8 1630.5
9 e 3515.0 3513.5 3512.9
10 3610.7 3623.5 3626.4 3625.5
11 e 3630.6 3631.5 3630.0
12 3610.7 3623.5 3626.4 3625.5

*Omitted states’ VSCF procedure did not converge.
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or by the integrated value of the negative portions of the potential,
yielded nearly identical results. Perhaps intuitively, Mode 5, a water
rocking mode and the state that exhibited a negative energy with
the 2-MR potential, appears in four of the 16 negative triples, as
well as the two strongest-negative triples by either metric. There-
fore, a clear correlation between strength of negative coupling and
spurious effective-potential behavior was observed. However, no
clear gap in this ordered data was evident upon SCF convergence,
suggesting that a well-defined cutoff in either metric is not yet pre-
dictive of convergence. Nonetheless, if a user wished to construct
a minimal set of triples, ordering them by either metric appears
to be a rational, albeit currently ad hoc, approach to determining
this set.

B. Water trimer

For this slightly larger test system, 28 of the 1330 total triples
exhibited negative values when constructed from the 2-MR poten-
tial. Accordingly, the ground state and 15 of the 21 fundamental
transitions did not converge with VSCEF; half of the converged states
exhibited spuriously negative energies (Table IT).

As was observed for the dimer, the 27>-MR method restores
convergence in all computed states of the trimer. The addition
of these 28 selected triples yielded fundamental transitions that
are within 2.7 cm™! (mean absolute deviation) of the full 3-MR

ARTICLE pubs.aip.org/aipl/jcp

results. In fact, these 2*>-MR results are actually closer to 3-MR
values than 3-MR is to 4-MR (3.7 cm™! MAD), indicating that
this corrected 2-MR could perhaps be used as an efficient route
to obtain adequate approximations of 3-MR spectra. This method
exhibits a computational cost—defined here as the number of
quadrature points required—that is 1.47 times higher than a stan-
dard 2-MR for this system but is also 28.2 times faster than a
standard 3-MR.

Possible additional truncation of the included triples was
once again examined in Sec. S1.B of the supplementary material.
In this case, the ordering of the included triples (by number of
negative points or by negative integral value) was again qualita-
tively similar between the two approaches. The ground vibrational
state required 2-3 added triples to converge, and 15-16 added
triples were required to converge all of the fundamentals’ states.
Therefore, only roughly half of the negative triples are needed
in order to yield convergence, which suggests that at least some
of the negative regions are either sufficiently small in magni-
tude or fall outside of the region of basis-function significance
to influence convergence. At present, given the need to perform
successive SCF calculations until convergence is reached in these
alternative methods, the 2*3>-MR method is recommended as a
well-defined improvement over 2-MR. Future investigation into
more predictive truncations of these negative triples is nonetheless
encouraged.

TABLE II. Local-mode VSCF state energies (cm~") and transitions for the water trimer, using the MB-pol potential.

2-MR 3-MR 4-MR
State Standard 26 added triples Standard Standard
ZPE (16 341.9)" 16493.0 16479.3 16472.4
1 ot 381.1 382.5 378.2
2 383.9 383.8 379.5
3 201.2 200.0 198.4
4 206.0 204.7 203.0
5 207.4 204.9 203.2
6 e 444.2 444.0 439.7
7 -563 476.3 516.2 510.2 501.6
8 —566 080.8 503.7 495.6 487.3
9 -563 461.8 508.2 501.6 4934
10 e 670.8 667.4 661.6
11 “e- 707.0 703.3 696.8
12 s 695.1 692.7 686.4
13 oo 1633.4 1627.9 1624.4
14 e 1634.8 1628.9 1625.5
15 “e- 1635.7 1629.8 1626.4
16 3416.8 3427.5 3427.8 3428.1
17 34143 3424.7 3425.1 34254
18 34264 3440.4 3440.3 3440.5
19 cee 3621.4 3620.3 3618.9
20 s 3626.1 3625.1 3623.6
21 oo 3625.6 3625.1 3623.8

*Ground state did not converge; last iteration’s energy retained for computing transition energies.
®Omitted states’ VSCF procedure did not converge.
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C. Protonated tropine

Finally, the tropineH" ion that was the focus of Sec. I1 is revis-
ited here. This case represents an approximate lower system-size
bound to the type of biologically and/or pharmacologically rele-
vant molecules that could ostensibly be investigated by anharmonic
simulation methods, provided that both computational cost consid-
erations and the present qualitative deficiencies can be addressed.
This ion exhibits 72 vibrational modes and would be considered
a routine harmonic calculation for all but the most demanding
quantum chemistry methods. However, a full 3-MR quadrature
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(without sparse-grid techniques) would require 7.94 x 107 potential-
energy evaluations with the present 11-point Gauss-Hermite
grid, either making anharmonic, ab initio spectroscopy simula-
tions cost-prohibitive or necessitating spectroscopically inaccurate
potentials.

An analysis of 2-MR-based triples of modes indicated that
only 19 of the 59640 total triples exhibited negative regions for
tropineH". These 19 triples were sufficient to render 33 of the 72
fundamentals non-convergent, and one of the remnant fundamen-
tals converged to a large, negative value (Table III). Inclusion of

TABLE Ill. Normal-mode V/SCF state energies (cm~") and transitions for the protonated tropine ion, using the B97-3/cc-pVDZ

method.

2-MR 2-MR
State Standard Add 19 triples State (cont.) Standard Add 19 triples
ZPE 53210.9 53244.7
1 T 138.5 37 e 1244.9
2 e 224.1 38 s 1269.1
3 310.7 319.4 39 1286.4 1286.3
4 e 264.4 40 1304.0 1304.9
5 303.2 303.4 41 1318.0 1318.1
6 350.9 358.5 42 e 1343.4
7 354.3 354.6 43 e 1338.1
8 430.2 502.2 44 e 1352.4
9 —371522.8 533.7 45 1364.3 1364.0
10 460.0 472.4 46 e 1372.0
11 .- 523.1 47 e 1402.0
12 e 531.7 48 e 1416.9
13 696.5 696.6 49 e 1435.7
14 704.1 704.2 50 1444.2 1443.6
15 .- 758.2 51 e 1463.1
16 790.9 790.5 52 1463.1 1462.8
17 812.9 813.0 53 1461.9 1461.3
18 857.4 857.4 54 1477.4 1477.6
19 862.6 862.3 55 1503.1 1502.7
20 892.5 891.9 56 e 1500.3
21 930.7 930.9 57 e 2953.5
22 e 945.7 58 s 2988.4
23 955.2 954.9 59 e 2967.9
24 e 1010.3 60 2973.4 2973.7
25 1014.3 1014.2 61 s 3002.2
26 1025.0 1024.5 62 3005.4 3005.5
27 1031.4 1031.0 63 e 3000.2
28 e 1084.0 64 3006.6 3006.6
29 1105.7 65 3033.6 3033.6
30 1117.6 66 3030.8 3030.8
31 1163.9 67 3017.4 3017.5
32 1168.7 68 3050.0 3049.9
33 e 1196.4 69 2987.3 2985.0
34 cee 1204.0 70 e 3040.8
35 .- 1220.6 71 2994.4 2994.6
36 1229.5 1229.4 72 3558.6 3579.3

*Omitted states’ VSCF procedure did not converge.
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these 19 triples (at a total 2™>-MR cost that is only 0.4% of the
cost of a full 3-MR quadrature!) restores convergence in all of these
states. The analysis in Sec. S1.C of the supplementary material indi-
cates that only a single triple—the same triple featured in Figs. 1
and 2—is actually necessary to restore convergence. Because of the
high computational cost of the 3- and 4-MR potentials, no com-
parison to these reference results was performed for this test case.
Nonetheless, the restoration of even qualitatively correct SCF behav-
ior (at a 2**-MR cost that is only 8% higher than the reference
2-MR) is the main outcome of this analysis and suggests that these
negative-potential considerations should become a de facto com-
ponent of VSCF calculations for all but the smallest molecular
systems.

IV. SUMMARY

Computed vibrational spectra that include anharmonic cor-
rections have become key connections between modern vibra-
tional experiments and theoretical analysis. For all but small, rigid
molecules, however, low-order truncations of the n-mode repre-
sentation of the vibrational potential can often lead to poor con-
vergence of vibrational self-consistent field calculations or even
convergence to meaningless, negative energies. In this brief anal-
ysis, a dominant source of this behavior was traced to negative
regions—Iliteral pitfalls—in the truncated #n-MR potential, which,
in turn, generate unbound effective potentials for the vibrational
modals.

An understanding of this problem’s origin also provided a
surprisingly simple (although not unique) method to correct it.
The inclusion of three-mode couplings—only for the mode triples
exhibiting negative regions—corrected the SCF convergence prob-
lems for all of the test cases considered here. Therefore, this correc-
tion is recommended for all 2-MR VSCF calculations when feasible.
Future analyses may also generate even more efficient methods to
select these targeted triples.

Because the negative regions stem from strong pairwise mode
couplings, this new 27°-MR method was empirically found to
include most of the strong three-mode couplings. Thus, the same
method used to qualitatively correct the unbound effective poten-
tials was also found to closely—but not perfectly—approximate
full 3-MR VSCF results at dramatically reduced cost (28x
faster for the water trimer and 240x faster for protonated
tropine). In cases of particularly strong coupling, the same
method could be used as a 3**-MR potential or even stacked
in a 2°**-MR form when the corrected potential itself still
yields sufficiently negative quadruples. Continued investigation
of the triples necessary for the latter approach is still required,
although we anecdotally note that we have encountered partic-
ularly “floppy,” biologically relevant cases in other applications
where the existence of negative pseudo-quadruples led to poor
convergence.

Of course, the strongest anharmonic couplings often stem
from vibrational mode representations or coordinate systems that
are not optimally suited to the vibrational problem being investi-
gated. For some of the embedded-rotor modes considered in this
work, for example, curvilinear coordinate systems and quadratures
could reduce or eliminate at least some of these issues. Rectilin-
ear coordinate systems are a convenient choice for general, large
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molecules and clusters, although generic curvilinear alternatives also
exist.'”""'"" The existence of negative potentials could perhaps be
used as a means to assess the appropriateness of coordinate systems.
This occurrence of negative potentials is not necessarily limited to
rotors or other naturally curvilinear motions, however. In our expe-
rience, even polyenes (data not shown in this work), which would
normally be considered “rigid” by anharmonic-spectroscopy stan-
dards, have required the addition of selected triples to a 2-MR in
order to reach VSCF convergence. Moreover, cases of strongly cou-
pled curvilinear motions—yielding nearly rectilinear displacements
through strong coupling—would be subject to the same pathologies
described herein, and the same approaches to identify and correct
these cases would be appropriate. Taylor expansions of vibrational
potentials are ostensibly subject to the same issues, although such
methods often trade some accuracy within single-mode potentials
for higher-order couplings. A full quartic potential, for example, is
unlikely to encounter these negative regions (while possibly gener-
ating others™), although truncated #n-MR quartic potentials''* could
exhibit them.

Furthermore, local modes®"'**!""11>11% are sometimes more
susceptible to this effect than their normal-mode counterparts. In
hindsight, this outcome is intuitive: local modes are known to shift a
series of possibly high-order, normal-mode couplings to low-order
couplings at short distances.'’”'"”''* If the low orders of the n-
MR are especially strong, then negative potentials are sometimes
more likely to be encountered. Fortunately, the now-established
distance decay of these couplings provides an especially efficient
route to include them, and the addition of negative triples (as just
one example) within a short cutoff distance would be a computa-
tionally efficient route to correct for these issues. Future analyses
could examine the interplay between this distance dependence of
couplings and negative potential regions.

Pathological behavior in low-order truncations of the #n-MR
expansion should, of course, be placed in the context of more gen-
eral methods that allow for less aggressive truncations. As noted in
the Introduction, sparse and/or adaptive grids,” "’ sum-of-products
potentials,’'” and pre-screening/recycling techniques """ """ all
serve to expand the scope of system sizes for which higher-order n-
MR potentials are accessible. Such methods “delay the inevitable,”
in the sense that the scaling of both the #n-MR terms and the
underlying potential energy surface will eventually require more
substantive truncations. Vibrational potentials in full dimensional-
ity beyond 2-MR are, at present, exceedingly rare for biologically
relevant molecules, for example. 260 Nonetheless, such methods
are also potentially symbiotic with the present approach. Pre-
screening methods ostensibly serve a similar purpose, in that they
use low-level estimates to determine significant mode couplings.
The present method provides an essentially “free” means of deter-
mining the set of mode triples (or higher) that are necessary for
VSCF convergence without pre-screening, although it also does not
systematically estimate the strength of such couplings as would
occur in pre-screening methods. The 2**-MR method could, for
example, be used to determine whether a pre-screened 3-MR is
actually needed. Perhaps more importantly, it also provides a quali-
tative explanation of cases where even efficiently pre-screened n-MR
potentials fail.

Overall, this analysis explains some of the most problematic
(and, frankly, frustrating) aspects of VSCF calculations of large
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molecules and provides at least one route to correct such prob-
lems at little added computational cost. It also achieves VSCF
convergence without rescaling” of mode-coupling potentials.
Whether this straightforward correction is the ideal approach, or
whether alternative formulations of the n-MR should instead be
pursued, remains an open question for future investigation.

SUPPLEMENTARY MATERIAL

The supplementary material includes an analysis of the addi-
tion of three-mode couplings for the three test systems presented in
the main text. Comparison of two metrics for ordering the strength
of these couplings is provided.
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