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Abstract—This paper is concerned with the problem of policy
evaluation with linear function approximation in discounted
infinite horizon Markov decision processes. We investigate
the sample complexities required to guarantee a predefined
estimation error of the best linear coefficients for two widely-
used policy evaluation algorithms: the temporal difference (TD)
learning algorithm and the two-timescale linear TD with gradient
correction (TDC) algorithm. In both the on-policy setting, where
observations are generated from the target policy, and the off-
policy setting, where samples are drawn from a behavior policy
potentially different from the target policy, we establish the
first sample complexity bound with high-probability convergence
guarantee that attains the optimal dependence on the tolerance
level. We also exhibit an explicit dependence on problem-related
quantities, and show in the on-policy setting that our upper
bound matches the minimax lower bound on crucial problem
parameters, including the choice of the feature map and the
problem dimension.

Index Terms—policy evaluation, temporal difference learning,
two-timescale stochastic approximation, minimax optimal,
function approximation

I. INTRODUCTION

OLICY evaluation plays a critical role in many scientific

and engineering applications in which practitioners aim
to evaluate the performance of a target strategy based on either
sequentially collected or a batch of offline data samples [1],
[2], [3], [4]. For example, in clinical trials [3], real-time data
acquisition might be expensive and riskys; it is thus of essential
value if historical data can be analyzed and information can
be transferred to new tasks. While in other applications, such
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as mobile health [5], it is practical to implement the desired
policy and collect its feedback in a timely manner.

Mathematically, Markov decision processes (MDPs) provide
a general framework to design policy evaluation methods
in dynamic settings; reinforcement learning (RL) is often
modeled using MDPs when the exact model configuration is
not available [6], [7]. In this framework, a target policy is
assessed through its corresponding value function. In practice,
evaluating value functions often require an overwhelming
number of samples due to the large dimensionality of
the underlying state space. For this reason, RL methods
are normally concerned with some form of function
approximation. Dating back to the seminal work of [8],
there has been an extensive line of works that consider
different types of function approximation, including linear
function approximation [9], [10], reproducing kernel Hilbert
space [11], [12], deep neural networks [13], [14] or function
approximation on the model itself (see, e.g. [15], [16], [17]),
with a focus on improving the sample efficiency of RL
algorithms.

a) Two settings: on-policy vs. off-policy.: The main goal
of this paper is to provide sharp statistical guarantees of policy
evaluation algorithms with linear function approximation in
two different settings. As the aforementioned examples already
indicated, there are typically two different types of data-
generating mechanisms to consider: the on-policy setting when
we have access to the outcomes of the target policy and the off-
policy setting, in which the only available data are generated
from a behavior policy that is potentially different from the
target policy.

In the on-policy setting, temporal difference (TD) learning is
arguably the most popular algorithm [18] for policy evaluation
in RL practice, partly because it is easy to implement and
lends itself well to function approximations. As a model-free
algorithm, TD learning processes data in an online manner
without explicitly modeling the environment and is, therefore,
memory efficient. While the asymptotic convergence of TD
with linear function approximation has been known since
[8], the finite-sample minimax optimality of TD has been
established only recently for the tabular MDP [19]. For TD
learning with linear function approximation, several recent
contributions have produced new non-asymptotic analyses and
insights (e.g. [9], [20], [21], [22]), which partially unveil
impacts of both the tolerance level and various problem-related
parameters on its sample efficiency. However, minimax-
optimal dependence on the tolerance level (i.e. target level of
estimation accuracy) is only established in expectation instead
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of with high probability; furthermore, the optimal dependence
on problem-related parameters, such as the size of the state
space and the effective horizon, still remains unsettled, and
it is unclear whether existing sample complexity bounds can
be further improved. Failing to understand these questions,
however, casts doubt on whether TD with linear function
approximation is statistically efficient in practice, and brings
difficulties to performing statistical inference based on TD
estimators. In this paper, we seek to answer these questions
by providing tighter characterizations of the performance of
TD with linear function approximation.

In the off-policy setting, it is known that the error of TD
learning with linear function approximation may diverge to
infinity [23]. In order to address this issue, [24] proposed
a now popular alternative with two-timescale learning rates,
called the linear TD with gradient correction (TDC) algorithm,
which enjoys convergence guarantees in the off-policy case.
In terms of finite-sample guarantees, although a number of
recent efforts (see, e.g. [25], [26], [27], [28], [29], [30]) tried
to characterize the statistical performance of TDC for both
i.1.d. and Markovian data, they remain inadequate in providing
either a convergence guarantee with high-probability, an
explicit dependence on salient problem parameters, or a sharp
dependence on the sample size. The challenge lies in dealing
with the statistical dependence between two separate iterate
sequences at different timescales. To tackle this challenge, it
calls for a new analysis framework for the TDC algorithm.

A. Our main contributions

This paper is concerned with evaluating the performance
of a given target policy 7 in an infinite-horizon y-discounted
MDP with a finite but large number of states. The goal is to
learn the best linear approximation of the value function in a
pre-specified feature space given i.i.d. transition pairs drawn
from the stationary distribution. In the on-policy setting, we
focus on the TD learning algorithm; in the off-policy setting,
we shift gear to the TDC learning algorithm. We summarize
our main contributions as follows, with their exact statements
and consequences postponed to later sections.

e Via a careful analysis of TD learning with Polyak-
Ruppert averaging, we show that, in the on-policy setting,
a number of samples of order

5 (maxs{¢(S)T21¢(8)}(1 + |0*||22)>
(=2
is sufficient to achieve an accuracy level (estimation error)
of ¢ > 0, with high probability. Here, ¢(s) € R?
indicates the linear feature vector for the state s in
the state space S, 60* is the best linear approximation
coefficient of the value function, and ¥ corresponds to
the feature covariance matrix weighted by the stationary
distribution. See Section II for the definitions of these
parameters. Compared to prior work by [9] and [21],
our sample complexity bound can be tighter by a factor
of cond(X) which can be as large as |S| (the cardinality
of the state space). Our result also controls e-convergence
with high probability that matches the minimax-optimal

dependence on the tolerance level ¢ with lowest burn-
in cost. To assess the tightness of this upper bound, we
provide a minimax lower bound in Section III-C, which
certifies the optimal dependence of our bound on both
the tolerance level € and problem-related parameters X
and 0*.

e In the off-policy setting, we establish a sample
complexity bound for the TDC algorithm of order

7 32
=~ [ Pmax || ” nx|12
@) 1 0*||=
(}\411)\3 82 ( + || ||2) )

where 6 corresponds to the best linear approximation
coefficient of the value function in the off-policy setting,
3 is the feature covariance matrix under the behavior
policy, pmax denotes the largest importance sampling
ratio measuring the discrepancy between the target
policy and the behavior policy, and lastly, A; and
A2 denote the smallest eigenvalues of some problem-
dependent matrices. Details about these constants are
deferred to Section IV. To the best of our knowledge,
our bound is the first one to control e-convergence
with high probability that matches the minimax-optimal
dependence on the tolerance level €. At the same time,
our sample complexity bound also provides an explicit
dependence on the salient parameters.

Comparisons of our results to existing bounds and relevant
commentary can be found in Table I and II.

B. Other related works

In this section, we review several recent lines of works and
provide a broader context of the current paper.

a) Finite-sample guarantees for policy evaluation.:
Classical analyses of policy evaluation algorithms have mainly
focused on providing asymptotic guarantees given a fixed
model [8], [32]. New tools developed in high-dimensional
statistics and probability allow for a fine-grained understanding
of these algorithms especially from a finite-sample and finite-
time perspective. As argued in this paper, understanding how
statistical errors depend on the effective horizon, dimension
of the problem and the number of samples, is essential as
it provides important insights on how these RL algorithms
perform in practice. A highly incomplete list of prior art
includes [33], [34], [21], [9], [20], [22], [35] with a focus on
the non-asymptotic analyses for model-free algorithms, and
[36], [37], [38], [39] which derive non-asymptotic bounds for
model-based algorithms.

b) Stochastic approximation.: The idea of stochastic
approximation (SA) [40], [41] lies at the core of the TD and
TDC learning algorithms considered in this paper. With the
intention of solving a deterministic fixed-point equation, SA
methods perform stochastic updates based on approximations
of the current residual. The asymptotic theory of SA methods
are relatively well-developed, where SA iterates provably
track the trajectory of a limiting ordinary differential equation
[42], [43] and with properly decaying step sizes, the Polyak-
Ruppert averaged iterates asymptotically follow the central
limit theorem. Recently, non-asymptotic results have also been
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paper algorithm stepsize sample complexity error control
9] TD Ny < t71 O (%) in expectation
[21] TD ne < T! )] <%) in expectation
20] TD m=t"1 |0 (ﬁ))\ € (0, Amin(A)) | w. high-prob
[31] Averaged TD | n, < T—1/2 0 ((IHEW;L'Q v HE(QIHLE):H) w. high-prob
This work | Averaged TD = 0] ( (1HE;)Z£2 \% ”2(21[”53;3”) w. high-prob

TABLE I. Comparisons with prior results (up to logarithmic terms) in finding an ¢-optimal solution using TD learning. Using the
Polyak-Ruppert averaging, our high-probability sample complexity bound improves upon previous works in the dependence on the

tolerance level € and problem-related parameters.

obtained for SA for different problems especially in the RL
setting; see [44], [45], [22], [46] and references therein. The
TDC algorithm is a special case of two-timescale linear SA,
whose convergence rates have also been investigated in [28],
[47], [48], [30], among others.

c) Off-policy learning.: Policy evaluation in the off-
policy setting is closely related to offline or batch RL, which
aims to learn purely based on historical data without actively
exploring the environment. The main challenge here lies in
the discrepancy between the behavior policy and the target
or optimal policy. One natural approach is to use importance
sampling (IS) in order to form an unbiased estimator of the
target policy [49], and various different techniques have been
applied to reduce the high variance of IS (see, e.g. [50], [51],
[52], [53], [54], [55]). Non-asymptotic guarantees are also
provided for off-policy evaluation using a fitted @-iteration
approach under linear function approximation in [56]. A recent
line of works also considered finding the optimal policy using
batch datasets [57], [58], [59], [60], [61].

C. Notation

Throughout this paper, we denote by A(S) (resp. A(A))
the probability simplex over the finite set S (resp. A). For
any positive integer n, we use [n] to denote the set of positive
integers that are no larger than n: [n] = {1,2,...,n}. When
a function is applied to a vector, it should be understood
as being applied in a component-wise fashion; for example,

Vz = [\/Zili<i<n and |z| := [|zi|li<i<n. For any vectors
z = [as]i<i<n and w = [w;]i<i<p, the notation z > w

(resp. z < w) stands for z; > w; (resp. z; < w;) for all
1 <7 < n. Additionally, we write 1 for the all-one vector, I
for the identity matrix, and 1{-} for the indicator function.
For any matrix P = [P;;], we denote ||P|; :=
max; ) ; | P;;|. Given a symmetric positive definite matrix D,
define the inner product (-,-)p as (u,v)p = u' Dv and the
associated norm ||v||p = +/(v,v)p. For any matrix M, we
use || M| to denote its operator norm (i.e. the largest singular
value), if not specified otherwise. Throughout this paper, we

use ¢, cg,c1,C, -+ to denote universal constants that do not
depend either on the parameters of the MDP or the target
levels (e, 6); their exact values may change from line to line.
Given two sequences, {f;}+>0 and {g;}1>0, we write f; < g
(resp. fi = g1) or fy = O(gy) (resp. g+ = O(f;)) if there
exists some universal constant ¢; > 0, such that f; < cig;
(resp. f > c1g9). If both f = O(g) and g = O(f) hold
simultaneously, we write f; =< g; or f; = ©(g;). We adopt
the notation f = O(g) to indicate f = O(g) up to logarithmic
factors in g. For any symmetric matrix X, we use Apin(X)
to denote its smallest eigenvalue.

II. PROBLEM FORMULATION

A. Model and settings

a) Markov decision process: Consider an infinite-horizon
MDP M = (S, A, P,r,v) with discounted rewards, where
S and A denote respectively the (finite) state space and
action space, and v € (0,1) indicates the discount factor
[7]. The probability transition kernel of the MDP is given by
P :S x A~ A(S), where for each state-action pair (s,a) €
S x A, P(- | s,a) € A(S) denotes the transition probability
distribution from state s when action a is executed. The reward
function is represented by the function r : S x A — [0,1],
where (s, a) denotes the immediate reward from state s when
action a is taken; for simplicity, we assume throughout that
all immediate rewards lie within [0, 1].

A policy w : S — A(.A) is an action selection rule that maps
a state to a distribution over the set of actions; in particular,
it is said to be stationary if it is time-invariant. The value
function V7™ : § — R is used to measure the quality of a
policy m, defined as

Vs € S: V7T(s)=E nytr(st,at)‘sozs , (D
t=0

which is the expected discounted cumulative reward received

by following the policy 7 under the MDP M when initialized

at state sg = s. Here, a; ~ 7(- | ;) and sy;11 ~ P(- | ¢, a4)
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paper algorithm stepsize sample complexity | error control
[28] Projected TDC | oy =t B, =t | O(z=),a<1 | w. high-prob
[29] TDC ay, By < % 0 (6%) in expectation
[26] Batched TDC ar=a, By = O (%logl) in expectation
This work TDC o, B =< 7 0 (%) w. high-prob

TABLE II. Comparisons with prior results (up to logarithmic terms) in finding an e-optimal solution using TDC learning. We omit
dependence on problem-related parameters in this table. Our sample complexity bound for TDC is the first to achieve high-probability
convergence guarantee with non-varying stepsizes and without using projection steps or batched updates; in the mean time, we also

provide explicit dependence on problem-related parameters.

for all ¢+ > 0. It can be easily verified that 0 < V™ (s) < ﬁ
for any .

For a given policy m, we can define the reward function of
every state s € S as the expected reward for (s,a) when a is
chosen according to 7:

2

For simplicity, we introduce the vector notation for the reward
function 7 := [r(s)]1<s<|s| € RI!, and the value function
V™ = [V™(s)li<s<is| € RIS, We can also define the
transition matrix P™ for this given policy 7, such that its (4, j)
element represents the probability that state ¢ is transited to
state 7 under the policy 7; formally,

Pl = ZP(St+1 =j|st=td,as =a)m(ar =a| st =1).

acA
(3)

We denote by p the stationary distribution corresponding to
the Markov chain when the transition follows P™, which we
assume to be well-defined, and introduce the vector notation

1= [p(s)i<s<is) € RIS

T(S) = E(LNT(("S) [T‘(S, a)]

b) Linear approximation for the value function: As
discussed previously, it is often infeasible to collect a number
of samples that scales with the ambient dimension |S|. This
motivates the search for lower dimension approximation of
the value function, of which linear approximation emerges as
a convenient option. Mathematically, for @ € R9, define Vj(s)
as

VseS: Vo(s) = ¢(s)" 0,

where ¢(s) € RY is the feature vector associated with state
s € S, with d < |S|. The vector 8 of linear coefficients is
shared across states.

Using matrix notation, we let

@ = [(1),8(2), -, (S]] € RIS, )

be the feature matrix that concatenates the feature vectors
for all states and Vy = [Vp(s)]ses € RIS be the linear

approximation vector to the value function. It follows that
Vy = 0.

We impose the following mild assumption on the feature
vectors.

Assumption 1. The columns of ® are linearly independent
with Euclidean norm uniformly bounded by one, i.e.
maxses [|¢(s)[l2 < 1.

B. Policy evaluation with linear approximation

a) On-policy evaluation with linear approximation: The
task of policy evaluation is to measure the value function
V7 (s) for every s € S (see definition (1)) given a policy 7 of
interest. In the on-policy setting, data samples are collected
while the policy 7 is executed and a sequence of samples are
obtained

{(507 0,0,7"0)7 R (ST7 GJ(),TT)},

where a; ~ (- | 8t), rt = r(st, az).

In this setting, in order to find the best linear approximation
to V™, we find it helpful to first introduce some shorthand
notation. First, given the stationary distribution y for P™, we
let

D, :diag(u(l),u@)a"' a,u(|5|)) ®)
and denote with
S:=®'D,®= E [p(s)p(s)T] R (6)

s
the feature covariance matrix with respect to this stationary
distribution.

The best linear approximation coefficients, 8*, is defined
as the unique solution to the following projected Bellman
equation [8]

(7

Here, IIp, denotes the projection operator onto the column
space of ® (namely, the subspace {®x | € R%}) w.r.t. the

860 =Tp, T™ (0).
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inner product (-, -) p,, where for any vector v € RIS! one has

Op,(v) = argmin

Iz = vl5, -
z€{Px|xcRd}

The function 77 : RIS! s RIS is known as the Bellman
operator, which is given by

v T"(v):=r+~yP"v. (8)

b) Off-policy evaluation with linear approximation: In
contrast, in the off-policy setting, we observe a trajectory from
a behavior policy 7y, instead of the target policy 7. The goal is
then to learn the value function for the target policy m based
on

{(507(1077"0)7 B ($T7a07TT)}7

where a; ~ (- | St)7 ry = T(St»at)-

Let up be the stationary distribution over S induced by the
behavior 7, and correspondingly let

D, = diag(ub(l),,ub(Q), i aﬂb(‘SD)'

We denote with IIp, ~the projection operator associated with
D,,,, which is given explicitly as

Up,, v:=  argmin

Iz~ vlib,,.
z € {Px|xcRd}

In the off-policy setting, instead of trying to solve the
projected Bellman’s equation (7), we aim at minimizing the
Mean-Squared Projected Bellman Error (MSPBE):

1
minimizep  MSPBE(9) := 7 |Vo —Ilp,, T"Vall}, . ©)

Hp

Throughout, we shall denote the minimizer of the above
problem (9) as 6*. We remark here that the norm and the
projection are both induced by D,,, while the Bellman
operator is again in terms of the target policy m. For this
reason, solving (9) is different from solving the projected
Bellman’s equation (7); as a result, in general, 8* # 6*.

III. ON-POLICY EVALUATION WITH TD LEARNING

In this section, we study the accuracy of the estimator of 68*
(cf. (7)) returned by the TD learning algorithm in the on-policy
setting. Specifically, we seek to determine the tightest sample
complexity for this algorithm that ensures an e-close solution.
To better highlight our analysis strategy, we only consider the
stylized generative model' whereby, at each time stamp ¢, one
acquires an independent sample pair

(st,8}), where
iid.
St~y ap ~ w(sy),

and s, ~ P(- | s, ar). (10)

Here recall that p is the stationary distribution corresponding
to P7. Notice that in the on-policy setting, since we are
focused on a fixed policy 7 and interested only in the state
pairs {(s¢,s;)}~_, and not the actions {a;}~ ,, the Markov

'We believe that our framework can be potentially generalized to Markovian
samples using similar techniques in [62]. We will briefly discuss the
techniques and difficulties in the following sections, but the full details are
beyond the scope of the current paper.

decision process reduces to a Markov reward process (MRP).
Given a sequence of sample pairs {(s;,s})}7_, and a given
level of tolerance ¢ > 0, our goal is to derive a sharp
lower bound on the number of samples T' that is required for
TD learning to produce an estimator 6 such that, with high
probability,

10— 6*|x <e.

A. The TD learning algorithm

To motivate TD learning, it is helpful to first consider the
properties of the best linear approximation coefficients 6*; see
(7). For any sample transition (s, s;) (see (10)), define the
random quantities

Ay = p(s1) (P(s0) —19(sp) | € R, (11a)
b, := ¢(s)r(s;) € RY, (11b)
whose means are given respectively by

A= $(5) (9(s) —79(s) ] (120

srop,s' ~P7(-]s)
=®'D,1-yP")® c R (12b)
b:= E [¢p(s)r(s)] =@ D,r c R (12¢)

s~ p

It turns out that the target vector 8* satisfies the equation [8]
0* := A 'b. (13)

The TD learning algorithm leverages this representation by
iteratively improving the linear approximation of the value
function at each time stamp through the updates

0t+1 :0t777t(At9t *bt)7 t:O71,2,..., (143)

where, for each t, n; > 0 denotes the learning rate or
stepsize. After T iterations, the TD learning algorithm returns
01 as the estimator. In contrast, TD learning with Polyak-
Ruppert averaging, or averaged TD learning in short, returns
an average across all iterates

1 T
=1

While we are mainly concerned with the averaged estimator
01, we also obtain some theoretical properties of 81 as a
by-product of our analysis.

(14b)

B. Sample complexity of TD learning

In this section, we present a finite-sample bound for the
estimation error of @7 assuming independent data, from
which we derive a novel sample complexity guarantee for TD
learning. Below, we denote by « the condition number of 3

as follows
K= )\max(z)//\min(z) > L (15)

Theorem 1. There exist universal, positive constants Cy, co >
0 and ¢y > 0, such that for any given 0 < § < 1, the averaged
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TD learning estimator @1 (14) after T iterations satisfies the
bound

167 — 67| (16)
max, ¢(s) S (s) log(4)
SCO{\/ T =) (6"l +1)
k log( 4L
ISHI[ (16715 + 1)y 5055 + sy 167 s
T
(17)

with probability at least 1 — 0, provided that 8y = 0, g =
co(1—
c=0r =1 < sy @nd

2 kdT(||0%]2+1)

e1r([[0*]15 + 1)2 log? =L L2

2 77(1 _V)Amin(z)

a) Proof sketch and technical novelty: An essential step
in our proof of Theorem 1 is to guarantee with high probability
that the estimation error of the original TD estimator, Ay,
is bounded by a time-invariant value. Towards this end, we
combine the matrix Freedman’s inequality with an induction
argument. For the technical details, we refer the readers to
Steps 2 and 3 in Section 6. Controlling the norm of A; with
high probability in a time-invariant manner, paves way for
bounding the norm of A7 with high probability without the
need of performing another projection step to restrict the norm
of A, during the TD learning iterations.

b) Generalize to Markov samples: We give a brief
introduction of how our results can be extended to Markov
samples. The main difficulty towards this end lies in bounding
the sequence of temporal difference errors

{A0, — b };>0

which is no longer a Martingale difference process, so the
Freedman’s inequality is not directly applicable anymore. In
order to tackle this problem, the popular strategy is to assume
that the Markov chain mixes at a geometric rate. Specifically,
for arbitrarily small € > 0, there exists a positive integer
tmix(€) =< log (%) such that for any ¢ > tix,

1Bt [Ai] — Al <&, and |E;—y,, [b] — b, <e.

(18)

mix

Here, E;[-] represents the expectation conditioned on the
filtration JF; — the o-algebra generated by {(s;,s})} <.
Under this assumption, the temporal difference error can be
decomposed as

Atat - bt = At(et - etftmix)
+ [(At = B¢t [Ad]) 01—t — (b — Byt [b2])]
+ [(Ee—t,, [Ae] = A) Or s, — (s, [be] — )]

On the right hand side, the last term can be bounded by the
mixing property (18); the first term can be further expanded
as

00,1, = > (0

J=t—tmix

t—1
= > (A8 -0y),

J=t—tmix
and bounded in terms of the step size n and the mixing time
tmix; the second term can be controlled by separating the
sequence

{(A, —Eit. [be]) }is0

into ¢ disjoint Martingale difference processes and invoking
the matrix Freedman’s inequality. We leave the details to our
future work.

Theorem 1 directly implies the following corollary, which
gives an upper bound for the sample complexity of TD
learning with independent samples.

—Ei—t,, [At]) Ot — (by

Corollary 1 (Sample complexity of TD learning). There exists
a universal constant ¢ > 0 such that, for any € € (0,]0*||x)

and 0 € (0,1), the averaged TD estimator (14b) achieves
Ve, = Vo:|lp, = |60 — 67| < (19)
with probability exceeding 1 — 6, provided that
_ L2
> c{ max, ¢(s) "3 1¢(8)}(1 + HO HE) log (%) . 20

(=P

c) Comparisons to prior literature: We remark that the
best finite-sample results for TD learning obtained so far
are given by [9, Theorem 2(c)] and [21, Corollary 1], with
decaying stepsizes 7; < t~! and sample size-related stepsizes
ny < T~ respectively. Translated into our notation, they both
prove that in order for the expected estimation error to be
controlled by €, namely

E|6r - 6"|l5; < &
it suffices to take (up to some logarithmic factors)
RIS (16715 +1) 1
(1—=7)? e?’
We refer readers to Appendix D-A and D-B for a detailed

translation of their results. Comparing (20) and (21), our result
improves upon previous works by a multiplicative factor of

Tprior -

2

Tprior

TOUTS
the condition number of ¥; x can be as large as d, the
dimension of the features, which can scale with |S].

As for sample complexity with high-probability
convergence guarantees, another recent work [20] shows
that in order for (19) to hold with probability at least 1 — 4,
it suffices to take

2 3
T= max{ <1) (log 1) ,
€ 1)
1 1+1/)\n1in(A) 1 1+1/>\min(A)

Comparing (20) and (22), we can see that our result improves
on the dependence of both the error tolerance e and the
probability tolerance §; in fact, our result is the first sample

:}{’

(22)
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complexity for TD learning with high-probability convergence
guarantee that matches the minimax-optimal dependence of
€ and displays a clear dependence on the problem-related
parameters, as would be shown in the following section.

After the initial post of the current paper, we are pointed to
the work [31], which provides a general treatment of linear
stochastic approximation with Polyak-Ruppert averaging.
Their results lead to the same sample complexity as
Corollary 1 with a slightly higher burn-in cost. We include the
detailed comparisons of their result in Section D-D. We also
point out the works of [63] and [64], which derived similar
results regarding the error bound for averaged TD learning in
expectation. Our result, as shown in Theorem 1, improves upon
theirs in the sense that we provide high probability guarantees
and offer explicit dependencies on problem-related parameters.
Detailed comparisons can be found in Section D.3.

C. Minimax lower bounds

To assess the tightness of our upper bounds in Corollary
1, in this section, we provide a minimax lower bound for the
value function estimation problem with linear approximation.
More specifically, the question we intend to answer is: for any
target accuracy level €, do there exist estimators that achieve
an e-approximation of Vp. with fewer samples? As shown in
the following result, the answer is, by and large, negative.

Theorem 2 (Minimax lower bound). Consider any % <

v<11<d<|S,and 0 < e < ¢gmax{l,||0*||x}
for some universal constant c¢; > 0. There exist. universal
constants co,cs > 0 such that for any estimator 0 based on
T independent pairs {(s¢,s})}1_, as in (10), there exists a
Markov reward process and a choice of the feature matrix ®
such that

N 1
P[0 0"y > cac} = 7, (24)

provided that the number of samples T satisfies

cs{ max, p(s) T="1ep(s) } (1 + [|07]|)
(1)

Remark 1. We remark that minimax lower bounds are also
previously investigated in a general framework in [12] where
the value function is approximated using a general reproducing
kernel Hilbert space (RKHS). When it comes to linear function
approximation, for completeness, we include in Section B a
different but simpler construction tailored to the linear space.
Compared to the results of [12], our lower bound is stated
in terms of different parameters, which allows us to evaluate
the tightness of Corollary 1 directly. Instantiating both lower
bounds, they do agree and equal to

(anp)

as one plugs in the exact parameters from our construction.

T< . (25)

(26)

As asserted by this theorem, no algorithm whatsoever can
attain an e-approximation of the best linear coefficient — in

a minimax sense — unless the total sample size exceeds

" < { max, ¢(5)TE_1¢(S)}(1 + HO*H;))
(1 —7)e? '

Consequently, the upper bounds developed in Corollary 1
are sharp in terms of the accuracy level e, the dependence
of the feature map ®, the underlying coefficient 8*, and
the covariance matrix 3. Therefore, it implies that the
performances of the TD learning algorithms can not be further
improved in the minimax sense other than a factor of ﬁ—
the effective horizon.

We believe that the gap in terms of ﬁ mainly comes
from the function approximation paradigm. In fact, as far
as we know, with linear function approximation, there has
been no minimax optimal results established for this problem
either for the model based method (e.g. LSTD) or for the
variance-reduced approach, both of which are known to be
minimax optimal in the tabular setting; the latter is also proved
to be instance-optimal from [33] and [64]. We conjecture
the minimax optimal dependency of ﬁ to be the same as
that of the tabular setting and TD with LFA to be minimax
optimal. Establishing this result, however, requires developing
completely new analysis tools, particularly in dealing with the
structure of variance across different steps, which we leave as
an interesting open direction.

IV. OFF-POLICY EVALUATION WITH TDC LEARNING

In this section, we aim to estimate the optimizer 6* of the
optimization problem (9) in the off-policy setting by means of
the TDC algorithm. We continue to focus on the case when
samples are generated in the i.i.d. fashion by the behavior
policy mp. At each time stamp ¢, one obtains

(st,as,s;),  where

iid.
50 %y, ap ~ (- | s¢), and s, ~ P(- | sp,a:).  (27)

Here, recall that py, is the stationary distribution corresponding
to the behavior policy m,. We first provide some intuition
behind the TDC algorithm before describing novel bounds on
its sample complexity for obtaining an e-accurate solution.

A. The TDC algorithm

The TDC algorithm is designed to solve the optimization
problem (9) using a two-timescale linear TD with gradient
correction [24]. To provide some high-level ideas behind the
design of this algorithm, it is helpful to rewrite the objective
function in the following form by directly expanding the terms
in expression (9).

Claim 1. The quantity MSPBE() can be equivalently written

as
1

MSPBE(6) = ZE,,n.p [(5:)01]

(B, [0(s0)0(s0) ]} Epprp [0(50)81], (28)

where 6, = 1 + v(s,)"0 — P(st)" 0 is the temporal
difference error.
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In light of the above expression, the gradient of MSPBE(8)
with respect to @ equals to

ngSPBE( )
,ub T, P [ 7¢ St ¢(5t)) ¢(5t)—w
{Eub [ )b( } } Emmr,’P [(5¢)d¢]

= —Eppnp [0(50)00] + VEpuy r.p [D(s))(s0) "]
(B, [0(50)(50) ]} By p [b(50)00]
= —Eppm.p [0tD(50))6t] + VB myp [ed(51)B(s0) '] wy,

(29)
where in the last step we have defined
w; = w(6;)
= {E,, [#(s)6(50) "]} Evpurmp [o0b(50)31] . (30)
and have used the importance weights
Pt = m 31

to replace the expectation w.r.t. m with the expectation w.r.t.
Tp.

The high-level idea of TDC is to estimate the right hand
side of (29) based on the sample trajectory (27), and then
perform stochastic gradient updates for 6;. However, the
challenge is that the second term in the gradient of MSPBE
(29) involves the product of two expectations. Simultaneously
sampling and using the sample product is inappropriate due
to their correlation. In order to address this issue, [65] and
[24] introduced an auxiliary parameter w to estimate w(6;)
by solving a linear stochastic approximation (SA) problem
corresponding to the linear system

Ey, [¢(St)¢(5t)T] w =K, r, P [pid(5:)0] .

Putting these ideas together, TDC amounts to the following
two-timescale linear stochastic method

(32)

Ori1 = 0, — au[1pe(s}) b (1) T wy — prdep(se)];
Wiy = wg — By [¢(3t)¢(3t)th - Pt5t¢(3t)] :
Here, the update of 6, corresponds to a gradient step

regarding (28), the update of w; corresponds to linear SA
for solving (32), and &; = r; + 7¢(st)T0t — d)(st)TOt
is the temporal difference error. In addition, «y, §; are the
corresponding stepsizes. For notational convenience, let us

denote N T
Ai = prp(st) (P(st) — 7¢(32)) )
gt = prd(s¢)rt,

IL = pep(s)(st) T,
it = ¢(5t)¢(st)T

With these definitions,
compactly as

(33)

the TDC iterates can be written

= ét - at(Avtgt - Et + WH:’wt);

- Bt(gtgt - Et + itwt)~

(34a)
(34b)

0t+1

Wiyl = Wy

B. Sample complexity of TDC

Our finite-sample characterization of TDC builds upon a
careful analysis of the population dynamics of TDC, which we
then show to be uniformly well approximated by the empirical
dynamics of TDC via matrix concentration inequalities. Before
stating our main result, we find it helpful to introduce some
extra pieces of notation. Specifically, define the population
parameters as

A =By r p[Al] = By, p (1) (S(50) — 700(57)) ']
(35a)
b =B, [bi] = By m [00P(s0)71); (35b)
L =By p[IL] = By, pl0ep(s0)(57) T (35¢)
2 =E,,[2] = E,[o(s:)p(s:) T]. (35d)
In addition, denote the parameters
A = Amin(ATETA),
A2 = Amin(3),
5= =7 =1/, (36)
F=As S,

e = max(r(als) /mo(als))

With these notation in place, we are ready to state our main
result for TDC learning, with its proof deferred to Section VII.

Theorem 3. There exist universal constants C:'O,El > 0, such
that for any given 0 < § < 1, the output 01 of the TDC
learning iterate (34) at time T' satisfies the bound

b 2
Copmxll I ﬁlo dT

167~ 65 < Gy = 2 hog 2081675 + 2),
(37)
with probability at least 1 — 6, provided that
6o = 0,
ay=...=ar=aq,
fo=...=pr =275,
0<ax< !

AAE (3] log 24
RN
- 128 p?nax(l + /\meaX) ’

_log ||6* .
> Og””%ogmax{\/z, 1% |15
Ck)\l

(38)

N Wl

CY)\l }
2dT '
log =5~

Rgmark~2. A similar result in terms of the /5 error (namely,
|[6r — 6*||2) can be derived in the same way as in (37). In
particular, under the same conditions as in (38), it can be
derived with probability at least 1 — § that

I} ) 2dT
F Jog 222
VRN
Since the proof follows in the similar fashion, we omit here
for brevity.

~ ~ ~ 2 ~
187 62 < Gy e (162 +2). (39)
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a) Proof sketch and technical novelty: Our proof of
Theorem 3 considers the convergence of the vector
6, — 6*

Ty = = S—1A(d. _ A*

%{wt—f—E A6, — 6 )}

)

where > € (0,1) is a constant to be specified. Firstly, we
identify the conditions on «, and s that guarantee the
exponential convergence of x; in the noise-free scenario; after
this, we again combine the matrix Freedman’s inequality and
an induction argument to bound the norm of x; for 7.i.d.
samples with high probability by a time-invariant value in
terms of the step size. And finally, with a careful choice of «,
[ and 7, we establish the finite-sample guarantee as is shown
in Theorem 3. The main technical novelty of this proof lies
in the construction of the vector x; and the choice of the
paramter .

Next, we state a direct consequence of Theorem 3 below,

which gives an upper bound for the sample complexity of
TDC.

Corollary 2. There exists a universal constant ¢ such that, for
any 6 € (0,1) and ¢ € (0, ||0*||s), the TDC estimator 01 at
iterate 'T" satisfies the bound

Ve, = Ve-lp,, = 160 — 07|l < ¢ (40)
with probability exceeding 1 — , provided that
7 3|2 0*
~Pmax 12 5x 12 d||6” |5,
T > ¢Pmax 14 ]16*12)1 (7) 41
> e o (141673 s (7 @41
and the stepsize parameters oy and By are chosen as
log [|6*|5 P (1 + Aspima)
= = 1281 42
t T)\l 9 /Bt >\1>\2 « ( )

b) Comparisons to other sample complexity bounds for
TDC: Let us compare our results in Theorem 3 and Corollary
2 with the state-of-the-art sample complexities for the TDC
algorithm. The result that is most comparable to ours is
obtained by [28], where a projected version of TDC is
considered with decaying stepsizes oz = O(¢t~%) and S; =
O(t=P) for 0 < 8 < a < 1. The sample complexity therein,
with high-probability convergence guarantee at tolerance level
g, is of order O (é)za) without explicit dependence on the
problem-related parameters. If one chooses & = 1 — § with
0 sufficiently small, their sample complexity bound can be
improved, but it cannot achieve the rate © (E%) Regarding
finite-sample in-expectation error control for TDC, the best
result so far is developed by [29], who shows that with
the choice of ay, 5 =< %, the sample complexity for TDC
with tolerance level £ can be upper bounded by O (Z%).
Our result in Corollary 2 is the first sample complexity for
the original TDC algorithm that guarantees high-probability
convergence and achieves the minimax-optimal rate of O (E%)
it is also noteworthy that we display an explicit dependence on
problem-related parameters. The key to achieving this again
lies in our combination of the matrix Freedman’s inequality
with an induction argument; the details of the proof is
postponed to Section VII. We also remark that [26] considers

a variant of TDC where 6, is updated not with every sample
tuple (s, at, s}), but with every batch of samples, and obtains
a sample complexity of order O(Z% log(2)).

V. NUMERICAL EXPERIMENTS

In this section, we corroborate our theoretical results with
illustrative numerical experiments. In what follows, we will
consider the on-policy and off-policy settings respectively.

A. On-policy evaluation: averaged TD learning

In the on-policy setting, we will investigate the empirical
performance of the averaged TD learning algorithm.

a) MDP setting: We consider a member of the family
of MDPs constructed in proof of Theorem 2, which provides
a minimax lower bound. This family of MDPs is designed
to be difficult to distinguish between each other, and hence,
is a natural instance for evaluating the performance of TD
learning. For construction details of this MDP, we refer the
reader to Appendix B. In these simulations, we set |S| = 10,
v = 0.2, and choose the stepsize of TD as n = 0.01. We
examine both the original and the averaged TD iterates when
the feature dimension equals to d = 3 and d = 9. Under each
setting, 100 independent trials for T = 10° iterations were
conducted, and we report the mean value as well as the 95%
confidence band for the estimation error ||@; — 0*||s; for TD
and ||@; — 6*||x for averaged TD.

b) Experimental results: Figure 1(a) compares the
performances of TD and averaged TD of an MDP with feature
dimension d = 3. While the estimation error of TD levels off
at around 5 x 102 after 103 iterations, the error of averaged
TD keeps decreasing to below 5 x 10~% when T = 10°.
In addition, Figure 1(b) demonstrates the estimation error of
averaged TD for MDPs with feature dimension d = 3 and
d = 9. The slopes of these curves on the right part of this log-
log plot match our theoretical prediction: the estimation error
decreases in the order of O(¢t~'/2). Moreover, the difference
between the two curves indicates that the lower-dimension
problem enjoys a faster convergence rate.

B. Off-policy evaluation: TDC learning

In order to demonstrate the efficiency of TDC for off-policy
evaluation, we compare its performance with that of the off-
policy TD learning on Baird’s counterexample [23].

a) Baird’s counterexample: We start by introducing
Baird’s counterexample, which was constructed to illustrate
the instability of TD learning in the off-policy regime.
Consider an MDP (S, A, P,r,7), with the discount factor
v = 0.9, state space S = [7], action space A = {0,1} and the
reward function r = 0 for all states and actions. The action
a = 1 transitions any initial state s to s’ = 7, while the action
a = 0 transitions any initial state s to s’ € [6] with the same
probability. The target policy 7 selects a = 1 at any given state
s, while the behavior policy , takes a = 0 with probability
6

7 and a = 1 with probability % Formally, the MDP satisfies

the equations (see also Figure 2 for an illustration)

P(s'|s,1) =1{s' =7}, Vsell];
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Fig. 1. (a) Comparisons of the estimation error of TD and averaged TD when d = 3. (b) Comparisons of the estimation error for
averaged TD with d = 3 and d = 9. Two curves in the middle represent their average errors, while the shaded areas represent the

95% confidence bands.

P(/]s,0) = ém < <6}, Vsell]

m(l]s) =1, Vsel7];
7 (0]s) = g Vs € [7);
o(1]s) = ; Vs € [7]

In this example, it is easy to check that the stationary
distribution corresponding to the behavior policy m, is the
uniform distribution among all states, and that the value
function is 0 for all states. We apply the following linear
approximation of the value function: for € RS,

V(Z) = 20; + 0O,
V(7) = 07 + 205

for 1<1<6;

(43)

We remark that with this approximation, the feature space has
a higher dimension (d = 8) than the state space (8] = 0.
Consequently, the optimal estimator 8* is not unique, and
instead can be any & € R® such that the estimated value
vector is Vp = 0. Technically, this issue can be circumvented
by creating several identical states as state s = 7; we omit
this detail here for simplicity, since we use ||6; — 8*|s =
Vs, — V*lp,, to evaluate the estimation error, and our
experimental results would remain the same.

b) Experimental results: We perform 100 independent
trials for both off-policy averaged TD learning (with stepsize
n = 0.02) and TDC (with stepsizes o = 0.02, 8 = 0.002),
starting at 6y = (1,1,1,1,1,1,10,1)7, as suggested by [23].
In these experiments, we set o = 7) to ensure that the stepsize
for @-updates are the same between the two algorithms. Figure
3 demonstrates how the estimation error ||§; — 6*||5 changes
as two algorithms execute. As can be seen in this figure, TDC
converges to an error of below 0.01 after 7' = 10° iterations
while the off-policy averaged TD diverges to infinity.

VI. PROOF OF THEOREM 1 (TD LEARNING)

For the sake of convenience, let us introduce the following
notation

A =0 — 9*7 and Kt = Et -0~ 44)

a) Step 1: a recursive relation: To understand the
convergence behavior of A, the idea is to first look at the
following decomposition
At+1 = 9t+1 — 0* = 0,5 — 0* — n(Ath — bt)

= Ht — 0* — n(Ath — bt — (AO* — b))
= Ht - 0* - 7’](A(0t - 0*) + (At - A)Bt - (bt - b))
=T —=nA)A; —n&,

where we define

& = (A — A0, — (b, — b). (45)

Here, the second line invokes the update rule (14a) and
the identity AO* = b, whereas the third line is obtained
by properly rearranging terms. Applying the above relation
recursively, one arrives at

A = (I - 77A)At71 —né&i—1

t—1

= ([I—nA)A;—n) (I-nA) ¢,

=0

(40)

b) Step 2: a crude bound on ||A¢|s: We aim to
establish, via an induction argument, that with probability at
least 1 — 4,

nklog 24T N
1775(1 +[16*]=) + 2VEl Aoz =t Ro

: (47)

simultaneously over all 0 < ¢ < T, as long as 0 < 7y <
2315):&) for some sufficiently small constant ¢z > 0. As a side

remarig this boundedness property saves us from enforcing
additional projection steps as adopted in [9].
To start with, note that the inequality (47) holds trivially for

|As <32
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m(0]s) = 6/7
m(1]s) =1/7

Fig. 2. Baird’s counterexample. Taking action a = 1 always leads to state s = 7, while taking a = 0 leads to one of the other six
states with equal probability. The reward is set to be always zero.

estimation error

10° 10’ 11;2 1‘03 11;‘ 10°
iterations
Fig. 3. Performances of off-policy averaged TD (red, 7 = 0.02) and TDC (blue, @ = 0.02, § = 0.002). Two curves in the middle
represent their average errors, while the shaded areas correspond to 95% confidence bands.

the base case with ¢ = 0, given that x > 1. Next, suppose that Lemma 1. Fix any quantity R > 0 and, for each 0 < ¢ <
the hypothesis (47) holds for Ag,...,A;_1, and we intend T — 1, define the auxiliary random vector

to establish it for A; as well. Towards this end, invoking the ~

decomposition (46) and the triangle inequality yields i =& 1{Hi}, where  H; = {HAZHE < R}' (50)

. -1 i1 Then, with probability at least 1 — /T, simultaneously over
A= < ||(I—77A) AO’|2+7IHZ(I—WA) ! 51”2 the indices (1, u,t) such that 0 <1 <wu <t—1<T it holds
i=0

that
(48) u
As for the first term of (48), it is seen that H Z(I - WA)t_i_lgiH):
i=l
[(T—=n4)"Ao|, 1 —u-
_ H21/2(I _ 77A)t271/221/2A0||2 < 16(1 - 577(1 - ’Y)Amin(z))
< Hzl/QH . ”2*1/2” . ||I— 77A||t . ||El/2Ao||2 . (HB*HE + R+ 1) H;(])-gméj’
1 ¢ nl -
< 1—=n(1 =) Amin(X A < Aglls,
N ﬁ( 217( V) ( )> |&oll= \/E” oll= provided that 0 < n < 711_;’”.
(49) rlog S5
Proof. See Section C-A. O

where the last inequality arises from the definition of x and the
property (88g) (with the restriction that n < (1—-)/(4(|%])).
When it comes to the second term of (48), the following lemma

comes in handy. Under the induction hypothesis that ||A;||s < Ry for 0 <

i <t—1, we can invoke Lemma 1 (with R = Rp,l = 0 and
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u =1t — 1) to show that
t—1
|-
i=0

|- s eagiads < m
=0

 log 247 24T
n(l - )
holds with probability at least 1 — ¢ /T, provided that 0 < n <
1 oz dT . Combining (48), (49) and (51) together and recalling

the definition (47) of Ry, we can easily verify that

< 16(]|0*||x + Ro + 1) (5D

nk lOg 2dT

L=y
(52)

Az < VEAs +16(]6* = + Ro + 1)

| /\

with the proviso that 32 w < 1. The induction

argument coupled with the union bound then establishes the
claim (47).

¢) Step 3: a refined bound on |A¢||s: It turns out that
the upper bound (47) is somewhat loose due to the complete
ignorance of the contraction effect of I—nA; see (49). In what
follows, we develop a strengthened bound. Define

A
c1 log max{4/k, mizﬂlf‘a A0l

77(1 - V)Amin(z)

2dT }

nK log

tseg :=
(53)

for some sufficiently large constant ¢c; > 0. For any integer
k > 1, we aim to establish that
ookl T g

nmlogsz X
< - - 9
1Al < 82 T2 (10
(54)

for any t obeying ktsee < t < T, provided that 0 < n <

;515)1 7). for some small enough constant c5 > 0.

Because of relation (48), we claim that it suffices to prove
that

L Vil Aol=

-1
_ ticle
| a-nay=e|
1=0
26| Aol rlog 25~ 24T

< 32(110* — = 11 —_ 55
<82(107)lm + TR 1)y [T 5)
when ktge <t < T. (56)

To see this: note that the first term on the right-hand side
of (48) has already been bounded in (49), which combined
with the definition (53) of ¢ indicates that

[SV2(1 - nA) A, (57)
1 fous
<k (1 -5 - v)Amin(E)) [Aollz=  (58)
2dT
’7"110_‘57 (59)

R 3

+§) — R,

for any ¢ > tseg. Clearly, combining (56) with (48) and (59)
shall immediately lead to the claim (54). The remainder of
this step is thus devoted to demonstrating (56) inductively.

The base case (i.e. £ = 1) follows immediately from our
bounds (47) and (51) in Step 2, given that /T g
sufficiently small. Suppose now that the claim (56) holds for
a given integer kK > 1 and any ¢ obeying kts; <t < T, and
we intend to show that (56) continues to hold for k£ 4+ 1 and
any ¢ obeying (k + 1)teeg < ¢t < T. Towards this, we first
single out the following straightforward decomposition

t—1
HZﬂﬂmV“ﬂL

(I—nA) ¢

=t—tog+1

t—1seg
I-nA)"™""
ot X a-na

which allows us to upper bound the two terms on the right-
hand side above seperately.

« Under the induction hypothesis that ||A;||s < Ry for all
i obeying ktseg < ¢ < T, one can invoke Lemma 1 with
R=Ry,l=1t—tseg+1and u=1t—1 to see that

H i_tzt::ngl(I —pA)iTlg, .
1
| X - aareagads < m

i=t—teg+1

10g 2dT

n(1 —v)
2vE| Aol +1)

ok+1

< 16(]|0*||s + Rk + 1)

K IOg 2dT
n(l— )
where the last line use;iTthe definition (54) of Rj and
holds as long as % is sufficiently small.
o In addition, we make the observation that: for any ¢ >

< 24(J6"||s +

tsegs

t—tseg

- 2 a-naentials < ral,

<161 57(1 = 7 Auin(Z))

10g 2dT

n(1 *7)
K}lOg 24T
n(1 —v)'
Here, the first equality uses the crude bound
IAills < Ro for all i (see (47)), the second to last
inequality utilizes Lemma 1 with R = Rp,l = 0
and v = 't — lsg, whereas the last inequality
relies on the definition (47) of Ry and invokes

~(167]ls + Ro + 1)

<8(le*[l= +1)
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the fact that +/k(1—1n(1-— 7))\mm(z))tseg—l <

min { 1, m} with our choice (53) of tseq.

Combine the previous two bounds to reach

| S Ay .

=0

2\/EHAO||E HlOg 72%:,1
< 24( 0" —_— 41 —
<20 m + S )y

].Og 2dT
8(10% | + 1)y —=
N 2VE|A Kk log =5~ 24T
< o5+ 2 Rdlm Ly e i

This finishes the induction step and in turn establishes (56)
(and hence (54)).

As a straightforward consequence, the bounds (47) and (54)
imply that
Ry, 0<t< tgeg’
||At||2 S n;{]og /
32\/7(”0*”2 +2), leeg <t <T,
(60)
where

treg = Calseg 10g (K([[Aoll2 + 1)) (61)

for some large enough constant co > 0. To see this, note that
for any t > #(,, it is guaranteed that the second term on the

right-hand side of (54) obeys 4\/;”/262'2
the second case in (60).

< 2, thus confirming

d) Step 4: controlling ||Ar||s: Now we are positioned
to control A . The key is to write A7 as a linear combination
of {Sz}ogng—l as follows, which is a direct consequence of
the relation (46):

1 T
Ar=5) A
j=1
T j—1
:%Z(I—nA)JAO——Z S (M- nay-ilg,
oz T 1 N
=72 M=nAYAg— > 0 Yy (- Ay g
j=1 i=0 j=i+l

1 1 1
= ﬂAéT+1)Ao — Tl % Z Alg,
i=0

where the middle line follows from swapping the summation
over ¢ and j, and in the last line we define

(62)

t

Ay 3 gy A
j=it1

_ T]A)tiz) .

(63)

Y-

We claim that the following two inequalities hold, the first
deterministically and the second with probability of at least

1 —§ (with their proofs deferred to Section C-B)

2||2

AT A, i HAoH (64a)

Is <

T—1 _ 2d
(T) 4 max, ¢(s) "X 1¢(s)log %
3 e Esw .

(64b)

[5-1] [log 2T
T n(1 —7)

}(||9*||2 +1).
(64c¢)

Putting the above two inequalities together with (62), we arrive
at

[Ar|s < HTnA(T—H)AoH + HTAOH + HT A(T)€L

1 ||=t
< A ss + Lol
max, ¢(s)T X1 (s) log 24 =
B (1)
=] [rlog
0*
1|z 1H|| max, ¢(s)T Z-1¢(s)log 2
T 1- T(1-7)?
== [rlon 2
0= +1
T 71(1_7) (6"l + 1),

where the last line follows since | X71| > 1 (see (88h)) and
1 < 1. This finishes the proof of Theorem 1.

VII. PROOF OF THEOREM 3 (TDC LEARNING)

Firstly, let us analyze the population dynamics of TDC.
It turns out that the convergence of this dynamics can be
described via a contractive linear mapping. Given this nice
property of population TDC, we shall decompose the empirical
TDC into two parts: the first part can be controlled via the
aforementioned population dynamics, and the rest is treated
as a stochastic component, which is controlled via matrix
martingale concentration.

A. Population analysis

First recall that the population parameters are defined as

A =By n, p[AL) = By my 2 e (50) (9(50) — 700(s7) ]
b= Ep n,[be] = Eppy o, [00D(50)74];

Il = ]Eub,m,, [Ht] = E,ub,ﬂ'b,”)[pt(ﬁ(st)(ﬁ(sf‘,)—r];

2 ]E/Lb[z ] ]Eub [¢(5t)¢(5t)ﬂ-

Corresponding to the empirical version of TDC as given in
(34), we can define its population analogue of TDC as

ét+1 = ét — a(gét — g"‘ ’YHT’Li)t),

Wy = W — B(AD, — b+ Saby), (65)
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where sampled parameters are replaced by their corresponding
expectations. In this section, we analyze the population
dynamics of TDC as given above; in order to control the finite-
sample dynamics, we bound the difference of these two in the
section to follow.

Since ¢(s;) is independent of the transition, the expectation
of 3 is independent of which policy is being adopted. Hence,
3} can also be presented as

S= 3 mls)bls)ds)T

s:€S
= > mw(se) (Z W(at|5t)> D(se)p(se)"
5:€S at€A
= St )Tl Qg |S M S S T
= X X mtsomleds) (220 o000
(66)
= By [0t (51)P(s5¢) T]. (67)

In view of this relation, A admits another characterization,
namely

A=3%_~II (68)

Consequently, the fixed point (6*,w*) of the population
dynamics obeys

Ab* — g—l—vﬂ—rw* =0,
A6* — b+ Zw* = 0.

As long as A is invertible, this set of conditions is equivalent
to

Af* = E, and w* = 0.

In order to study the population dynamics, it is useful to
consider two auxiliary parameters

A, =0, — 0",
ét = ’lj)t + i_lﬁﬁt;
here At tracks the convergence of ét to é*, and z; tracks the

size of the residual Aét — b+ Xb;. With these two parameters
in place, the population dynamics satisfy

AT
% |

[ I-aATS 1A —anIIT

—a(I =S ATE A T B3 - ay(I - /X DIL] \lhich

. [ Ay ] . (69)
Zt—1

To analyze this optimization dynamics, for every positive
constant » € (0,1), consider

o Ay
Ty = o
MZt

Ty =PIy,

then @; yields
(70)

14
where W represents the matrix
I-aATS 1A fiafyHT
—xa(I —4E7MATE 1A T-8% —ay(I —~yZIDITT
(71)

It is known that how fast @; converges to 0 is determined by
the spectral norm of ¥, which is characterized in the lemma
below.

Lemma 2. Suppose that
A = )\min(;{—ri_lﬁ),

)\2 = )\min(i)7 )‘E = ||i_1H = 1/)\2

Then as long as the following conditions hold:

/6 Z AE}Ormaxaa (723)
xB 2 a, (72b)
Y (Pmax + VAL Poax) < BAw, (72c)

« x
& + %Ol(l + VAEpmax)AE(meax)z < aAlﬂAw

(72d)

it holds true that
1
P <1- 504)\1.

Therefore, the mapping ¥ is contractive, thus ensuring the
linear convergence of x;, with the proviso that a\; < 2.

B. Finite-sample analysis

Armed with the population analysis, the proof for Theorem
3 is completed if we can make a connection of the finite-
sample performances to that of the population ones.

a) Step 1: a recursive relation: Firstly, we define two
noise variables

v, = (Ay — A)0; — (b, — b) + (I, — ) " w,
n = (A, — A)0; — (b, — b) + (2, — Z)w.
As a result, TDC can be rewritten as
0~t+1 = gt - 04(201 —b+ fyHT'wt) — avy;
Wil = Wi — B(Agt ~b+ Sw;) — Bn;.

Using the same notations as in Section VII-A, we observe that
the following iteration holds true for finite-sample TDC:

Ty = Py — (y,

V¢
= -~ . 73
G { s>(a(l — 27Dy, + Bny) } (73)

Hence,
=1

x=Wlay - WG, (74)

i=0
where Ty = [A[, sz ]". Since the norm of ¥ has been

bounded by Lemma 2, bounding the norm of x; boils down
to bounding the second term of (74). In the following, with
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a slight abuse of notation, for any = (z1,z2) € R?*? with

x1, @2 € RY we will define [|z]|% as
lzlE = Izl + 225
with this definition, it is easy to see that
leellg = | AllE + 5 [lw + BT AA %
Hence, the norms of At, w; and x; can be related by the
inequalities
A5 < lleels;

lwillg < Ll
lzills S Al + wells.
b) Step 2: crude bound for |x||s: We first aim to

establish, via an induction argument, that with probability at
least 1 — 6,

(75)

2dT
log =~ (1|6"[| + 1)

(76)

|zells; < 2/l A0l5; + 8038 pmax

>\
=: éo

holds simulatanesouly for all 0 < ¢t < 7T. To start with,
note that the inequality (76) holds trivially for the base case
with ¢ = 0. Next, suppose that the hypothesis (76) holds for
xo,x1,...,,Ts_1, and we intend to establish it for x; as well.
Towards this end, involking the decomposition (74) and the
triangle inequality yields

t—1
lells < [ @ mol|g + [>T (77)
i=0 =
As for the first term of (77), it is seen that
[®fxo||g < [lzolls = [[Aolls- (78)

When it comes to the second term of (77), the following lemma
comes in handy.

Lemma 3. Fix any quantity R > 0 and, for each 0 < i <
T — 1, define the random vector

Cii= GL{H;}, where H;:= {||:cl||§ < E}
Then, with probability at least 1 — §/T,

(79)

(30)
provided that the stepszzes «, B satisfy the conditions (72) and
that 0 < a < W

Proof. See Section C-D. O

Putting relations (77) and (80) together, we find

(AT
= [[Aoll

E *
o Bl 2185+ Lo+ 1)

=1 - I=],
S Gl < Bl 21685 + LB+ 1
i=0 ) o

15

< Ry
by definition  of EO in (76), provided that
Ml log 2dT6pmaX < c¢ for some constant ¢ > 0 small

enough. Therefore, by induction assumption, one has

P{Ongax il > RO} &1
<
P{O oy il >Ro}
+P{O<r?3§(1 lills < Ro, |||l > Ro}
(t 1)5 t—1
— t—i—17%
= T +P{ Z‘P Gi B
=0 )
18], 247 )
R 04)\1 %ﬂpmax(Hg ||2 + RO +1)
(t—1)35 & 1o
< o _to
STT 7T (82)

This completes our claim at this step.

c) Step 3: refined bound for ||x||s: It turns out that
the upper bound (76) can be tightened by taking into account
the contraction effect of ¥. In what follows, we develop a
strengthened bound. Define

f \/7HA0H):

¢1 log max {

A~ aX 1
T l6* 541 [ Aolls ui:ulogl?dTT #BPmax

|

tseg = 04)\1

(83)

for some sufficiently large constant ¢; > 0, where & is the
condition number of 3. For any integer k£ > 1, we claim that
with probability at least 1 — 0,

+ 2)

(84)

180l
ok—1

24T [~
||:EtH§ S, %ﬁpmax ai/\l log (”0 ”)j +

=: Ry

for any t obeying kﬂeg <t
24T

< T, provided that

o )\1 log #Bpmax < ¢ for some constant ¢ small enough.
he proof of this claim is essentially the same as that of Step
for proving Theorem 1, and we will omit it here. Therefore,
by defining

t/

seg

= (2—1—1 log||9*||2> segs

we can conclude that with probability at least 1 — §, for all
t> t

seg’

(85)

221
Oé)\l

Recall that this bound holds for any » € (0,1) satisfying the
conditions (72). Hence, Theorem 3 follows by taking » =

2T [, =,
ztlls S 2Bomax log (Ha s + 2) (86)
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8Pmax\/ x75%, and

g_ 1 )\1)\2

ﬂ B 58 p?nax(l + )\meax) .

VIII. DISCUSSION

Our primary contribution in this paper is obtaining high-
probability sample complexity bounds for both the TD and
TDC algorithms for policy evaluation in the ~y-discounted
infinite-horizon MDPs. For TD learning with Polyak-Ruppert
averaging, we improve upon existing results in terms of both
the accuracy level ¢ and other problem-related parameters like
the effective horizon 1%, the weighted feature covariance X
and the optimal linear estimator 8*. We have also established
a minimax lower bound and showed that our upper bound
is near-minimax optimal by a factor of ﬁ For TDC with
linear function approximation, we provide the first sample
complexity bound that achieves the optimal dependence on
the error tolerance €, and characterize the exact dependence
on problem-related constants at the same time.

Our analysis leaves open several directions for future
investigation; we close by sampling a few of them. Regarding
TD learning, a natural direction of future work is to close the
ﬁ gap between our upper bound and the minimax lower
bound. Notably, this gap also appears in the bounds of [12]
for least-square TD in general when no restriction of the
variance for the temporal difference residual is imposed. In
terms of TDC, while our result provides a tight control of
the same size 7', the dependence on problem-related constants
can be potentially improved. Moreover, it is noteworthy that
the analysis in this work is based on the assumption of i.i.d.
transition pairs drawn from the stationary distribution; it is of
natural interest to generalize these results to other scenarios
such as Markovian trajectories. Moving beyond linear function
approximation, understanding the sample complexities for
policy evaluation with other function classes is also an
interesting direction.

APPENDIX A
PRELIMINARY FACTS

The following two lemmas consider the basic properties of
important matrices and vectors that would be useful in the
proof of the main theorems in the paper.

Lemma 4. Recall the definitions of ®, D,
and (6), respectively. Then one has

and X in (4), (5)

|ID;®S 3| =1, and |DiPTD;%|=1. (87)

Proof. For notat10nal convenience, let ® := D2<I>Z z and
Pp, = DMP D, ® First of all, it is seen that

] = lleTe|

—\/|=te DD es 4|

=/[[Z =23 =1L

1P, || = \/[[Po, Pp, |

_ \/HD,%PD;UDTDE

_ \/HD# (PD;'PTD,) D, || =1.

To see why the last identity holds, observe that PD 1PTDH
is a stochastic matrix, that is PD; 1PTDM contains
nonnegative elements, and

PD,'P'D,1=1.

similar to

In additon, D} (PD;'PTD,)D;* is

PD;IPTD#. As a result, by the Perron-Frobenious
theorem,

|Dii (PD;'PTD,) D, |

= max I\(DE (PD;'PTD,) D, %)

= max X(PD,'P"D,)| =1,
where \;(B) denotes the i-th eigenvalue of the matrix B. [

Lemma 5. Suppose that ||r||e < 1. For any 0 <~ < 1, the

matrix X defined in (6) and the vector b defined in (12c) obey

NEATE AR = (1) (88a)
NP ARTIATE T - (1 7) (88b)
[Z35(AT)zATIE || s —)72 (88¢)
sz 1z 122H —y)72, (88d)
[=2A1s3|| < ( 1—7)—1, (88e)
[B72@ "Dy < maxe(s) = (), (88f)
= 7Al < 1= G101 = DAuin(®). Y0 <0 < gk
(88g)
=<1 ==, (88h)
== %p|, < 1. (880)

Proof. We shall establish each of these claims separately as
follows.

a) Proof of Eqn. (88a) and (88b): We start with the lower

bound on -2 AT X1 AX 2. To begin with, observe that
Y IAY 2 =%":8 ' D,(1-yP)®% 2
=% 329D, X >
1 1 1 _1 1 1
_VE—EQTDﬁ(DﬁPLh2>Dﬁ¢E_§
=1-7%"Pp, &,
where
&:=Dj®S"% and Pp, =DjPD,’. (89)
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Therefore, any unit vector x (i.e. |||z
satisfies

1) necessarily

2'SFATE A b = B AS g
> ('S tAY i)’
= (1 — yscT:I;TPDM:I;w)z.
Further, Lemma 4 tells us that
2 & Pp, dx| < ||®T Pp,d| < |®||Pp,| =1. ©90)

Putting the preceding two bounds together, we demonstrate
that
2 X TATS A g > (1 — 7)2

for any unit vector «, thus concluding the proof of (88a).
The proof for (88b) follows from an identical argument and
is omitted for brevity.

b) Proof of Eqn. (88c), (88d) and (88e): With the above
bounds in place, we can further obtain
[=2(AT) 'zAIEs |
— ||z raztaTE )|
< ! < !
T i (ZTEARIATEz) T (1)

where Anin (B) denotes the smallest eigenvalue of B, and the
last inequality comes from (88b). This establishes (88c). The
inequality (88d) follows from a similar argument. This also
implies that

1 1 ].
A5 = S(AT)-1 -1y%
[2tammt] = /mban) 1 mast | <
as claimed in (88e).
¢) Proof of Eqn. (88g): Recalling that 3 = @TD#{),

we can arrange terms to derive

A+A"T=2"D,1-yP)®@+® ' (1-vP")D,®

— 2% — X2 {E—hI:TDMP@z—%

+ E—%QTPTDM@J—%}Z%

=
=

{21-+(87Pp, &+ 3P} 3)} ®

1Y

>
=i {21 - 29| @7 Pp, &1} =
2(1-7)%,

Y

where ® and Pp, are defined in (89). Here, the last line
follows since H(IJTPDH@H < 1 — a fact that has already
been shown in (90). In addition, the following identity

AAT =317 (1-4Pp,) 8387 (1-9Pp ) &5
allows us to bound
=2 AATS | = |27 (1-1Pp,) 288" (1-+Pp,) ||
< [[X=Pp, "2 1]

— 1= +Pp, |22
< (1+4|Po.[)I=l < 41=,

where the last line makes use of Lemma 4. This essentially
tells us that
0= 7AATE"7 <431
= AAT < 4Z|=.

Putting the preceding bounds together implies that: for any
0<n< ﬁ one has

0<I-nA)(I-nAT)=TI-nA+AT)+7?AAT
<1=27(1 =) +49%||Z(|
=1-{2n(1 —7) —47*|Z||} =
I-n(l-7)%
= (1 =11 =7 Amin(2) L

thus indicating that
|1 - Al < /11— 1A4) (1 nAT)]|
< \/1 - 77(1 - W)Amin(z)
1
<1- 577(1 - V)Amin(E)'

d) Proof of Egn. (88h): For any unit vector wu, the
assumption max; ||@(s)||2 < 1 guarantees that

1Pul|o < max|@(s) " u| < max||¢(s)ll2]ull2 < 1,

where in the last inequality we have used Cauchy-Schwartz
inequality. Consequently, for any unit vector u, by Holder’s
inequality,

u'® "D, ®u < ||[Pull-1"D,1<1,

thus proving that ||X| < 1. This immediately implies that
=74 > 1/)3 > 1.
e) Proof of Eqn. (881): Finally, we observe that

=], = |27 D D7,
1 1 1
<|[z2e'Di|| | Dir|,
(i) 1
< [|Dirfl, <1
as claimed. Here, (i) follows from Lemma 4 and (ii) holds true

since | Dir||, = /3, u(s)(r() < VS aG) = 1. O

The following lemmas, about the concentration of A\ will
be useful in our analysis.

Lemma 6. Consider any 0 < ¢ < 1, and suppose that T 2,
log (%) Then the vector b defined in (12c) obeys that, with
probability exceeding 1 — 6,

la=t(b-b)|ly
maxges @(s) T X 1(s) d
s \/ ?(1 — )2 log (5)

Proof. See Section C-E.
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Lemma 7. For any 0 < § < 1, it follows that A is invertible
and that

=247 (A - A)s

max ¢(s) T X 1(s) d
S \/ T(1—7)2 log (3)

with probability at least 1 — 0, as long as T >
Co MaX, qb(s)TE_lqb(s)log(%) for some sufficiently large
constant co > 0.

Proof. See Section C-E. O

1/2H

APPENDIX B
PROOF OF THEOREM 2 (MINIMAX LOWER BOUNDS)

This theorem is proved by constructing a set of MDP
instances that are hard to distinguish among each other. Based
on this construction, the estimation error can be lower bounded
via Fano’s inequality, which reduces to control the KL-
divergence between marginal likelihood functions. We start
by constructing a sequence of hard MDP instances.

a) Construction of MDP instances and their properties:
Given the state space S, define a sequence of MDP {M,}
indexed by ¢ € Q C {q.,q_}?"! where for each g, the
transition kernel equals to

Py(s'| )

gs1(s' =)+ \$1| T 1(s' > d) for s <d;
- w1 >d)+ L 0(s' <d) for s>d.
oD

and the reward function equals to r(s) = 1(s > d).
Here, for each ¢ € [d — 1], ¢; is taken to be either ¢ or g_
where

a4 =7+ (1—-7)? —(1—7)%

We further impose the constraint that the number of ¢;’s and
q-’s in q are the same, namely,

g, and _ =7

d—1 d—1
D lge=qs) =) g =q-)=(d—1)/2. (92
s=1 s=1

Here without loss of generality, assume d is an odd number.
With these definitions in place, it can be easily verified that
the stationary distribution for P obeys

1
S for s <d;
2(d—1 )
mw={ ) 93)
m for s Z d.
Moreover, suppose the feature map is taken to be
¢(S) = €snd S Rd,
then one can further verify that
1
6*(d) = V*(s) = (94)

d_l 2(1_ i)2 b
1=7% =i @ s

1—a:
0* (i) = V*(i) = MV*(S), for s > d and i < d.
— 4

95)

From the expressions above, we remark that, the values of ¢
and V*(s) with s > d are fixed for all ¢ € Q which is ensured
by the construction (92).

b) Calculations of several key quantities: Based on the
above constructions, let us compute several key quantities. To
begin with, some direct algebra leads to

d—1

1
&7 _ T, LT
X=o D“'IJ_SE:1 2(d_l)eses +2eded,

as well as
Tw_1 [ 2(d—-1) for s<d;
P(s) I o(s) = { 2 for s>d.
As a consequence, one has

max{¢(s) "B p(s)} < d

Next, we move on to compute HG* HE First notice that for ¢ <

fﬁy with constant ¢; small enough, (1 — )% < ¢1v(1 — %)

and hence, 1 —yg4,1 —yg— < 1 — v, which guarantees that

(96)

V*(s) = 15 that
) d—1 1
16°1s =2 53 + 3 S0 (d) 97
=1

d—
:Ef 1 {7@%)
2d-1) [ 1-g

-5 P ) A )

= — 98
(1—7)? o

V)| + e

c) Application of Fano’s inequality: Armed with the
properties derived above, we are ready to establish the desired
lower bound. First notice that for q,q’ € Q, if at some

i€[d—1], ¢; # ¢, then

) ) 1—gq 1—q;
0* (i) — 0™ (3)| = ~V*(s — !
080 = 0 (0] = v (o) [ -

2e(1—7)°

=~V*(s

V) T T =)

1 oe(l—n)°

> (2 el S
(7)1_ 1=z ~%

where the penultimate inequality follows from V*(s) =< -
Consequently, we can bound [|6* — 0" ||% as

* l* * /* 1
16" — 6 >Z|9 Al 7

s 7 q)-

This relation guarantees that if Zs;l 1(gs # ¢) > (d—

1)/16, one has
6%~

6"y 2 = (99)
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In other words, if we want each 6* to be ¢ apart from each
other, it is sufficient to construct a set Q where every g and
q' are (d—1)/16 apart in Hamming distance. By virtue of the
Gilbert-Varshamov lemma [66], there exists a set Q such that

d—1
1(gs # q.) >—
; (a5 # ) > 1

M :=1|Q|>e¥'®  and (100)

for any ¢,q' € Q obeying q # ¢'.

The Fano method transforms the problem of estimating
0* into an M-ary testing problem among the above MDPs
{Pg1,Pgz ..., Pgu}. More specifically, in view of Fano’s
inequality ([67]), the probability of interest thus satisfies

(H@ 0[5 2 )
1 1 <
>1- log]W(sz_l KL(P

given T' independent sample pairs {(s¢, s})}Z ;. To control
the right hand side, we proceed by computing the KL-
divergence between every P, and Pg. Here P, denotes
the joint distribution of (s,s’) when the transition is made
according to Py(s'|s) (cf. (91)). More specifically, given
s~ g and §'|s ~ Pg(s’|s), one has

Pg(s,s') = pu(s)P ( Is)
(d 1)qs 1(s' =s), for s<d,s <d;
m for s<d,s >d;
1=qy for s>d,s <d;
for s>d,s >d.

LI PL) +log2),  (101)

m
m’
Recognizing the relation between the KL divergence and the
x? divergence, KL(P, || Py/) satisfies
KL(Pq [ Pq’)
< Xz(Pq’ | Pq)

_ (]P’q(S,S/) _Pq’(svs/))Q
B Z Pq(s,s)

s,s’
(Pq(s’ Sl) - PQ' (57 s/))Q

s<d,s’'<d ]P’q(s, s')
by Bl Pyl
s<d,s'>d ‘J(S’S )
+ Z (Pg(s, ") — Pg/(s,8))?
s>d,s'<d PQ(S’ s')
+ Z (Pg(s, ") — Pgi(s,s))?
s>d,s’>d P‘I(S’ s')
1 (e
—2d-1) g
s ! (1= g.) = (1= g0)
i 2(d—1)(S—d+1) 1—gq,
1 1—qy)—(1—q,)?

19
d—1 2192
<3 1 [2e(1 —9)7]
pt 2(d—1) 1—7v
1 [2e(1— )%
2
s<d 2(d - 1) -7
1 2e(1 —~)?]?
o DU LIS
s'<d v
=e?(1—7)°.
As a result, we have
KL(PE | PY) S &%(1—9)°T. (102)

Substituting the above relation into (101) gives

p(l6 - 0%l 2 )zl_ﬁ(cgm

To prove Theorem 2, it is enough to take the above together
with relations (96) and (98).

— )3T + log 2).

APPENDIX C
PROOFS OF AUXILIARY LEMMAS AND CLAIMS

A. Proof of Lemma 1

Here and throughout, we denote by E;[-] the expectation
conditioned on the probability space generated by the samples
{(sj, %)} <i (more formally, IE;[-] represents the expectation
conditioned on the filtration F; — the o-algebra generated by
{(s, %)} j<i)- It is then easy to check that {(I—nA)'~"~'&;}
forms a martingale difference sequence, which motivates us to
apply matrix Freedman’s inequality.

To this end, one needs to upper bound the following two
quantities

W= S B [[[SY20-nA) g 1|, and

i=l

_ 1/2 t—i—1
Bi= max [SV2I—nA)" I, (103)
which we accomplish in the sequel. For notational
convenience, we set
1 t—u—1
= (1= 500 =) a0

a) Control of W: Direct calculations yield

W= Y Ea[6 - nAT) B A- )T e (M)
i=l

u
< S a-pAT - Ea -
i=l

Ei1 [|&1150{Hs}]
@) u 1 2t—2i—2
< S0l (1= 5= )n(®))
=l
2 max {1 [[(A; - 4)0,|31{H,)]

+Ei 1 [lIbi — bH%]}
@ 4z N
— Y In X
N 7’](1 - V)Amin(z) i:1<i<u

nA)t—i—l H

{Balica - )03 (]
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+Eq [|Ib: - bl3] }, (105)

where (i) follows from the property (88g) (together with
the assumption n < (1 — +)/(4]/X]|)) and the elementary
inequality ||a + b||3 < 2||al|3 + 2||b||3, and (ii) uses the

elementary upper bound for the sum of geometric series as
well as the definition (104) of «.

We then turn attention to E; i [[[(A; — A)6;|31{H,}]
and E;_1[||b; — b||3]. First, given that E;_,[A,0,1{;}] =
AQ;1{H;}, one can derive

Ei 1 [[I(Ai — A)0:|31{H;}]
< Ei1 [[|Ai6i|31{H;}]
=E;_1[0] (¢(s) - 7¢(5"))¢ si) "
B(s0) ($(s1) —19(sh) 01 {H,)]
< max [|p(s)]3 - Ei- 1[0T< (s1) = 7(s1)
(¢s0) —v9(s1)) ' 0L {H,}]
22m§\XH¢(S)H§<Ei4 (6" d(s:)p(s:) " OM{H,}]
+ i1 0] (s (s TO:1{M,}] )
= 2max || ¢(s)|13 (Ei-1 [6] 20,1 )]
+ 7R 1 (0] 20,1{H:)])
410,131 {H:} < 4(16% 1= + | Aills) “1{H:}
4(16* (s + R),

where (i) relies on the elementary inequality (a+b)(a+b)" <
2aa’ + 2bb', (ii) follows from the definition (6) of 3 and
the fact that s;,s, ~ p in this case, (iii) holds due to the
assumption max; ||@(s)||2 < 1, and the last inequality results
from the definition (50) of the event H;. Similarly, one can
derive

E;1[[|b: —

g
< (106)

bl3] < Ei_1[lIbsll3] = Ei1 [l @(si)r(ss)l3] <1
(107)

where the last inequality holds since max; ||¢(s)||2 < 1 and
max, |r(s)| < 1. Substitution into (105) yields

4k
W< —" _02[4(]6%|s + R)? + 1} — Wiy, (108)
o {a0els + Ry
b) Control of B: By definition of B, one can write
B= 22 (I—nA) || 1{H;
zgggxul\ (I nA) ]|

= max ||Z3(1-nA)' T TIRIRTEE |, 1{H,)

wl<i<u
<) max 1-nA]™7 - max |5 he]|, 0}
<a|\2\|1%§“{||2 (A; — A)8,]|,1{H,}
= E @ - v, ) (109)

where the last step results from (88g) (with the restriction that
< (1 —~)/(4]|%]])) and the definition (104) of . It then
suffices to control the two terms on the right-hand side of

20

(109). To begin with, we have
|24 4 - a0,
<=2 A - Az |6
< (Im7 Az H + 57 AT H)) (107]s + [ Adls).

Recall from  (146) that [Z A2 z| <
2max, |[21/2¢(s)||2, and similarly [|[E-zAX"z| <
2max, |X~/2¢(s)||3. We then have

=75 (4 - A6,

< 4max {p(s) ()} ([07]= + [Aillz).  (110)

Regarding the second term of (109), direct calculations give
_1
=72 (b — b)|I3
< 2YIS7Ebi5 + 2||z*%b||§
=25 490 |\2+2usz&w[¢< (s
< 4max{qb |2

< 4m;ax {gb(s)TE_

s

¢(s) } max|r(s)
'(s)}-
Substituting the preceding two bounds into (109), we arrive at
5)} max (671 + | Aills)
LA + | fmax{(s) TS 0(s)))
"(s)} (10° = + R)

+ \fmax{g(s)TET(s)} )

< 40|35 max {@(s) "= (s)} (16°]1x + B+ 1)

< a1 (1% |2 + R+ 1)
= 4ka (0|5 + R+ 1) = Buax.

(111)

B < 4a|Z| (max{qb(s)TE_l

< 4o 2| (max {(s) 5"

(112)

Here, the
max || ¢(s)]|2

holds since max, {$(s)

last line follows from the assumption
< 1, while the second to last inequality
TS 1g(s)} > 1 (cf. (148)).

c) Invoking matrix Freedman’s inequality: Equipped
with the above bounds (108) and (112), we are ready to apply
Freedman’s inequality [68, Corollary 1.3] (or a version in [19,
Section A]), which asserts that

t—1
| a-nay-g]
> (1-n4) i

2dT 2dT
< 2 Wmax IOg 5 + Bmax log 5

4K
_— {2\/77(17){4(”0 s + R)2 +

6 2dT

s

1

< 16(1 — 517(1 ) Amin ()41
d

klog 25T

(160*ls + R+ 1) ﬁ

(113)
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holds with probability at least 1 — /7T, provided that 0 <
n < W Here in the last line, we identify «

5
with (1 — £7(1 = 7)Amin (X)) 7%, The proof is completed

by observing that any 0 < n < % satisfies the two

requirements 0 < 7 < W and n < (1—7)/(4/|=]])

(given that ||X|| < 1 according to (88h)).

B. Proof of the inequalities (64a) and (64c)

a) Proof of the inequality (64a): Combining the triangle
inequality with the definition (63) ensures that

[EVRRENI

< AT Aol + [ ATI X = 1A) T Agfls

= |Z2ATISIRTINIA |,
+HZFATIRID (- pA) TIE IR A,
<[zrar=i = Aol

S R i R DR S Z Uy VY 8

. T+1
< 1=~ {1+ (1 - %n(l —V)Aman(E)) }HAOHE

L—n
2||E
<
- 1-
as clalmed. Here, the second to last step follows from (88e)
and (88g), provided that n < (1 —~)/(4[|X])).
b) Proof of the inequality (64c): Again, the triangle
inequality together with the definition (63) yields

N A0

IS ae
S ae
<[a TZ(A A)0

—I—HZA

leaving us with three terms to handle. Here in the second line,
we substitute in the definition of &; (45).

o The second term of (115) can be bounded by Lemma 6,
which asserts that

1 T—1
—1
S A,

maxg ¢(s) T X 1(s) d

1H
| Aoll= (114)

—nA)T ZEZ

+HZA
+HA 1Zb —bH

. (115)

—nA)Tg

holds with probability at least 1—4, as long as T' 2 log %.
o For the third term of (115), invoking the property (88e)
again yields

T-1
| > AT A

21

1

T-1
= [ztasie Y mta—ga |
=0

T-1
1AL |12 - (T — T—ig.
<[mias!] =) st aa e,

IIE 1IIH Z AT ZSZ

Repeating the same analysis as in Step 3 to see that

(117)

T-1 e . IOg 2dT
|- naye| < oo+ Tty
(118)

with probability at least 1 — §. Substitution into (117)
leads to

| Y ara—naye|

klog 24 5

n(l—~)%
It then boils down to bounding the first term of (115). In
light of (60), we decompose it as follows

<16(2(6* = +3)||=7"| (119)

HszlzéAl(A- — A8,
T « ! “ll2

tseg

<H—ZEA L(A; — A)O;

o 5 s anl,

1 =lseg

(120)

Bounding these terms requires the following lemma,
whose proof is deferred to Section C-F.

Lemma 8. Fix any R > 0 and define a collection of
auxiliary random vectors for 0 <1 <T —1

0, =0, 1{H;}, H;={||Ai= <R}, (121)

Then for any indices (I, u,t) obeying 0 <l <u <T -1,
one has with probability at least 1 — § that

]

16(||0*||2+R) maxs(b(s)TE—lgb(s)log%d
1—7 u—1[1+1

(122)
provided that
dmax, ¢(s) "I ¢p(s) log 2

9

Apply Lemma 8 with R = Ro,l =0 and u = t,,, — 1 to
obtain with probability of at least 1 — ¢ that

u—1014+12>

seg

ZEA (A;i — A)B;

seg
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’

tee—1
1 O il gt
> TEATNA - A)8a{|A < Ro}

‘ seg ;0
< 16(]|6*||s: + Ro) \/maxs P(s)TE1(s) log 22
- ]. — ’y t/ )

seg

4|7 log 2¢
as long as il > % >

1
Amax, §(s) T 2 (0) 105 % 2. Here, the identity holds

since ||A1||2 < Ry for i < ti, — 1 with probability
of at least 1 — §. Similarly, invoke Lemma 8 with

R= 32\/%(”0*”2 +2), =t andu=T-1
to obtain with probability of at least 1 — ¢ that

ZEA (A, — A)b;

7=+

g ;
16(]10* |5 + 32/ 285 (1|6 | + 2))
< —
max; ¢(s)T X ~1¢(s) log %
T — il
_ 16(15]0" 5 +2) \/maxsqb(s)Tz—lqs(s)logzgi
- 1—7 T—tgeg

2d
provided that T' — ¢! > Amaxs ¢(s)7 2 [9(s)log

seg
the last inequality arises from the relatlon

nk log =5~ 241 N
324 ﬁ(“a = +2) <0.50s +2,

which is an immediate consequence of the assumption

nk log % . .
that IS sufficiently small. Therefore,

. Here,

22

+ 0 f%a'yHT
—ka(l =4SN ATETA —ay(I — 42D’

Then the triangle inequality together with the properties of the
operator norm tells us that

1% < max{|[I - aATE A, [T - B} + ||%0WHT||
+ koI =A=' ATETLA| + [lay(I — ST
Note that by definition of A\, and A, we find
[T—aATSTA| <1—alg,
1T = BE] <1— By
In addition, some direct algebra suggests
B
K
k(I — v ) AT A
< k(1 4+ YA Pmax) As (2pmax)?,
lay(I = yE="IITT|| < a(pmax + A2 hax)-

In summary, as long as

< Q7Y Pmax
- K

ayII’

)

and

O"}/(pmax + ’Y)‘Epfnax) < ﬁAwa
« max
& + HOé(l + ’YAmeax))\Z(2pmax)2 < a)\eﬁ)‘wa

one has 1
||| <1- 5oz)\g.

D. Proof of Lemma 3

Using the same notation of E;_; as in Section C-A,

we observe that {'Ilt*i’lgi} forms a martingale difference

H T Z %A A — A)b; sequence. Furthermore, define
t—1
_ 32(10*1 + /5 Ro + 1) \/maxs $(5)TS () log % W= > oy [[[W ¢ 51 {H )], and
- 1—7 T =0
123 . t—i—1 77
(123 B: izorgr%%}t(—l H‘I’ Gl {HZ}HE (124)

Combining the preceding bounds (116), (119) and (123) with
(115), we reach the conclusion that with probability of at least
1—-9,

T-1 — 2d
(t) — max, ¢(s) "% 1¢)(S)10g7
354~ {\/ (1 -7
2! log 4C
= n’zlof;)g}(w*nwl),

as long as T' > t( .|| Agl|3;, where we use the definition (47)
of Ry. It thus establishes the inequality (64c).

C. Proof of Lemma 2
We first decompose ¥ into
I-aATS'A 0

U= N
0 I-8%

In order to bound W and B , we will firstly need to bound the
norm of ¢;, as is shown in the following paragraph.

a) Controlling the norm of ;- We firstly observe that
since ||@d(s)]l2 <1 and r(s) <1 for all s € S, with similar
logic as (106), (107), (110) and (111), the following bounds
hold true:

o For any F;_;-measurable 0 € R?, the norm of (A —
A)6; is bounded by

B (A - D) < 40he (18712 + 1AZ), and
(125)

Jo - 24,

< dpuaemax { ()£ 6(5) } (1015 + 1Al ) :
(126)
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o For any F;_;-measurable z; € R4, the norm of (I1; —
IT) " 2; is bounded by

2
B [0 -7 2| < p2ullzll, and (27)
2

HEJ—W (I — 1) 2
2

< 2pmux max { B(5)Z7(s) } 121l 5

(128)

o For any F;_;-measurable z; € R9, the norm of (f]Z —
3})z; is bounded by
(129)

. - 2
Eir |[(5i-%) 2|, < =i, and

|&2 (5-5) 2,

(130)
« The norm of b; — b is bounded by

- 2
Ei1 ’ b, — bH < pr2nax7 and
2

(131)

[£772 (B~ 8)|| < 4630 masx {6(5)55)}.
(132)

Therefore, by triangle inequality, the norm of v; can be
bounded by

) o
Eio1 [Vill} S P | (16715 + 1AGIE) + 142 wilG]

(133)
and
)
S s max {9(5)3 0l } | (165 + 144]5) +
wls+1; a3

similarly, the norm of 7); can be bounded by
2 ~* e
Eio [m:l13 S o [ (1671 + 181 ) +1] + llwill,
(135)

and (136)

|57, < max {@(5)2 7" 0(s) |

Lo [(18°115 + 134l5) +1] + ool }
(137)

By combining (133) and (135) with the definition of ; (73),
we obtain the following bound:

Ei—1ll¢il3
S &PEia||vi]l3 4 52| T — v ST |PEi Jvill3
+ 5 BEi_1 |3
S a2 (1 + %2(1 + P)»‘Epmax)2) . p1211ax
n* 112 N 12 2 2
[4 (1971 + 1 AuZ ) + 1+ 22|will]

5287 { e | (1671 + 1A ) +1] + lwill |

, = 2max {qb(s)i*lqs(s)} 2|55

23

~ 1
S 5B Plaax <0 ||§+%2a:i§+1), (138)

and
=72,
< ol S 2ui s + a1 — SIS 20
+08 [
S (L4 (1 + YAspimax)) - Prmax max {¢(S)§’1¢(8)}
[2(18°1s + 1Ails ) +llwills + 1]
+ 548 - max { ¢(s)= " (s) }
A pmae [(167115 + 1A0ll) + 1] + il }
< s {0560} (105 + Sl +1)
(139)

b) Control of W and B: With the norm of ¢; bounded,
we can apply similar techniques as in equations (105), (108),
(109) and (112) of Section C-A to construct the following
bound for W:

t—1
W< ISI Y 1% B (IG5 {7 }]
=0
_ t—1 1
SIS = Garg 2
=0
2B e (216 5 + 2R +1)7
11 o2 2 qGvie o Lia 1y
<= 0%||g + —R+1 140
~ Oé)\9% 6 pmax(” HE+ %R+ ) ) ( )

and the following bound for B:

B<|Z| Hfl’l/QCﬂl{Hi}

max
i:0<i<t—1

.
S 15l 548pmax max { &(s) 5 ¢ (s) } (|16%]|2 + F +1)
—: B (141)

c¢) Invoking the matrix Freedman’s inequality: With w
and B bounded, we again invoke the matrix Freedman’s
inequality [68, Corollary 1.3] to assert that

t—1
Zq,t—i—lg-i
=0 2
—~ 2dT 4 ~ 2dT
<2 max1 o 7Bmax1 e
<24 W, og 5 +3 og 5
I, 24T ~ 1~
<A/ log T 5Bpmax (|07 || + =R + 1 142
S\ oy log 5B (0% + SR +1) (142)

holds with probability at least 1 —§ /T, proveded that 0 < o <
1

PYRSSIDIRCEES S

E. Proof of Lemma 6 and Lemma 7
a) Proof of Lemma 7: controlling ||§]%A’1 (A —
A) ¥ |l: We intend to invoke the matrix Bernstein inequality
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to establish the advertised bound [69]. Note that Here, the second to last bound follows from the elementary
inequality (a—b)(a—b)" < 2aa’ +2bb" and the assumption

E%Afl(A % — Z SIA (A-A)xT -3, ~v < 1, whereas the last line makes use of the facts s, ~
i, s; ~ p and the definition (6) of X. It then boils down
=% (143) to upper bounding max, {¢(s) T (A7) A" 1¢(s)}, which
can be accomplished as follows
In order to control it, we need to first control the following T AT 4
two quantities: @(s) (A1) ZA™ ¢(s)
T o TR oo LA G on
vmmpx (s ([B (2,271 | [E[ZZ][}} wa = 6O)TSHBHADTEATS R e0)
B := max | Zy]. <[= (s[5 - B (AT) 'mATE
_ max, ()T ()
Step 1: controlling HE [ZtZtT] H Towards this, we first B (1—9)?
make the observation that Here, the last line arises from Lemma 5. Putting the above
E [ Z, Ztr] bounds together yields
1. _ T — 1 4 s Tzfl
—E [zéA H(A-A)= ' (A—-4,) (A7) 125} E([z] 2] < = {’i(s_)w ) (as)
<E[TiAAZTIA] (A7) 5]
B 1 T a1 Step 3: controlling || Z¢||. Our starting point is the following
Cemn S/FZP(.|S) [22A ¢<8)(¢(S) — e )) = triangle inequality
— i . _1
(6(5) ~ 70())Bls) (A7) ' 52 121 = |52 A7 (A - 4)2~F
T <|ZFAtAzE 4 DAt AR
< max{ (6(s) ~10() 7 (B(x) ~ 16() ) <[EamamT 4 =Ra s
1 < mtamsl miam) 1
E [mta? T(aT) 'zl 1
B, [Bra 00T (4T) ! < —|=ras+,
— _ -
< max {2¢(s) ' 1o (s) + 272 (s) T Lep(s’
T s, { ¢(s) () 7 & )} where the last inequality follows from Lemma 5. In addition,
. {E%A’lﬁ(AT)_lzé} we see that
Ty-1 ¥ 24,8 < max ¥ T2
< 4maxg ¢(s) 22] qb(s)L (144) H 23 H || é(s H
(1-7) +’ymax||2 2¢ s)¢(s)T275H
where the second line holds since E[(M — E[M])(M —
EM])T] = E[MMT'] for any random matrix M, the <2maxHE 2¢(s HQ (146)

second to last inequality holds since (a — b) TS 7' (a — b) <

Thi bined with th ding bounds yield
2a"¥7'a + 2b"X71b, and the last inequality comes from 15 combined with fhe preceding bounds ylelds

the assumption v < 1 and Lemma 5. 12| < 2 max; |2~ z¢ H2
Step 2: controlling HE [ZtT Zt} H Similarly, one can obtain e 1-
4 -3
E [z 7] < ‘1’ — ¢ IF
=K {E_%(A—At)T(AT)—le—l(A—At)Z_%} B 4maX5 ¢(S)TE_1¢(S) (147)
<E[27%4] (A7) 544,578 1—~
{ L ( ) ) B . Here, the inequality follows since
— E[SF (¢(s0) — 100(s})) bls0) (A7) BA
(6000 (6" i] max|[ 2160532 E [99) 57600
d(s)(P(st) —vp(sy)) X2 o
t = E [tr(S7p()¢(s)")]
< max { () (A1) ' ZA g(s) | o
s =tr(Iy) =d > 1. (148)

27 (¢(s1) — 19(s1) (8(51) — 7(s7) 73]

< T AT _12A_1
= ma X{d)(s) (4%) ¢(S)} above bounds in mind, we are ready to apply the matrix
9F {E_% ((s0)0b( s)) 7 + p(s))p(s) )T)E—%} Bernstein inequality [69] to obtain that: with probability at

least 1 — § one has
< 4max {qb(s)T(AT)*lEA*l(b(s)}I.

Step 4: invoking the matrix Bernstein inequality. With the

=27t (A-A)=3|
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1 T-1 d
<\ S max {[E[2.27] | [E 2/ 2] |} 10s (%)
t=0
| max HZTtH 10%(%).
() [max, ¢(S)T271¢(5) d
g
max, ¢(s) TS 1e(s) 1og(%)
T(1—7)
(i) [max, @(s) X 1p(s) d
B \/ T—7 % (5): (14

Here, (i) results from the bounds (144), (145) and (147), while
(ii) holds as long as 7' 2 max, ¢(s) TS~ 1¢(s) log (£).

Co maxXg $) T 1gp(s) lo 4
T > 2 s @( )(122)247( )1 g((g) for some

constant co large enough, then one has ||E 2A” (A —
A\) H < 1. Suppose that A is not invertible. Given that A
and X are both invertible, this means that one can find a unit
vectors u obeying A~ AX "2y = 0, which in turn implies

In addition,

uTE%Afl(A—ﬁ)E*%u
= uTE%A_lAE_%u — uTE%A_lﬁE_Eu
=1-0=1

and hence contradicts the condition HZ 2 A (A —
A) "|| < 1. As a result, we conclude that A is
invertible as long as || £z A" (A - A)s3 3| < 1.

b) Proof of Lemma 6: controlling HA‘1 (3—
of all, it is seen that

A~ (b- sz*HTZE A7 (b0) *H*

b) Hz : First

where we define the vector z; ;= X2 A1 (b; —b). Therefore,
we need to look at the properties of z;. Towards this end, we
observe that

B 2] =5 [(b - ) (a7) !

<E[o] (A7) 'zA” 1bt]

(b - b)]

< {I?eag( Ir(s)|? }]E [qb(st)T(AT)_le_lﬁb(St)}

-1

SA™ 1¢(st)}
:E[cb(smz iDH(AT) ' BA R dg(s)]

< {max |2 o2} - [2H(4) "mA 5|
(iii) 1
< g uslE el

where (i) holds since b; = ¢(s¢)r(s:), (i) follows from the
assumption max;, |r(s)| < 1, and (iii) arises from Lemma 5.
Additionally,

+[[zrats],

e |2, < e[ 54 4710

25

(iv)

< 2rnax||2 2 A p(s)r ||2

v)

< 2max||§3 2AT 1 p(s) H2

<2|ziaizi ma |27 2(s)|,

2

<ﬁr§1€a§<HE 20()]l,.
where (iv) holds since by = ¢(s¢)r(s¢) and
b = E,..[¢(s)r(s)], (v) comes from the assumption

maxg |r(s)] < 1, and the last line is due to Lemma 5.
Consequently, the matrix Bernstein inequality [69] yields

|a=(®-b)]l;

gl

|72,
t=1

1 o dy 1 d
= Z B[] 2] log (5 ) + 7 maux ||, log (5 )

) maxsesnz o, [T

maxgegHE 2(]5 ||2 1 d
'fk’g(*)

vmaxsesHE 2¢(s H /

with probability at least 1 — 6, as long as T' > log ().

N

(150)

F. Proof of Lemma 8

Recall from the proof of Lemma 1 that E;[] represents the
expectation conditioned on the probability space generated
by the samples {(s;,s)}j<i. It is easy to check that
{22 A-1(A,—A)6} forms a martingale difference sequence,
and we seek to bound Hu%lﬂ Y ZIAT(A - A, )
via matrix Freedman’s inequality. The key is to control the
following quantities (here, we abuse notation whenever it is
clear from context):

e [l e ]

B:= max |Z2A71(A; - A)6],.

wl<i<u

(151)

a) Control of B: To begin with, observe that

B= max [E/2A7HA; - )65
4max, ¢d(s) T Lp(s) *
< e 0) B 00D e 10% 3+ 1) 17}
Ty —1
< 2% $) 206 (1615 1 B) = B

where the second to last inequality comes from (147) and the
triangle inequality, and the last line is due to the definition of

H;.
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b) Control of W: Moreover, one can derive

W SB[ (4, - A)m s g ]
i=l

=3 OTE R[22 (4, - A)T(AT) A
=
(A; - A)x~1/2] 512,
“ . 4max, ¢(S)T271¢(5)
2 (1—7)2
4 s TE* *
_ dmax ﬁ(i)7)2 o(s) Z (16%]s + I\Ai||2)2]1{7-[i}
1=l
_ 4w+ D) max, ¢(s) =7 (s)
= (1—7)2
= Wmax7

<

=426,
=l
u

(l6*]s + R)

where the first inequality arises from (145), and the last
inequality makes use of the definition of H,.

With the above bounds in place, we can apply Freedman’s
inequality [68, Corollary 1.3] for matrix martingales to
demonstrate that

1 = 141 /
Hu—l—i—liz_;EZA (Ai — 4)6; 2

2 2d 4 2d
Su—ix1V R T B | g5

- 8(||0*||2 +R) \/maxS d(s)TE1e(s) log%d

1—7 u—1Il+1
16max, ¢(s) " B~ (s) log 24
31—y (u—1+1)
- 16(H0*||g + R) max; ¢(s) T X~1¢(s) log %
- 1—7 u—1+1

with probability at least 1 — §, as long as v — [ + 1 >
4max; ¢(s) T =" 1p(s) log %;—d
5 .

(I6*]s + R)

APPENDIX D
COMPARISONS WITH PREVIOUS WORKS

A. Comparisons with [21]

[21] bounded the expectation of TD estimation error E |61 —
0*||2 with Markov samples by an iterative relation. For fair
comparisons, we apply their ideas to bounding the error in
3 -norm with independent samples.

a) Iterative relation on E||A;||%: Recall from the TD

update rule (14) that

App1 = Ay — (A0 — by)

= (I — ntAt)At — nt(AtB* — bt)

Therefore, the 3-norm of A;; can be expressed as
1A% = A% — 20(A, AiA) s + 07 | AA 3

— 21 (A, A0* —by)s + 277t2<AtAta A0" —by)s

+ 17| A0* — b3

26

Notice that by definition,
E:(Ay, A0 — by)ss = (A, AB* —b) =0,
and that a basic property of inner product yields
2(Ai A, A0" —bi)s < | AAE + (| A0" — byl

Therefore, we can apply the law of total expectations to obtain
the following iterative relation:

E|Ai % =E|A]% - 2nE[A] (ATS + SA4)A]
I
+ 207 E| A A5 + 207 E[ A0 — by[3;. (152)

I I3

We now turn to bounding [;, I» and I3 in order.

b) Bounding I : In order to lower bound /7 as a function
of ||A¢]|%, we firstly express it as

A/ (ATE +32A)A,
= AS2E 12 (ATE £ AR TIBY2A,
> ||El/2AtH§)\min (2—1/2AT21/2 n 21/2AZ_1/2)
= 1A i (E—WATEW n 21/2A2‘1/2) .
Recall from (88e) that
[SrAIsE < (1-)7
so the minimal eigenvalue of X~1/2ATX1/2 4 B1/2A¥%-1/2
is lower bounded by
Auin <271/2AT21/2 I 21/2A271/2)
> Ain(E) - [min (S2ATS ) 49 (5724571
2Amin (2
This directly implies that I; is lower bounded by
I 2 201 = ) Ain (Z)E[| A 3

2Amin (Z)(1 — 7).

(153)

¢) Bounding I5: We aim to upper bound I5 as a function
of n? and ||A;||%, so that when 7, is sufficiently small, I is
negligible compared to I;. Specifically, for any A; generated
by (11a) and any A; € R%, we observe
|AA L = A AZAA,
< lAdZIAIPIZI < 4=l A3
< AIZNIZTHIZE2 A3 = 46] Az,
where we recall s as the condition number of . Therefore,
as long as

(1 =) Amin(X)
4K ’

it can be guaranteed that 1o < %I 1.

<

d) Bounding I3: In order to compare with our result
(Theorem 1 and Corollary 1), we aim to bound I3 as a function
of ||0*||s. Towards this end, we firstly notice that

A0 — by = P(s1) (1) 0" — 1 (s0)d(s;) 0" — r(s0)(st)-
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bt”%} by
bels < SE lp(s)(s) T 6" 1%
+3 ! Ta* 2
o ,P(HH¢() CORCA !
+3 E [Ir(s)p(5) 3

where the three terms on the right-hand-side can be bounded
respectively by

E le(s)e(s) 0" 5

= E [0 () (6(s) Z0(s)) $(s) 0]
E [0 ()| Sl o(s)"6]
[Sl6*" E [o(s)b(s) 6"

= [=l6° 6" = ||31[16” %;

Therefore, we can upper bound E||A;0* —
E|A.0" —

IN

lle(s)e(s o(s') 1 0%5;
P ()
= B [0 86 (2(9)Se(5)) () T6"]
* 1 / AT s
: s~u,s']EP(-|s) (6" o(s")[Z]lep(s') ' 6]
NH[¢($’)¢(5’)T]9*
= I=lo"T =6 = =63

and B [[r(s)¢(s) 5 < maxr®(s)o(s) 212 < 1.

Consequently, I3 can be upper bounded by

Is < 6n7 ||| (21073 + 1) - (154)

e) Bounding E|Ar||%: By combining (152), (153) and
(154) and recalling that I < %11 when 7, is sufficiently small,
we obtain

E[[Ar]% < (1= (1= 7)Aain(Z)0)E A5
+ 607 |2 (2]67)1% +1) - (155)

Therefore, for constant stepsizes ng =n1 = ...
is easy to verify by induction that
E|Ar[E < (1= (1= 7)Amin(Z)n) (| Aoll3:
6n[ =]l (2116"]% +1)
(1 =) Amin (%)
Hence, in order to guarantee E||Ar|% < €2,
take

it suffices to

ASI(0°1% +1) _
(1 =) Amin(%)
exp (—(1 = 1) Amin(Z)0T) | Aolf3: < €
This implies the following upper bound for the sample
complexity:

and

A0 E+1) 1 1

T = T 5 log —. (156)

27
with the proviso that we take the stepsize n =< ‘17:1/”% and
that T 2 [ 521 — )~
B. Comparisons with [9]
Theorem 2(c) in [9] shows that with decaying stepsizes 1, =
)\iﬂ where
2[|x1t 16/t
g 2= 6= s,
(1—=9) (1-7)
the expected ¢ norm of TD estimation error is bounded by
v
E||6r — 0 158
07— 6713 < - (158)
where
8a2%(|X72| 16[|6* 3=
o max{ 7572 16]0° 31~ } 159)
(1—=7) (1—=7)

¢ Suppose the maximum is attained at the second term for
v and T' is sufficiently large, (158) is simplified as

16]|6*[I3[1= "

(1 =7)T
In order for E||67 — 0*||% < &2
et _ 166" [3=""]

E|6r — 63 <

, it suffices to take

> > E|6r — 673,
1%l (1—7)°T ’
which implies the following sample complexity:
7~ IZIE10]13
(1)

o Suppose that the first term on the right hand side of
expression (159) is larger, (158) can be simplified as

|67 — %2 < o=
~(1=9)?T
Then similarly, the sample complexity is
=210
(1 —7)%e?
where 02 = E||A:0* — b||3.
In the worst-case scenario, it satisfies o2 = [|0*||% + 1.

Therefore, the sample complexity implied by Theorem 2(c)
of [9] scales as

T =

RIS (1075 + 1) 1
T = —- 160
Ty 2 ev

C. Comparison with [63] and [64]

[63] studied a more general problem of linear approximation
for fixed point equations in Hilbert spaces, and considered its
application to TD learning with linear function approximation
and ¢.7.d. samples. A similar result was reached by [64] in
their Theorem 2 and Theorem 3. While these works explored
both the approximation error, which measures the difference
between ®0* and V* under our notation, and the statistical
error, which measures the convergence of 01 to 0*, it is the
latter that is directly comparable to our results. Therefore, we
hereby provide a comparison between the statistical error term
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in their Corollary 5 and the sample complexity result of ours as
shown in Theorem 1. Translated to our notation, [63] proved
that with a sufficiently large sample size 1" and a stepsize of
n =< ﬁ, the estimation error of the averaged TD learning
algorithm satisfies

28

b) Comparison to our results: In the following, we show
that the upper bound (162) can be directly deducted from our
proof of Theorem 1. Specifically, our analysis in (62), (115)
and (117) reveals that ||@r — 6*||% is bounded by

2
BV (5) — Vo ()] 67— 6% < Z A7H(A - A,
= |or — 6*||s ,
< T M) (S ST M)T]L a6 -0 +o(7).
X

in which M, ¥ and X, are defined as

) ) Taking expectations on both sides and applying the martingale
M = VziiESNM,s’NPHS) [¢(5)¢(SI)T}27§a

property, we obtain

3= Covswmsbp(.‘st)[2’%At9*], and E|6r — 9*H22
3 = Cov,,u[S 7 by. { T-1
< LS R A A S B A - w)
=0 =0
| Tl T—1

a) Translation into our notation: We firstly translate the
upper bound (161) into our notation. By definition,

. 2
2ZE||A A Ae”z TzzEHA bib“z

1
Bl [6(5)0(s) ] = @7 D, P®. + = S E[A (A AAL
i=0
Therefore, the term I — M can be expressed as 1 ' B e 1 . )
Claal 1T 1 = TEHA YA - A)0" |3 + TEHA (b: — b)||x
I-M=%"2%¥"2—-v%"2®& D, P®X 2 _—
—y—3 [T T -1 1 _ 2
=X j (@' D,®—® D“113<I>}2 12 1 +EZEHA YA - A)A .
=229 'D,(I-yP)®X : =X zA¥N 2. =0

Notice here that the first two terms are exactly the same as the
right-hand-side of (162). Hence, it now boils down to showing
that

Furthermore, the terms ¥; and X, can be expressed in our
notation as

1

3 = 2(JOV Seropt, sl ~P(: |st)[At9 ]E 2
ZE_EEU(At—A)O*][( )01 372,

T-1

1 _ 2 1
7 L ElAT (- Al =0 <T> .

Towards this end, we firstly observe that

(163)

and

3, = B 2Cov,,u[b]E 2 | T 1 )
— E||A™(A; — A)A,;
= 2B (b - )b~ b)TIE D, 7 2 E[AT A - A
For simplicity, we will omit the subscript s; ~ p, s} ~ P(- | ||2H |3~ 1H2

ZEIIAZHE

For the expectation of ||A;||%;, we again apply the iterative
relation deducted in (155) and obtain

EAiS < (1= (1= %) Amin(Z)0)' | Aol5;
6nl| || (2]6*[15%: + 1)
(1 =7)Amin (%)
Summing from 7 = 0 through 7 =T — 1 yields

T-1 1
ElAill} € =
> EIA < =

s¢) in the following. Combining these terms, the upper bound

2T2
in (161) can be expressed as

ST [ - M)
B %Tr[ (E%AAZ%) EiéE[KAt — A)0*][(A; — A)0*]T
+ (br = b) (b — b)T}E_% <E%A—TE%) }

- %Tr [E%A*E (A, — A)0*][(A;, — A)6*]T] A*TE%]

MBL+ ) - M)

1 Lo -Tys
+ T [ZEATE (b~ b)(b, —b)T] ATTE 14|15

1 1 2 , 1 1 2 Aumin (33)7
J— - * —
= 7E[AT (A — A)07 (|5 + ZE[AT (b — b)lx 6nT|S| (200%]% + 1)
So in summary, [63] bounds the estimation error by (1 =) Amin(Z)
167 — 6%
1 1
S FEIATH (A - )05 + ZE|AT (b - b)[l3. (162)
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By setting 7 =< T~1/2

implies

as suggested by [63], this immediately

T1/2 l
T)"

In summary, we have shown that the upper bound proposed by
[63] follows directly from our analysis. Our result, as is shown
in Theorem 1, improves upon theirs in the sense that we use
a stepsize 7 that only depends on the logarithm of 7', provide
a bound with high probability instead of in expectation, and
reveal a clearer dependence on the problem-related parameters.

TQZEHA (- AL s

1=0

D. Comparison with [31]

It is difficult to place the corresponding instance dependent
results in comparison, so, we focus our attention on the
minimax results. In the following, we make use of the relations
that HA(?T —79*)||2 > [|AST 2|07 - 6%z 2 (1 -

NV Anin(D)]|07 — %[z, and E[ A0 — bl < 7755,
sup ||A:0* — bt||2 < %,Y We also consider the situations
when [|0*]|s < ﬁ, and ¢(s) ' Z71p(s) < Amin(Z) L
Notice that there exists an MDP instance such that equality
can be attained in all these bounds simultaneously. For ease
of presentation, let us first rephrase the result [31, Corollary
1] in terms of our notation®. It is shown therein that for

n < (1- 7)3)‘min(2)
= —Fc\/T )

with probability at least 1 — J, the averaged TD estimation
error is bounded by

Or — 0% < 164
107 = < o (5 (L= )T (164)
when T > C% > W Here, we omit the

dependency of log factors. In comparlson our result delivers

the same bound as long as 7' 2> TS We incur a

lower born-in cost for the relatlon (164) to hold.
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