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Abstract

This paper studies the input-queued switch operating under the MaxWeight algorithm
when the arrivals are according to a Markovian process. We exactly characterize the
heavy-traffic scaled mean sum queue length in the heavy-traffic limit, and show that
it is within a factor of less than 2 from a universal lower bound. Moreover, we obtain
lower and upper bounds that are applicable in all traffic regimes and become tight in the
heavy-traffic regime.

We obtain these results by generalizing the drift method recently developed for the
case of independent and identically distributed arrivals to the case of Markovian arrivals.
We illustrate this generalization by first obtaining the heavy-traffic mean queue length
and its distribution in a single-server queue under Markovian arrivals and then applying
it to the case of an input-queued switch.

The key idea is to exploit the geometric mixing of finite-state Markov chains, and to
work with a time horizon that is chosen so that the error due to mixing depends on the
heavy-traffic parameter.
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1. Introduction

The big data and machine learning revolution has been powered by large-scale data centers.
With the growing size of data centers, it has become important to study the design and opera-
tion of efficient networks that facilitate the exchange of data [29]. One goal in the design of a
data center network is to create a network that has full bisection bandwidth [1, 25] or a network
that is logically equivalent to an input-queued switch. An operational challenge in such a data
center is to schedule packets in order to maximize throughput and minimize delay.

In this paper, we study the problem of scheduling packets in an input-queued switch. In
addition to serving as a model for data center networks, input-queued switches are important
because they form the building blocks of any data network. An input-queued switch can be
modeled as a matrix of queues operating in discrete time. Packets arrive into each of the queues
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according to a stochastic process. Each packet needs exactly one time slot of service. The key
constraint is that at each time, exactly one packet can be served from each row or column. Thus
the set of allowed schedules at each time forms a permutation matrix.

A popular algorithm for scheduling in an input-queued switch is the MaxWeight algorithm
[32], which was first proposed in the context of wireless networks. In this algorithm, at each
time, the permutation matrix with the maximum weight is chosen, using queue lengths as
weights. While MaxWeight is known to maximize throughput in an input-queued switch [23],
understanding the delay or queue-length performance is much more challenging, and so one
uses asymptotic analysis. In this paper, we consider the heavy-traffic regime, where the total
arrival rate in each row and column approaches the maximum possible value of one. The mean
queue length in heavy traffic under the MaxWeight algorithm was characterized in [21, 22],
where it was also shown that MaxWeight has the optimal scaling.

The key limitation of the work in [21, 22] is that it assumes that the arrivals are independent
and identically distributed (i.i.d.). However, it is known that real data centers experience short
bursts of high traffic [3]. The focus of this paper, therefore, is to consider arrivals that are
modulated by a Markov chain, which can model a rich class of arrival patterns. For instance,
in a continuous-time setting, it is known that a Markovian arrival process approximates any
marked point process to an arbitrary degree of accuracy [2].

1.1. Main contributions

The main contribution of this paper is the exact characterization of the mean sum of queue
lengths in heavy traffic in an input-queued switch operating under the MaxWeight algorithm.
By Little’s law, such a result immediately implies a result on the mean delay. The key differ-
ence relative to the result in [22] under i.i.d. traffic is that the mean queue lengths depend not
only on the instantaneous variance in steady state, but the entire autocovariance function of
the arrival process. In addition to the heavy-traffic results, we obtain upper and lower bounds
on the mean queue lengths under any traffic, and show that these match in the heavy-traffic
regime. We also obtain a universal lower bound under any algorithm, and show that it is within
a factor of at most two in the heavy-traffic limit.

An input-queued switch does not satisfy the so-called complete resource pooling (CRP)
condition, and to the best of our knowledge, this is the first result on heavy-traffic character-
ization of a non-CRP system. Methods based on fluid and diffusion limits [8, 10, 11, 12, 31,
35] allow for natural generalization beyond i.i.d. arrivals, but except in special cases, there
are no known results on non-CRP systems using these methods. The drift method was intro-
duced in [21, 22] to analyze non-CRP systems such as the switch, but was crucially limited
to i.i.d. arrivals. A key methodological contribution of this paper is to extend the drift method
to Markovian arrivals, and thus obtain the first result on a non-CRP system under a non-i.i.d.
arrival process.

The main ingredient in the drift method is to consider the one-step drift, i.e., the expected
change in the value, of a test function. Under i.i.d. arrivals, the future arrivals are independent
of the current queue length, and this property plays a crucial role in bounding the one-step
drift. The key challenge in the study of Markovian arrivals is that such an independence prop-
erty does not hold, because both the current queue length and future arrivals are correlated to
the past arrivals. In order to overcome this challenge, we recursively expand the current queue
length to express it in terms of the queue length m slots ago, as well as the arrivals and service
over the last m time slots. If m is large enough, the old queue length is approximately indepen-
dent of the current arrivals, because of the fast (geometric) mixing of the Markov chain that

https://doi.org/10.1017/apr.2023.60 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2023.60

Heavy-traffic queue length behavior in a switch under Markovian arrivals 3

modulates the arrivals. However, this recursive expansion also introduces certain error terms,
which are small only if m is small. We carefully choose m as a function of the heavy-traffic
parameter €, to optimally trade off between these two competing phenomena; i.e., our choice
of m ensures approximate independence between the old queue length and the current arrivals
while also ensuring that the resultant error terms go to zero in the heavy-traffic regime.

In order to illustrate our generalization of the drift method, in Section 3 we present a study of
a single-server queue operating in discrete time under Markovian arrivals. We first present the
Markovian generalization of Kingman’s bound [17] on the mean queue length. In the case of a
single-server queue, in addition to the mean queue length, it is possible to obtain the complete
distribution of the queue length in heavy traffic. We show that, similarly to the i.i.d. case, it
is an exponential distribution, albeit with a modified mean that depends on the autocovariance
function. We show this result using the transform method [13], a generalization of the drift
method based on exponential test functions.

1.2. Related literature

Heavy-traffic analysis of queueing systems has been carried out in the literature using fluid
and diffusion limits [8, 10, 11, 12, 31, 35]. Systems with Markovian arrivals can naturally
be studied using such an approach, and the results on single-server queues that we present
in Section 3 are known in that setting. However, most of these results are applicable only
when the systems satisfy a condition called complete resource pooling (CRP). Under the CRP
condition, the system behaves as a single-server queue. This is usually proved formally via a
state-space collapse result, which shows that in the heavy-traffic limit, the multidimensional
queue size vector stays close to a one-dimensional subspace. Except in some special cases,
there is no literature using the diffusion limit approach to study systems that do not satisfy the
CRP condition. The switch system considered in this paper does not satisfy the CRP condition,
and it exhibits a multidimensional state-space collapse; that is, the queue size vector stays close
to a multidimensional subspace.

An alternate method for heavy-traffic analysis based on drift arguments was introduced in
[6] to study CRP systems. This drift method was generalized to study the switch system when
the CRP condition is not met, in [21, 22]. The literature on the drift method so far is limited to
an i.i.d. arrival process.

The switch under non-i.i.d. traffic was studied in [24] and [28]. A loose upper bound on
queue lengths was obtained in [24] and a state-space collapse result was established in [28].
To the best of our knowledge, this is the first work that exactly characterizes the heavy-traffic
queue lengths for a system without CRP, under a non-i.i.d. arrival process.

An input-queued switch is one of the simplest systems that does not satisfy CRP, and so has
served as a guidepost for the study of general queueing systems [27]. The drift method that
was developed in [22] was used to study a variety of stochastic processing networks in a flurry
of follow-up works, all of them under i.i.d. traffic. An input-queued switch with prioritized
customers was studied in [19, 20], a switch under novel low-complexity scheduling algorithms
was studied in [16], and an optical switch that incurs queueing delay was studied in [33]. The
so-called generalized switch model was studied in [14], and it subsumes a rich class of stochas-
tic networks, including wireless networks, cloud computing, data center networks, production
systems, and mobile base stations. These methods have also been used to study load balancing,
in [15, 36], and the bandwidth sharing network, in [34].
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1.3. Notation

Throughout the paper, we denote a random variable by an uppercase letter, for example,
X; we denote the realization of a random variable X by the corresponding lowercase letter x.
If they are vectors, we use the corresponding boldface letter, for example, X and x. We write

X ~ 7 if X follows the distribution 77, and X 4 Y if X follows the same distribution as Y. We use
Z(-) to denote the indicator function. We denote by Ex~,[ -] and Varx~,[ - ] the expectation
and variance calculated with respect to the distribution X ~ . Finally, we denote by N the
set of positive integers, by N the set of non-negative integers, and by R the set of positive real
numbers.

The rest of the paper is organized as follows. In Section 2 we present a few prelimi-
nary results that are essential for the proofs. In Section 3 we introduce the single-server
queue model, and present heavy-traffic results for it, in order to illustrate the drift method for
Markovian arrivals. In Section 4 we introduce the switch model and present the main result of
the paper, on the heavy-traffic behavior of the switch under Markovian arrivals. These results
are obtained by using the ideas developed in Section 3 in conjunction with the broad outline
from [21]. In particular, we first present a state-space collapse result, then use it to characterize
the heavy-traffic mean sum queue length. Section 5 concludes the paper.

2. Preliminaries
In this section we present a few preliminary results on Markov chains that will be used

throughout the paper.

2.1. Moment bounds from Lyapunov-type drift conditions

The results in this paper are based on studying the drift of functions of Markov chains. A
lemma from [9] is usually used to obtain moment bounds based on conditions on the one-step
drift. However, in this paper we will instead work with the m-step drift, and so we need the
following generalization of the lemma from [9], which is proved in Appendix B.1.

Lemma 1. Let { 0. X } >0 be an irreducible, positive recurrent, and aperiodic Markov chain
over a countable state space (Q, X). Suppose Z:X — R, is a non-negative Lyapunov
function. We define the m-step drift of Z at (q, x) as

AmZ(q,x) L [Z (Ql‘l’m, Xt+m) -7 (Ql7 Xl)] T ((Qt’ XT) — (q’ x)) , (1)

where L( -) is the indicator function. Thus, A™Z(q, x) is a random variable that measures the
amount of change in the value of Z in m steps, starting from state (q, x). This drift is assumed
to satisfy the following conditions, for any m:

1. There exist an n(m) > 0 and a k(m) > 0 such that foranyt =1, 2, . . . and for all (q, x) €
(Q, X) with Z(q, x) > k(m),

E[A"Z(g,x)| (Q, X') = (g, %)] < —n(m).
2. There exists a D(m) < oo such that for all (q, x) € (Q, X),
P(|A"Z(q, x)| < D(m)) = 1.
3. For any ty € [0, m], there exists a ﬁ(to) < 00 such that for all (q, x) € (Q, X),
P(1Z(g. x)| < D(t0)) = 1.
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Then there exist a 0*(m) > 0 and a C*(m) < oo such that

lim sup E[ee*(m)Z(Qt’Xt)] < C*(m).

—00

If the Markov chain is positive recurrent, then Z (Q’ X ) converges in distribution to a random
variable Z for which

E[¢?"%] < C*(m),
which implies that all moments of Z exist and are finite.
Remark 1. If |[AZ(q, x)| < D’ is satisfied, then Conditions 2 and 3 are satisfied with D(m) =
mD' and D=D'.

2.2. Geometric mixing of finite-state Markov chains

The following two lemmas on geometric mixing of finite-state Markov chains will be
exploited to obtain the results in the paper.

Lemma 2. Let {X"} ;>0 be an irreducible, positive recurrent, and aperiodic Markov chain on a
finite state space Q2. Let w denote its stationary distribution. Let f(-) be a real-valued function,
ie, f:Q— Ry. Let A be the stationary mean of f(X'), i.e.,

b= Exx [f0)].

Then there exist constants o € (0, 1) and C > 0 such that, for any m € Ny, for any initial
distribution X° ~ 70, we have

|Exono[(FX™) — ]| < 2LCa™,

where L = maxyeq f(X).
The lemma is proved in Appendix B.2.

Lemma 3. Letr {X'} ;>0 be an irreducible, positive recurrent, and aperiodic Markov chain
with finite state space 2 and stationary distribution w. Let f(-) be a real-valued function
bounded above by Ay, i.e., f: Q2 — Ry, f(x) <Apax, Vx € Q. Let A be the stationary mean of

f&X, ie,
A=E; [fX)].
Then
- Vargoo (372, f(X")
m— 00 m
m m— t m
=y + Zn}LmOO ; Ty(t) =y0)+2 mlggo 21: y(@),
= 1=
where

v (O =Exo[(f(X') = 2) (F(x°) = 2)]

is the autocovariance function.
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The lemma is proved in Appendix B.3.

Remark 2. There are several known equivalent formulations of the asymptotic variance. For
instance, it can be shown (see Theorem 21.2.5 in [5]) that under appropriate assumptions,

Varyo..;0 (Z;n:] f(Xt))

m— 00 m

= 2Exr [(fO0) — MF O] = Ex~x [(CO - 1], ()

WhAere f(~) is a solution of the Poisson equation of the Markov chain, _f(x) =f(x)+
E [f(X 1 x0 :x] — A. In this paper, we will state all the results in terms of the asymptotic
variance in Lemma 3; our results can easily be reformulated in terms of equivalent expressions
such as (2).

Remark 3. The assumption of a finite state space is used primarily for establishing the
positive-recurrence result for the single-server queue and the switch system in the heavy-traffic
regime. All other results still hold for general state space. Another way of stating the heavy-
traffic results in this paper would be to allow for a general state space and assume positive
recurrence of the system (and then to prove positive recurrence in the case of a finite state
space). However, we feel that such a presentation would be confusing, and so we present only
the finite-state-space case in the following sections.

3. Single-server queue

In this section, we consider a single-server queue operating in discrete time. Under i.i.d.
arrivals, the queue length in such a system is equivalent to the waiting time in a G/G/1 queue.
Drift arguments were used to study the heavy-traffic mean queue length in [6, 17, 30], and
the transform method was used to study the heavy-traffic stationary distribution in [13]. In
this section, we consider the discrete-time single-server queue under Markovian arrivals, and
extend both the drift method and the transform method. The key ingredients are to consider
the dynamic m-step drift and exploit the geometric mixing of irreducible, positive recurrent,
aperiodic finite-state-space Markov chains.

3.1. Mathematical model

Consider a single-server queue operating in discrete time. Let Q' be the number of cus-
tomers in the system at the beginning of time slot ¢. Arrivals occur according to an underlying
Markov chain {X'} ;> where the number of arrivals in the time slot ¢ is given by A’ = f(X") for
some non-negative integer-valued function f(-). The potential service S’ is assumed to be i.i.d.
with mean . and variance o2.

Assume that {X'} ;>0 is irreducible, positive recurrent, and aperiodic on a finite state space
Q. Thus {X'} >0 converges to its stationary distribution 7 at a geometric rate. Further assume
that A” and S’ are bounded above by A, and S, respectively.

In each time slot, we assume that the service occurs after arrivals, and the system evolves

as follows: foreachr=1, 2, ...,
Qt+1:maX{Qt—’—At_St,O}ZQt‘i‘Al_St‘f'Ut, (3)

where U’ denotes the unused service and is defined by U’ = Q'+! — (Q’ + A — S’). From the
definition of the unused service, we have

o'y =o. 4)
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In order to study the heavy-traffic behavior of the single-server queue, we will consider a
sequence of arrival processes such that the arrival rate approaches the service rate p. To this
end, let {X’ }§6>)0 be a set of irreducible, positive recurrent, and aperiodic underlying Markov
chains indexed by the heavy-traffic parameter € € (0, ;t). Assume that the arrival process is

such that the two-dimensional Markov chain {((Q’)(g), X! )(6))} ;>0 18 irreducible and ape-

riodic. For any fixed e, let X be the steady-state variable to which (X*)©) converges in
distribution with E[Z(é)] = E[f()_((e))] =2 =p—e.
Let ¥©)(¢) be the autocovariance function of the arrival process starting from steady state

x0 L X A9 = (X and (AN = (X)) indexed by €, i.c.,

y O =E[((A) = 2)((4°) = )]

Let

(0(6))2 = lim Var (Z;il (At)(é))
a

m— 00 m

m
— i ()
=790 +2 lim Yy,

=1

where the equality follows from Lemma 3. We will call (oa(e) )2 the effective variance. Assume
that for every t € N,

lim YO =y . )

Define

m
o2 =y(0)+2 lim_ > v,

=1
Then we have the following claim, which establishes an interchange of limit, and so we call
o2 the limiting effective variance.

Claim 1. lim._,¢ ((fa(e))2 =02

The claim is proved in Appendix C.

3.2. Heavy-traffic limit of the mean queue length

We now present the generalization of Kingman’s heavy-traffic bound [17] in a single-server
queue under Markovian arrivals. In other words, we characterize the steady-state mean queue
length in a single-server queue in the heavy-traffic regime.

Theorem 1. Let (A)© be a set of arrival processes determined by the corresponding Markov
chains {(Xt)(e)} 1~ as described before, with steady-state arrival rates 2O =p —e€ Let o

and C'©) be the corresponding geometric mixing parameters as mentioned in Lemma 2. Assume
sup, @© <o < 1 and sup, C© < C < co. Then we have the following:

1. For each € € (0, w), the two-dimensional Markov chain

[(@y9, )}

>0

is positive recurrent.
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()

2. Let Q(e) be a steady-state random variable to which the queue length process {Qt} 1

converges in distribution. We have

2 2
hm E [eQ(e)] m.
—0 2
Proof of Theorem 1. To prove the first part of the theorem, we use m-step Foster—Lyapunov

theorem (Proposition 2.2.4 in [7]). We consider the quadratic Lyapunov function, (Q(e))z, and
show that its m-step drift is negative except in a finite set. Consider a fixed € € (0, ). For ease
of exposition, we suppress the superscript (-)(.

Claim 2. For any € € (0, u) and m € N,
E[(@") = (@)1 (0" X') = (g.9]

<E [ZQ’ (Z (ATl x)) —2meQ' + mKo(m) | (0, X') = (g, x)] :

i=1
where

Ko(m) = 2m(Amax + Smax) (Amax + Smax) + (Amax + Smax)z-

The proof of Claim 2 is in Appendix D.1.

We now consider the first term on the right-hand side. The main challenge in bounding this
term is the correlation between queue length and arrivals at the same time slot, because of
the Markovian nature of the arrival process. We use the geometric mixing of the underlying
Markov chain as stated in Lemma 2 to get

E[20" (A" = 3) [ (€. X') = (g. 0]

< |E[20" (A" = 1) | (Q", X') = (¢, ©)]| < 44naxCaq. (6)
Thus,
E [2Ql (Z At+m i ) szQt | (QI’ Xl‘) — (q7 x):|
l—«a
<2q [<2AmaxC—> — me] .
l—«a
Define
. { 1—a™ 1 }
m(e) =min {m € Ny : 24,,,,C < —me
1l—«o 2

Such an m(e) exists because ZA,,,“XC% is finite and %me — 00 as m— 00. Let Ki(¢) =

%(E). Then we have

2
E [(Qf+'”<€>) —(©@71(.X) = x)} < —2K1(€)g + m(e)Ko(m(e)).
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Let B= {q g < %} denote a finite set. Then we have

2
E [(Qt+m(€)) _ (Qt)z | (Qt7 Xt) — (q’ x)i|
< —m(e)Ko(m(€))L(q € B°) + m(e)Ko(m(€))L(q € B).

The positive recurrence of the two-dimensional Markov chain {(Q', X), >0} then
follows from the m-step Foster—Lyapunov theorem.

Therefore, using the irreducibility and aperiodicity of the two-dimensional Markov chain
{(Q’ , X! ) > 0}, we know that a unique stationary distribution exists. To prove the second
part of the theorem, we will set the m-step drift of the quadratic test function to zero under
the stationary distribution. In order to do this, we must first make sure that the stationary
expectation of the quadratic function is finite, which is given by the following claim.

Claim 3. For any € > 0 in steady state,

fe)] -~

The proof of Claim 3 is in Appendix D.2.

In the rest of the proof, we consider the system in its steady state, and so for every time ¢,
(0" © L0 (equivalently, this can be thought of as initializing the system in its steady state).
For ease of exposition, we again drop the superscript (-)© and just use Q'. Then A’ denotes the
arrivals in steady state, and the queue length at time 7 4 m is

m—1 m—1 m—1
QH‘I’H — Qt + ZAH-I _ Z St+l + Z Ut-‘rl
=0 =0 =0
which has the same distribution as Q" for all m € N;.. We can set the one-step drift equal to
Zero:
412 r\2 ¢ t t 12 r\2
0=E[(@) = (@) | =E[(@" +a = s + U~ (@) ]. )
where the last equation follows from (3). Expanding (7) and applying (4), we have
2eE[Q] = E[20/(A" — )] — E[ (U')* ] + E[A" = )] + 02 + €2 ®)

Equation (8) can be obtained using standard arguments. The heavy-traffic limit of the scaled
queue length €E [Q’ ] is typically obtained by bounding the right-hand side and then letting
€ — 0. The main challenge here is bounding the £ [ZQ’ (AT — k)] term, since the queue length
and the arrivals are correlated because the arrival process is Markovian. We bound this term by
recursively expanding Q' using (3), and using the Markov chain mixing result from Lemma 2.
We then obtain the following claim, the proof of which can be found in Appendix D.3.

Claim 4. For any € € (0, u) and m € N, we have

a™ -
2 (1 - 2Amaxc?> E [EQt] <y0)+2 E y () + Usz + 2m(Amax + )L)G + 62,
i=1

m m
2 (1 + mmuxc“?) E[eQ]=y0)+2)  y()+ 07 — 2m(Apax + 1)e
i=1

2
— Sinax€ +€°.
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Note that the claim is true for all € and m. Put (-)© back. For a given €, we now set

m= LﬁJ, and we take the limit as € — 0 to get

fm E{ep®] = [Me0 ¥ YO Flimno oo 2515 0 + 0. o
e—0 2

Discussion. The key challenge in the proof is in handling the E [Q’ (A" — k)] term. When the
arrivals are i.i.d., the expectation can simply be written as a product of expectations. Under
Markovian arrivals, this cannot be done because of the correlation between the queue length
and the arrivals at the same time slot. A multistep drift approach is usually used [26] to over-
come this type of difficulty while establishing positive recurrence. We adopt the same approach
in the first part of the proof to establish positive recurrence. However, it is unclear whether
such a multistep drift argument is refined enough to provide an exact expression for the mean
heavy-traffic queue length. So, in the second part of the proof, we simply use the one-step
drift, and use a different approach to bound the term E [QI(A’ — k)]. Essentially, we recur-
sively apply (3) m times to expand Q' in terms of Q'~™ and eventually get a term of the form
E[20""™(A" — 1)]. Now, for large enough m, Q'™ and A’ are approximately independent,
thanks to the fast mixing of the Markov chain underlying the arrival process, and so we can
approximate the expectation by the product of expectations. This recursive expansion yields
several other terms of the form E [(A’™" — A)(A" — 1)), which give us the autocovariance of the
arrival process in Claim 4, and eventually in Theorem 1.

Note that for the argument to work, m needs to be chosen carefully. In particular, it should
be large enough to ensure independence between the queue length and the arrival; on the other
hand, it should be small enough to ensure that the error terms introduced by the recursive
expansion are negligible in the heavy-traffic regime. It turns out that any m that is between

Q (ln é) and O(é) works, and we choose m = L\%J arbitrarily within the range.
The following claim, which is proved in Appendix D.4, is useful for evaluating

m(€)

lim Zy(e)(t).
=1

m(€)— 0o —

Claim 5. For any € € (0, i) and m(e) = L\L@J, we have
m(€) M
lim ©@) = lim ®. (10)
m(€)— 00 ; Y M—o00 ; Y

Finally, combining (9) and Claim 5, we have

. M .
i B [EQ@] _ 2limyoo Y y (0 4 limeso y OO + 07 0f + of.
e—0 2 2

O

Note that the key idea in the proof is to consider the m-step drift, where m is chosen to be
a function of the heavy-traffic parameter €. In addition, mixing time bounds on the underlying
Markov chain are exploited.

Moreover, we also derive the heavy-traffic limiting distribution of the scaled queue length,
which is in Appendix A.
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4. Input-queued switch

In this section, we will study an input-queued switch operating under Markovian arrivals,
and present an exact characterization of the mean sum of the queue lengths in heavy traf-
fic. We first introduce the mathematical model of a switch under Markovian arrivals, and
we present the MaxWeight algorithm. We then establish throughput optimality, state-space
collapse, and asymptotically tight upper and lower bounds under the MaxWeight scheduling
algorithm, which are proved using the m-step Lyapunov-type drift argument developed in the
previous section. For completeness, the universal lower bound with Markovian arrivals under
any feasible scheduling algorithm is also presented here.

Note on notation. We adopt the notation and definitions in [22]. We restrict our discussion
to Euclidean space RV *. For ease of exposition and understanding, we express an element
x of RV : in two equivalent ways: first, as an N2-dimensional vector, which is the standard
representation in Euclidean space; and second, as an N x N matrix, with the (i, j) element
denoted by x;;. For any two vectors x and y, the inner product is defined by

(x,y) £ Z XijYij-

i=1 j=1

We say that X =Y if X,~.= Y foralli,je{l,2,...,N}. The vector consisting of all ones is

denoted by 1. Define e) as the matrix with ones in the ith row and zeros everywhere else;

similarly, é" is the matrix with ones in the Jjth column and zeros everywhere else. That is,
e =1Yj, € =0vi#£i, Vj;

&) =1vi, &) =0V #j. Vi

iy =

(1)

4.1. Mathematical model of a switch

An N x N crossbar switch, also known as an input-queued switch, has N input ports and N
output ports with a separate queue for each input—output pair. Such a system can be modeled
as an N x N matrix of queues, where the (i, j)th queue corresponds to packets entering input
port i and intended for output port j. The four key elements in the mathematical model of a
switch under Markovian arrivals are as follows:

e Alc RN 2: the vector of all arrivals at time slot #, of which the (i, j)th element corresponds
to the number of packets arriving at the ith input port and to be delivered to the jth output
port.

2 . . . .
o S' e RN the vector of all services at time slot z. In each time slot, in each column and
row, at most one queue can be served and the service is at most 1.

2 . .

e U' € RY": the vector of unused services at time slot 7.
2 .

e Q' € RV": the vector of all queue lengths at time slot .

The arrival process Afj is determined by an underlying Markov chain {Xt} >0 With Aﬁj =
fij(X};). The multidimensional Markov chain {X'},_ is assumed to be irreducible, positive

recurrent, and aperiodic on a finite state space 2. Thus {X’} />0 converges to its stationary
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distribution 7w with geometric rate. Let f=(f;j) and A =E [X] =F [f()_()] where A and X are
the steady-state variables to which A’ and X’ converge in distribution.
The set of feasible schedules S can be written as

N N
S=1se{0. VY 5<1,Y s<1Vije{l.2,....N)
i=1 j=1

The system operates as follows.

At the beginning of every time slot, the service S’ is determined based on the queue length
@', according to the scheduling algorithm. Then the arrivals A’ occur according to the underly-
ing Markov chain. Finally the packets are served; this may result in an unused service if there
are no packets in a scheduled queue. The queue length evolves as follows:

+
0 = [0} +45 = Sy]" = 0+ 4 = S+ Uy,

or
Qt+1:Q1+Al_St+Ul
where [x]" = max(0, x). Assume that the Markov chain {(Q’, X')} 1~ 18 irreducible.
For the unused service U’, we have the following natural constraints on U f/:

1 '

Y Uie(0.1)Vje(l,2, ... N},
i
> Ujef0, 1) Vie(l,2, ... N).
j

Moreover, for all i, j € {1, 2, ..., N} we have
Uy =0. U5 =0. U0 =0,

The first two equations can be derived as follows. If Uj; =0, then UjA}; =0 and U};Q}; = 0.

Conversely, if Ul{j #0, we know that the service is at most 1, so Uf» = 1. Considering the
system operation, the only possible case is when the queue length at the current time slot is
zero (Qf; =0) and there are no arrivals during the current time slot (A}; = 0). Consequently,
we have UjAL =0 and U0} = 0.

L/

4.2. MaxWeight algorithm

The MaxWeight algorithm is a well-studied scheduling algorithm for switches [30]. In each
time slot, the MaxWeight algorithm picks a service vector S’ such that the weighted summation
of service is maximized, where the weight vector is the current queue length vector, i.e.,

S’ = arg max i()s;; = arg max (Q', s).
gseSiZjQz,()sl, gmax (0, 5)

In the MaxWeight algorithm, ties are broken uniformly at random. The set of maximal feasible
schedules or perfect matchings, $*, is defined as follows:

N N
S'=1se{0. 1V Y =1 sy=1Vije(l.2,...,N)
i=1 j=1
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Without loss of generality, we assume that the MaxWeight algorithm always picks a perfect
matching, i.e.,
S'eS*, Vi>0.

Note that this is without loss of generality because under the MaxWeight scheduling algorithm,
we can always choose the maximal schedule. Only when the queue length at some queue (i, j)
is zero do we have s;; =0 and s; = 1. In this case, we can pretend that s;; = 1 and u;; = 1.

Once a Markovian scheduling algorithm is fixed, the switch can be modeled by the Markov
chain {(Q’ , X’)} ~0- We assume that the arrival process is such that under the MaxWeight
algorithm, this Markov chain is irreducible and aperiodic. A switch is said to be stable under
a scheduling algorithm if the Markov chain {(Q', X")},_ is positive recurrent. The capacity
region is defined as the set of arrival rates A under which the switch is stabilizable by some
algorithm.

For a switch under i.i.d. arrivals, it is known [30] that the capacity region C is the convex
hull of the feasible schedule set, i.e., C = Conv(S). It can also be written as

N N
C={aeRY Y ay<1,Y ay<1Vije(l.2.....N)
i=1 =1

={reRrY e =1 ) s 1vie( 2, V).

If a scheduling algorithm stabilizes the switch under any arrival rate in the capacity region,
then it is said to be throughput optimal. Moreover, it is known that the MaxWeight algo-
rithm is throughput optimal [30]. We will establish similar results under Markovian arrivals
in Section 4.3. Before that, we present some geometric observations about the capacity region
from [22].

4.2.1. Some geometric observations. The capacity region C is a convex polytope with dimen-
sion N2. Let F denote the face of C where all input and output ports are all saturated,
defined by

N N
F={reRY: Y ay=1> ay=1vije{l,2.....N}
i=1 j=1

={reRY i e?)=1. 0 &) =1vije (12 M.
Note that F = Conv(S™). Let K denote the normal cone of the face F, which can be written
explicitly as

N N
K=1{x¢e RNZ X = Z w,-e(") + Z Wjé(j), wi, Wj S R+Vi,j
i=1 j=1

It can be verified that this is indeed the normal cone, and so, for all x, y € F and all z € K, we
have
(x—y,2)=0. (12)

The polar cone K of the cone C is defined as

Ko = {xe]RNZ: (x, y) SOVyeIC].
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Let £ denote the subspace spanned by the cone K:
2 N .
L=1xeRV :x= Z wie) + Z ijé(’), where w;, wj R, Vi,j¢,

For any x € RV * and any convex set WV, the projection of x onto the set W is denoted by x|y
and defined as

Xy = arg min|ly — x||;
w gyeW y

consequently,
X1y =X —Xw.

The projection of x onto the subspace L is given by

Z Xij Zj Xij Zz] Xij
(x“[') N N - N2 ’

and its £, norm is

el = (Z (le]) +; (;x1>2 - %(;x,y)

For any x|z and y| -, we have

1 1 1
(eicyic) = yyz) = E Xjj NE Yij’+]_v§ Yij T N2 E yiy | - (13)
i i i'jl

4.3. Throughput optimality
In this section, we show that under Markovian arrivals, C is indeed the capacity region, and
MaxWeight is throughput optimal.

Proposition 1. If A ¢ C, then no scheduling algorithm can support arrival rate matrix \.

The proof follows from Theorem 4.2.1 in [30], using the Markov chain ergodic theorem
instead of the strong law of large numbers.

Proposition 2. For an input-queued switch operating under Markovian arrivals, the
MaxWeight scheduling algorithm can support any arrival rate matrix A in the interior of C,
i.e., A € int(C). Thus, MaxWeight is throughput optimal.

Proof. Note that {(Qtv Xt)}zzo

ing. We prove this theorem by demonstrating that { (Q’, X ’) } /~0 18 positive recurrent, which can
be done using the Foster—Lyapunov theorem (Proposition 2.2.4 in [7]). Consider the Lyapunov
function

is an irreducible Markov chain under MaxWeight schedul-

V(Q', X')=110Q"*

We will consider the m-step drift of this Lyapunov function, and bound it as follows.
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Claim 6. Let Cynqx = max;; Cj and g = max;;j ojj, where Cij and aj are the geometric mixing
parameters given by Lemma 2 for the (i, j)th underlying Markov chain { } 10" There exists
€ > 0 such that A + €1 €C. Let

max

1—a €
m(€) = min {m € Ny | 2NA e Congn ——2max m_} :

I — opax 2

then
E [V (Qter(e)’ Xt+m(e)) -V (Qt7 Xt) | (Qt, Xz) -, x)]
<O g 4 2D,

where

K> (m(e)) = m(e)N2 (Amax + Smax)2
+ 2m(e )2N2 (Amax + Smax) (6 + Apax + )\max)~

The theorem then follows from the Foster—Lyapunov theorem (Proposition 2.2.4 in [7]). A
detailed proof of the claim is in Appendix E. (|

4.4. Heavy-traffic analysis

We will now study the switch in heavy traffic, as the arrival rate approaches the face

F on the boundary of the capacity region C. To this end, consider {X’ }(>)0, a set of irre-

ducible, positive recurrent, and aperiodic underlying vector-valued Markov chains indexed by
the heavy-traffic parameter € € (0, 1) taking values in Q" ?The arrival process for the system
indexed by € is given by (Aﬁj)(e) =fi((X; )(6)) for a non-negative-valued function f;(-). For

any fixed €, let )_((e) be the steady-state variable to which (X’ )(6) converges in distribution, with

[ (E)] [f (e))] A = (1 — €)v, where v is an arrival rate on the boundary of the capac-
ity region C such that v;; > 0 for all i, j, and all the input and output ports are saturated. In other

words, we assume v € F. Let y Y kl(t) be the spatiotemporal correlation function of the arrival
process between the ijth port at time ¢ and the klth port at time O, starting from steady state

x° 4 )_((6), i.e.,
70 =E[ (45 =25) (%) = 2a) |

Assume that for all r € N,
: (€) oy o,
elg% yij,kl(t) = Vij k(D). (14)
Let

m
05 =Viu(© +2 lim > i),
t=1

and let 0 = (ojj 1) € RV xN? be the limiting effective covariance matrix. For any scheduling
algorithm under which the switch system is stable, let (@)(6), ()_()(E)> be a steady-state ran-

dom variable to which the process {((Q’ )(E) (Xt )(E))} 0 converges in distribution. Assume
=

that for any € € (0, 1) and for any i, j, sup, ) < Opax < 1 and sup, C,(je) < Crpax < 00.
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4.4.1. Universal lower bound. In this section, we will give a lower bound on the average queue
length under heavy traffic, which is valid under any stable scheduling algorithm.

Proposition 3. Consider a set of switch systems parameterized by the heavy-traffic parameter
€ € (0, 1) as described before. Consider a scheduling algorithm under which the switch system
is stable. Then, under heavy traffic, we have

liminfeE| Y Q© el
e—0 7 - 2

Using a coupling argument, it was shown in [22] that the row sum of the queue lengths
under any policy is bounded below by a single-server queue with an arrival process that is the
sum of the arrivals to all the queues in the row. The result then follows from using Theorem 1
for a single-server queue, and so we omit the proof.

4.4.2. State-space collapse under MaxWeight policy. A key step in characterizing the heavy-
traffic behavior is to establish state-space collapse. It was shown in [22] that under the
MaxWeight algorithm, the queue lengths collapse into the cone K in heavy traffic. In this
subsection, we establish the same result under Markovian arrivals. More formally, we show

that under the MaxWeight algorithm, E(BC can be bounded by some constant independent
of €. Thus, when the heavy-traffic parameter € goes to zero (the mean arrival rate vector A
approaches the boundary F of the capacity region C), a(ﬁc is negligible compared to qff,%

We define the following quadratic Lyapunov functions and their corresponding m-step
drifts:

Vig.x) 2 lgli* =) " g5, Wik(g. %)= [l il
ij

Vi@ 0 2lg kP =Y ¢ Vik@ 0 2 llayell> =Y djicy

A"V(g, x)= [V (@, XT) =V (Q', X')] T (@', X') = (g, %)),

A"Wi (g, x) £ [Wik (@7, XH") — Wik (@, X) ] Z((Q". X') =(g. %)),
A"V k(g %) 2 [Vig (@7, X)) = Vi (@, X)) Z((Q'. X)) =(¢. %)),
A"Vixc(g. ) = [V (@7, X) — Vi (@' X)] Z((Q". X') = (g.v))-

The next proposition gives the state-space collapse.

Proposition 4. Consider a set of switch systems under the MaxWeight scheduling algorithm,
parameterized by the heavy-traffic parameter 0 < € < 1 as described before. Further assume
that vmin 2 min;; vij > 0. Then, for each system with € < viin/2||v||, the steady-state queue

length vector satisfies
2 — (€)
J-+[lleu

£[[|@.)"

where K** is a constant that does not depend on €.

2
]sK**,
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To prove the proposition, we need the following two lemmas.

Lemma 4. Under the MaxWeight algorithm, for any q € RV 2,
Yo
llg il
This lemma was proved in [22, Claim 2].

Lemma S. The drift of W1 x(-) can be bounded in terms of the drift of V(- ) and Vx(-) as
follows:

1 2
A"W k(g x) < gl (A™V(g,x)— A"V k(g.x)). VY(g.x)eRV.
1

I
The proof of this lemma is almost identical to that of Lemma 7 in [6], and so we skip it
here.
Proof of Proposition 4. For ease of exposition, the superscript € in this proof is skipped, i.e.,

we will use Q' and A to denote (Qt)(e) and A respectively. The proof is based on applying
Lemma 1, by verifying that the three conditions are satisfied. We start with the following claim,
which is proved in Appendix F.1.

Claim 7. For any m € N,
|A"W xc(q, X)| <m|AW (g, x)| < Nm(Amax + Smax)

Therefore, Conditions 2 and 3 are satisfied with D(m) :Nm(Amax —l—Smax) and b(to) =
N (Amax +Smax). To verify Condition 1, we need the following claim, which is proved in
Appendix F.2.

Claim 8. For any m € N,
E[A"Wix(g.x) | (Q". X') = (g, x)]

- - K3(m)
E At+m l_x t’ Xt =(q, +3—+ — Vi),
- [;H liig.x)=t x)] Blig ey +(EMI = i)

where
K3(m) = 2Nm* (Amax + Smax) (N(Amax + )\) +elvll+ Vmin)

+ sz(Amux + Smux)2~

We can use Lemma 2 to bound the first term on the right-hand side above as follows:

[l X =00

=1

m
2 2(m—1)
<D D4 Cha”
=1\
m—1
=< 2NA jmax Crax©t ,lnax
=0
1—a?
= 2NAmax Cmax—max .
1 — amax
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Let

2N ApaxCax < MVmin }

my=min { m e N, | <
1 — omax 4

Clearly, such an mg € N exists.
Therefore, for m > my we have

e[S @) = | <
=1

Combining this with Claim 8, when € < %, we have

K3(mg) mMQVmin < Vmin

E[A™W k(g 0) | (Q'. X') =(q. )] < - R
[ 1k(g.0)1 (2. X') =(q x)]<2||quc|| 2 4

for all g such that W xc(q, x) > 2Ksmo) 7 ot

—  MQVmin
Z(q,x)=W_1x(q, x).

Define «(mp) = M, n= V'?Tm’ D(mp) = Nmy (Amax + Smax)a and D(IO) = N(Amax + Smax)'

mQOVmin
This verifies the three conditions in Lemma 1. We have that there exists a K**(mg) such that

[[l@.x)”

P
] < K**(mo).

Since K € L, we conclude that

[[|@.)|] <5 ]]|@wx)"”

Since the parameters 7, «(mg), D(mg), and D(to) in the three conditions of Lemma 1 do not
involve €, we have that K**(mg) does not depend on €. To simplify the notation, we will use
K** to represent K**(my). O

2
] < K**(mo).

4.4.3. Asymptotically tight upper and lower bounds under MaxWeight policy. We now use
the state-space collapse result from the previous section to obtain an exact expression for the
heavy-traffic scaled mean sum of the queue lengths in an input-queued switch under Markovian
arrivals. In particular, we will obtain lower and upper bounds on the steady-state mean queue
lengths that differ by only o(1/¢€), and so are negligible in the heavy-traffic limit. We will again
use the m-step drift argument from Section 3. We will use V'(g, x) = gzl |? as the Lyapunov
function to this end. This Lyapunov function was introduced in the i.i.d. case in [21].
The one-step drift of V'(g) is defined as

AVign 2 [V (@ x*) -V (@.X)|T((@ X)=@x). (13
Lemma 6. For any arrival rate vector A in the interior of the capacity region A € int(C),

the steady-state mean E[||Q||2] is finite, and consequently E[V'(Q, X)] is finite for the
input-queued switch under the MaxWeight algorithm.
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This lemma is needed to set the drift of V/(g, x) to zero in steady state. The lemma is proved
in Appendix G. We will now state and prove the main result of this paper.

Theorem 2. Consider a set of switch systems under the MaxWeight scheduling algorithm,
parameterized by the heavy-traffic parameter 0 < € < 1 as described before. For each system
with € < vin/2||v||, in the heavy-traffic limit, as € — 0, we have

. —e 1 2 1 2 1 2
fim GE[ > Qij:| =2 |y 2oty iy oy | (1O
ij i i il

e—0 "
y

Corollary 1. If the underlying Markov chains are independent across input—output pairs, i.e.,
oij.xl = 0 Vij # ki, then Equation (16) can be simplified as

— 1
lim eE| > 05 |=(1- 5= 2,
o€ [ ; QU} ( 2N>”“”

Corollary 2. Ifthe arrival processes are i.i.d. across time, i.e., yij u(t) =0Vt € {1,2, ...}, then
Equation (16) can be simplified as

Jim, GE[ > Q,-j] =2\ 7 2O+ 5 27O = 35 2 v O |
y y 7 i i'j

which matches the result in [14, Corollary 1, p. 13].

Remark 4. Although Theorem 2 and Corollaries 1 and 2 present the results in the heavy-

traffic limit as € — 0, our approach provides upper and lower bounds on E [ZU er] for all

€ € (0, vmin/2|[v|])- See Equations (25) and (26) for the explicit bounds.

Proof of Theorem 2. Fix an € € (0, vimin/2||v||) and consider the system with index €. In the

. . . d
rest of the proof, we consider the system in its steady state, and so for every time ¢, (Q’ )(E) =

Q(e). We again skip the superscript ()© in this proof and use Q' to denote the steady-state
queue length vector. Then A’ denotes the arrival vector in steady state and Q"™ denotes the
queue length at time ¢ + m,

m—1 m—1 m—1
t+m __ ot t+ t+1 1+l
Q= + Y A N s L Y
=0 1=0 =0

which has the same distribution as Q' for all m € N.
The steady-state mean V'(Q") is finite from Lemma 6. Therefore, we can set the mean drift
of V/(-) in steady state to zero:

E[aVig.0]=—2E (0. S a1 )| +E [l - 5icl]
T T
— E[JUi|I*] + 26 (@) v )] =0. (17

T3 Ta
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We will now bound each of these four terms. In steady state we have

Ell A =E

[(Qt-i-nz’ At+m>] ’

since the steady-state mean £ Q’ A’
Then we have

< JE[Il'I1]

E [||A"]|?] < oo according to Lemma 6.

Ti=2E <Qu£’ I )‘”5>] [(Qt“ﬁ’)"”‘_A?'c)]
=2k [( Qic- Sic — x”‘:ﬂ [(Qﬂm’x“‘:_%zmﬂ
=2E (Qub I~ )‘”‘>]
+ﬂ;<qm+§:N£zlsﬁ¢l+UM ,Mc—Aﬁﬁ]
i =1

—2E [(qu ey L;)] +2F [(qu . —Ajlzmﬂ

+2E —)\.||£,A.||L

5o

=1

R
<Z M =S

=1

_<Z U

=1

+2E Mo —

+2E

£

, )‘”[’ _At+m>:| .

)
el

(18)

We will now bound each of the terms on the right-hand side of (18). The first term can be
simplified as follows. Since we assumed that the schedule is always a perfect matching, we

have }; sij=3;s;j=1. Since A*=(1 —€)v and v € F, we have 3, A;; =3 ; 1;j =1

by (13),

— €, 80

E(Q)c-Sie—hic)| = ;VE[ %: Qﬁj].

For the second term in the right-hand side of (18), according to (13) we have

RQHanE Al >]
_ ]lvE[ Zj: Q’,(? (2 =) )]
e T T o)

2

ij'

ot
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According to Lemma 2, by the geometric mixing of the Markov chain underlying the arrivals,

we have
| S S04 | <2 Sei Srmr)|
ij J
= 2NAmameaxamax |: Z ij:| ,
ij

where Cpqx = max;;{Cj;} and ayqx = max;j{e;;}. Thus the second term in the right-hand side of
(18) can be bounded as follows:

‘E [<QT| codie - A1|+£m>]‘ = GG E [ Z Qﬁj}'
ij

For the third term in the right-hand side of (18), according to (13) we have

m
E [<ZATE"” — Xz Mie —A’i’”>]

T Z () -)
ij I=1
D (A§j+m - A,j) (AZ.””_Z - A,q,)
i/
1 At+m AH—m—l
- Z ﬁ( i T Aij)( 1 A— Ai’./’)
l'/j/
=- Z Z Il\f Z Vi (D + Jl\f Z Yijii(D) — 1% Z Vi (D
7 i ij

ij I=1

For the fourth term in the right-hand side of (18), since the future arrivals are independent
of past service, and the Markov chain is in steady state, according to (13) we have

m

+m—1 +m—I

E[<Z"t|£m =S e — AR ﬂ—o.
=1

Now we bound the fifth term in the right-hand side of (18). From Lemma 6, we have

E[11Ql12] < oc. Since [E[ Y, 0;]| = 11QI11 < N?E[[|Qll2], we conclude that E [Z,,Qy] is

finite. Thus the drift is zero in steady state,

E[Z(ij“ ﬁj)]zE[Z(Afj—Sfj—i-Ufj)}

iy y

=E|:N(1—e)—N+ZU§j:| =

i
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which gives E [ZU Ul’]] = Ne.
Since ‘Zj, (Aij/ — Afjm)‘ <1 4 NAuax, according to (13) we have

m
t—m-+1 1+
E [<Z Ui e ‘Awmﬂ
=1

Putting all of these terms back into (18), we conclude that

1
7-1 22 (ﬁ _6Amaxcmax max> |: ZQ ]

< 3me (1 + NApax)-

2 (1 1 1 (19)
23" N D i+ N D vijih - Vz > vy D
ij I=1 7 i il
— 6me(l +NAmax),
and |
Ti<2 (N + 6AmaxConax ’"“") [ Z o; }
(20)

-2y Z ]lv > i+ ]lv > i — ]% > vy D
i = J i’ i

+ 6me (l + NAmax).

In bounding 73, 73, and 74, we do not have to deal with the correlation between Q and A,
and so they can be bounded in the same manner as in [22]. We present a brief overview here.
It can be shown as in [21, 22] that

To=E |4l —8{.IP]

2
=E[ e =S IP]+E [14] .~ 2e 1
) 1 1 1
=4 | 5 2 Y@+ 5 D v = 55 3 vy O)
lj j/ i i/j/
The term 73 can be bounded as

0Ty =E I 1P| <E[1101P] =E[Z (U;j)z] @E[Z U,g-] =Ne, ()

ij ij

ey

where (a) follows from u;; € {0, 1}, and the last equality follows from (33). Now, for the term
T4, we have

7=k {1 vie)] =2k (o2 v | =22 o v)] —2r (e v
@2kl v)]. 23)
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where (a) follows from the definition of unused service. Using the Cauchy—Schwartz inequal-
ity, we have

pefevt v)]| =2 B [1@idiF] £ [101P] =2VENe, 4

where the last inequality follows from Proposition 4. Substituting (19)—(24) into (17), putting
back the superscript (), and taking m(e) = [ 1/./€], we get

1 a%) (€
2| 3 — 6AmarComax = ZQ

m(e)

XS § S0+ o0~ g5 S0 +omee( -3

4

1
2 (€) (€) (€) ok
te +§Uj N%: IR SO Nz}j%,,,(O) + Ne +2VK"Ne, (25)
and

1 aln"fl? —(©)
2( 5 + OAmaxComax— Z 0

m(e)

=2y Z Z Vo + Z VoD =~ LS | — bmere (1 + N
ij I=1 i

1
2 (€) (€) (€) o
+e”+ E N E Y, u’(0)+ E VU,](O) T2 E Vi l,],(O) — 2+ K*Ne.  (26)
ij 7 ij
Letting € — 0, we have

lim 6E|: Z Q(G):|

e—0

- 1 © © ©

=€1Lmo ﬁz UU/(O)—i— Z i/ = Z Viiip @

ij ]/ il

1
(] ,© ©) ©)
€ € €
+2Z Z ]T]Z i, t/(l)+ Z ]l](l)_ Z Vi D
i =1 i
The proof is now complete after using Claim 5. O

5. Conclusion

In this paper, we have analyzed the heavy-traffic behavior in a switch operating under
the MaxWeight scheduling algorithm when the arrivals are Markovian. We have obtained the
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steady-state sum queue length, which is consistent with the result in the i.i.d. case. Our argu-
ments generalize the drift method that was developed in [6, 22] and the transform method in
[13] to the case of Markovian arrivals. The key ideas are to consider drift over a time window
whose size depends on the heavy-traffic parameter, and to exploit geometric mixing of Markov
chains to get a handle on the Markovian correlations.

There are several possible directions for future research. One immediate direction is to
extend the result to the so-called ‘generalized switch model’ [14, 31] when the complete
resource pooling condition is not satisfied. (This is the case for a general queueing model that
includes a switch that is incompletely saturated, a switch where the arrivals across the ports
are saturated, wireless networks under interference and fading, cloud-computing scheduling,
etc.) A second future direction is to establish the generality of Markovian arrivals in discrete-
time systems. It was shown in [2] that Markovian arrival processes approximate any marked
point process to an arbitrary degree of accuracy. Exploring the validity of such a result for
discrete-time arrival processes is an open problem.

Appendix A. Heavy-traffic limit of queue length distribution

In this appendix, we will obtain the heavy-traffic limiting steady-state distribution of EQ(G).
One way of doing this is to use ¢'*! as the test function to obtain the k<th moment of the queue
length. Once all the moments are obtained, the distribution can be inferred. Such an approach
was used in [6]. Here, we instead use the transform method that was presented in [13]. The key
contribution is to extend the result in [13] to the case of Markovian arrivals in a single-server
queue.

Theorem 3. Consider the same setting as in Theorem 1. Let Q(E) be a steady-state random
(€)

variable to which the queue length processes {Q’ } 1

0 <0,

converge in distribution. Then for any
lim E[e@&)] -
1-6

Therefore, we have that EQ(E) converges in distribution to an exponential variable with mean
03+<1X2

2

The proof is presented in Appendix H.2. The key idea is to consider the m-step drift of
the exponential test function, ¢“?. As in the proof of Theorem 1, we again choose m as a
function of € and exploit the mixing rate of the underlying Markov chain. In addition, we use
the following lemma to compare the arrival process with an independent Markovian process
with the same transition probabilities. This lemma, which is proved in Appendix H.1, enables
us to asymptotically decouple the queue length and arrival process in the heavy-traffic regime.
(€
>0
{x’ };i)o, but is defined on the same state space 2, and with the same transition probability, so
that it has the same stationary distribution, i.e.

Lemma 7. For every € € (0, ), let {Y[} be a Markov chain that is independent of the chain

7(6) i)—((é) ~ 7€)
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Let ()€ =f((¥")©) and (Y°)'© ~ 7). Then

m—1

Z {E[((AH_I)(G) - )‘(E)> ((AH_m)(e) - K(e)) - ((bm_l)(e) — A(E)> ((bO)(é) _ A(€)> | (Xt)(é)] }‘

=0
=< 4(Amax + A(G))Amax(C(e))zm(a(e))m»

and

)EI:((AH_’")(E) _ )L(E))2 _ ((bO)(é) _ )‘(6))2)()([)(6)]‘ < 2(Amax + A(e))z(c(g)) (o((e))m.

Appendix B. Proof of lemmas in Section 2

B.1. Proof of Lemma 1

Proof of Lemma 1. Let 6 € (0, 1). Applying Taylor expansion and using Condition 2 in the
lemma, we have

E[e8"749) (0!, X') = (g, )|

0 l I}
<E[1+9A’"Z(q,x)+Z—D| 0.X")= (q,x)] (27)
>, oD
=1+0E[A"Z(q.0) | (@' X)=@0]+ ) —~
=2

According to Conditions 1 and 2, we have
E[A"Z(q.x)| (Q". X") =(¢.x)] < —nZ ((¢q.x) € B) + DI (¢, x) € B°), (28)

where

B={(g.x) €(Q, X):Z(q, x) = k}.

Since 0 € (0, 1), we have

S lDl o l 2Dl o
Z 2= 9 Z <6? Z = =02 — D). (29)
=2 It

Combining (27)—(29), we have
E [eGAmZ(q,x) | (Qt’ Xt) — @, x)]
< [1 —On+02 (-1 —D)]I((q,x) eB)

+[1+6D+6 (¢ —1-D)| T (. x) € B)
<81Z((q.x) € B)+ 58I ((q.x) € B), (30)
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where
S1=1-0n+6%(”—-1-D)<1
for sufficiently small 6 < % and
§=1+6D+06* (" —1-D).

According to (30), we have

E[e9Z(Q(t+rn),X(t+m))]

_ Z E [eﬁA”’Z(q,x)eBZ(Q’,X’) | (Qz, Xz) _ (q,x)] P ((Qt, Xt) —(q x))
(g.x)e(Q,X)

_ Z HZang [eeAmZ(Q’,X') | (Qt’ X’) —(q x)] P ((Qt’ X’) —(q x))
(g.x)eB

4 Z RZI0RY [eeA'"Z(Q’,X’) | (Qt’ Xz) — (@, x)] P ((Qt, X’) _ (q,x))
(q.x)eB*

<&y, LH4IP((@LX)=(@q )

(g.0e(Q,X)

+Y @8 —8) X IIP (01 X') = (g, ¥)

e

< 51E[692(Qt!xt)] +9(D~|— 77)39’('

By induction, for all 7y € [0, m] and [ € N we have
1 m f m —_— l
E[eQZ(QOH A0t )] < 8| E[2@ X0 ] 4 —i ? 0 (D+1) ™.
— 0]

Note that E[eeZ(QIO'XIO)] < "D < o6 for all 1 € [0, m], by Condition 3. Since {feR:¢>
0}={tr=t0+Im:19 [0, m] and [ € N, }, we have

[eez(Q',X')] < 6 (D+n) e,

lim sup E =C.
im sup s,

—>00

B.2. Proof of Lemma 2

Proof of Lemma 2. Define the total variance difference between two distributions 71 and
7o on 2 as

1
I = mallry = 5 3 I (@) — )|l 31)

xeQ

It has been shown in [18, Chapter 4, Theorem 4.9, p. 52] that for an irreducible, positive
recurrent, and aperiodic finite-state Markov chain with transition probability matrix P and
stationary distribution 7, there exist constants o € (0, 1) and C > 0 such that for all m € N,

max||P(x, -) — |7y < Ca™. (32)
xeQ
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Thus, for any initial distribution X0 ~ 70

[E[f&X™ —2]]
<Y fONEP")») - 7))

ye2

<Y Y 7 @IP" (&, y) =7 ()]

yeQ2 xeQ2

<L) Y 7 '@IP"(x, y) — 7 ()l

yEQ xEQ

=Ly 70 ) IP"(x,y) — 7

xeQ yeQ
<2L 0 P(x, ) —
<2L) 7% max||P(x, ) = 7llzv

xeR
<2LCa™.
Thus,

|E[f(&X™) — A]| =2LCa™.

B.3. Proof of Lemma 3
Proof of Lemma 3. We have

@1 =E[(fx) - 2)(F(x°) = 2)]]
= |Exo-a [(F(X°) = 1) Exor [(FX) = )] ]|

C Evo o [J(F(X0) = 2)Exo—r [(FX) = 2)]]

= Exo [[f(X°) = M Exor [(FX) = 2)][]
= 2(Amax + )\)Amaxcakv

27

where (a) follows from Jensen’s inequality and the last line follows from Lemma 2. Let V| =

y(0) 4+ 21imy, 00 Y imy 2Ly (1) and Vo = y(0) 4 2 limyy 00 Yy ¥(#). Consider

m

> Ly

t=1

> h0-Y o

t=1 t=1

Vi — Va| = lim
m— 00

= lim
m—0oQ

IA

m
. t
mlggo El n—qu(t)l
=

IA

m
t
Tim_2(Aar + A)AnarC ; o

o — am—H am+1

IA

mli_)moo Z(Amax + A)AmaxC (m(l —a?) -«

Since o < 1, we have |V — V,| <0. Thus, V| = V;.
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Appendix C. Proof of Claim 1

We will prove the claim using the dominated convergence theorem to justify a certain
interchange of limit and summation. We have

[y Oo] = [E[(@) = 1) () = 2)]|
< £[J((4) =) lET @ =)
< (Amax + A)ZAmaxCa’,
where the last inequality follows Lemma 2. Since

m
. ‘ 1—am!
lim E (Amax + 1)24axCa’ = 1im 2(Amax + A)AmaxCat
m— 00 =1 m— 00 —

o
=< 2(Amax + A)Amaxcm <00,

we conclude that the interchange of limits is valid, i.e.,

m m m
fimfim, 3y 0= Jim 3 lim 0= Jim_ 3y
= = =

Therefore, lime_ (aée))z =o2.

Appendix D. Details in proof of Theorem 1

D.1. Proof of Claim 2

Proof. We first use the queue evolution equation (3) to recursively expand Q'+
2
E [(QZ+H1) _ (Ql)z | (Qta Xt) = (q, x)]
< E[(@m Aty sty 002 (0, X) = (g, 0]

:E|:(Qt+m—1)2 +2Qt+m—l(At+m—1 _ SH—m—l)

4 (At+m71 — SH’"*I)2 - (Ql)z] | (Qt’ XI) =g, x):|
m—2 m—2 m—2

_ E[Z (Q’ DI SEEED B S U’*m_i) (artm=t — gt
i=0 i=0 i=0

+ (@) (AT — sty (Y | (0, XT) = (4, )0}

< E[20" (A" = $7) 4 2m(Amax + Smax) (Amax + Smax)

+ (@) 4 (Amas + Snar)” — (@71 (' X') = (q. )]

:E[(Qt+m—l)2 + ZQI(AH-m—l _ St+m—1)
— (0" +Ko(m) | (0" X') = (. 0]
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where

Ko(m) = 2Wl(Amax + Smax) (Amax + Smax) + (Amax + Smax)z'

By induction we have
E[(@*") = (@7 1(2' X') = (¢, %]

< E [ZQI <ZAl+m—i _ Z Sl+m—i> + mKo(m) | (Qt’ Xl) — (q’ x)}

i=1 i=1

—E |:2Q’ Y (AT =0 — 2meQ' + mKo(m) | (Q', X') = (g, x):| .

i=1

D.2. Proof of Claim 3
Fix €, and take Z(Q, X") = Q' as the test function:

Am(e)z(q’ X)= (Qt+m(e) _ Qr>I(Qz _ q)

(\/ Qz+m(e) \/ ) ) =q)

< 2LQI((QI+m(E))2 _ (Qt)2 )I(Qt _ q)’

where the last line follows from the fact that f(x) = 4/x is a concave function for x > 0, so that
fO) —f@) < (y—x)f'(x)= w1th y= (Q”'"(E))2 and x = (Qt)2. Therefore,

E [Am(é)z(q’ x) | (Qt, XZ) =(q, x)]
<55 (@) - (@) ) 1@ x) =0

1
=—Ki(e)+ 2—Q,m(6)Ko(m(6))

Let k(m(e)) = % and n = K& Then, for all (¢, x) € (Q, X) with Z(g, x) > k(m(e)),
we have

E[A"Z(q, )| (0", X") = (g, )] < —n(m(e)).

Moreover, we have P (Am<€)Z(Q, X) < m(e)(Amax + Smax)) = 1. Using Lemma 1, we conclude

that
(@] <
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D.3. Proof of Claim 4

Proof. We will prove the claim by bounding the terms on the right-hand side of (8). First,
setting the drift of Q' to zero in steady state, for all i € N, we have

E [Ul+i] —F (Ql+i+1 _ Qt+i + Sl+i _Al+i) =pn— A—ec. (33)
Thus,
—€Smax = — (it — MSpar < E [~U'S'] < E[ - (U")’] <O0. (34)

This bounds one of the terms in (8). Also note that it implies the following bound, which we
will use shortly:

m

> EutmTH (AT =) ]

i=1

< 2m(Amax + 1)e. 35)

Now we will bound the first term on the right-hand side of (8), which is the most challenging
term. Notice that

E[20'A" — V)] < 2(Amax + 1)E [Q'] < 00.
Since we are in steady state, for all m € Ny we have
E[20'A"— »]=E[20"" (A" = 1)]. (36)
According to (3), we have
E[207 (47 )]
—E [2(Q’+'"‘l ATl gl gmely (grm )\)] 37)
= £ 20! (A ) |+ E 24 ) (4t )

LE [2U1+m—1 (At+m _ A)] ’

where the last equality uses the independence of S'*"~! and A"+, By repeating these steps
recursively we obtain, for all m € N,

E[20'(A"— )]

—E [ZQI (At+m _ )L)] 42 Z )/(l) + ZE [2Ut+m—i (AH-m _ )\)] , (38)
i=1 i=1

where
p= B[ —3) (A7~ )] = E [ - 2) (o'~ 2)].
According to Lemma 2,

|E[20" (A" = 0)]| < E[2Q'[E[(A™™ = 1) | (X", Y]] < 4AmaxCa™E[Q'].
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Thus, from (38) and (35) we have

— YA Ca"E[20] = 2m(Amax + 1)e +2 ) (D)
i=1
<E[20'A" - »)]

m
< 4AnaxCa" E[20"] + 2m(Amax + 1) +2 > v (i).
i=1

Now, substituting this and (34) into (8), for all m € N we have

o™ "
2 <1 - 2A,,WC?> E[eQ )<y +2)  y()+ 07 +2m(Apax + )€ + €%,
i=1
o™ "
2 <1 + 2A,,WC?> E[eQ'] = y(0)+2 Z Y () + 02 = 2m(Amar + 1)€ — Smaxe + €.
i=1
O

D.4. Proof of Claim 5

Proof. We will prove the claim using the dominated convergence theorem to justify a cer-

tain interchange of limit and summation. To this end, note that for any € > 0 and an integer

M> [ﬁ—‘ since X0 £ X©_ we have

L]
[((Ai)(€) _ A(e)>((AO)(e) . A(f))] . Z E[((Ai)(e) _ A(e))((AO)(f) _ A(e))]

i=1 i=1

~

>

E[((Ai)(€) . /\(e)) ((A())(e) B A(e))]

, ﬂ,
M= S M

]
—
B
—

() {0 -]

) )]

. IA
I}
M=

(Amax + )\) 2AmaxCa !

IN®
-
- 0=

1
o Ve
= 2AmaxC(Amax + )\) l—a
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()

where we used Lemma 2 to get (a). Let M — o0; for any € > 0, since x0Lx , we have

)
E[ ()@ =29) (a0 =2@)] (39)

M €L

. Ve

= Jim 3 () =ROY ()7 )| = 2l + 1)
=

=

—

and

L]
> E[ ()9 =29) ((a9)@ = 2@)] (40)

1
a Ve

< lim 3 E[(( A Mf)) ((AO)“) —W)] + 2AmarC(Amar + 1)

M—o0 4

i=

l—a

Letting € — 0 and combining (39) and (40), we have
L]
tim > E[((4) =2€) (4% = 2©)]

e—>0 4
i=1
u (€) (€)
— T VO _ 5@ ((40)© _ 5
= i i, () =) ) )]

i=

Notice that

lim Z [E[((4) = 2©) (49 = 2©)]| = 24 C(Amar + 1)

M—o0

1

l—a

It follows from Lebesgue’s dominated convergence theorem that

M
. . Q) (e))( 0@© (e))]
s i 3£ -) ()

M
= i tim E[ (4 =29) (49 =29)] 41
M1—I>noo - GER) ( ) ( ) ( )
=
According to the weak convergence of the underlying Markov chain (Equation (5)), we have
tim E[ ((4)7 =) ((4°) @ =29) | = v 0. (42)
€e—

Thus, combining (41) and (42), we have

m(e)

lim Zy(e)(z)— hm Zy(l)

m(e)— o0 4
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Appendix E. Proof of Claim 6

Proof. Similarly to the proof for Theorem 1, we consider the m-step drift of the Lyapunov
function V(-). For any m € N,

E[A™V(g.x)| (Q". X) =(q.x)]
|:i Qt+m lAt+m 1 >+HAt+m—1_St+m—l||2

I=1
+ 2(Qt+m71’ A — St+mfl)) | (Qt, Xl) =(q, x):| 43)
The first term in the right-hand side of (43) can be simplified as follows:
E |:<Qt+m_l, AI-‘rm—l _ x) | (th Xt) — (q’ x):l

m—I
—FE |:<Qt + Z (Az+i _ St+i + Ut+i) ’At+m—1 _ X> | (Qt’ Xt) =(q, x):|

i=0
= <qs E [AH—m_l —A| (Qt’ Xt) =(q, x)]) + mN? (Amax + Smax) (Amax + )\max)
(@)
= alle [4 = =1 (@ X = @ || + N (A + Sma) (A + o)
< ZNAmameaxa;nnaxq |4|| + mN2 (Amax + Smax) (Amax + )Vmax) s

where (a) follows from the Cauchy—Schwarz inequality and (b) follows from Lemma 2. The
second term in the right-hand side of (43) can be bounded from above as follows:

E [\ Artm=t _ gtm=l| 2| (gf X') = (g, x)] < N2 (Amax + Smax)”-
The last term in the right-hand side of (43) can be written as
E[(@+ A=) | (@ X') = (g )]
E[ (o, Iy gi+m— l> (@, Xt+m—l)] (0. X') = (4. x)]
¢ )E[ < =l 3, —r> (0", X') = (. x)]

o [<Qz+m - (x+el)>|(Qt’ Xt):(q’x)]

m—I
=—¢E |:<Q’ +) (A —st Ut 1)> (0", X')=(q. x)i| :

i=0
<—e€llglh + E”n]vz(Ama)c +Smax)
<—¢€llqll + 6mNz(Amax +Smax)7
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where (a) follows from MaxWeight scheduling. Since A € in#(C), there exists a positive number
€ such that A + €1 € int(C). This gives (b). The last inequality comes from the fact that for any
vector x, its /; norm is no less than its /; norm. Based on the discussion above, we have
K>(m) 1—aol
E[A"V(g.©) (@ X) =@ 0] = ——+ (2NAW max ——2% — me | |lql|

1- max
_ Kam(e)) — mle)e

=— > lqll,
where
1 —a™
m(e) = min {m € Ny | 2NA pax Conaor ——max 1€
I — apmax 2
and

K> (m(e)) = m(e)Nz (Amax + Smax)2 + 2m(€)2N2 (Amax + Smax) (E + Amax + )\max)-
U

Appendix F. Details in proof of Proposition 4

F.1. Proof of Claim 7

Proof. The detailed proof of Claim 7 is as follows:
A" W ik(g, )] = [[Wik (@7, %) = Wik (€. X)][T (€', X) = @ %)
(a)
=[lQf - @l

(é) ||Qt+m_Ql||

= Y (em-ey)

ij
(c) 2
= \/Z (m(Amax + Smax))
ij

= Nm(Amax + Smax) )

where (a) follows from the triangle inequality and (b) follows from the contraction property of
projection. The inequality (c) is valid because

m
ZA’—S’—i—U’

t=1

0™ ~ 04l =

= m(Amax + Smax)'

F.2. Proof of Claim 8

Proof. We will use Lemma 5 to bound the m-step drift AW | x-(q). To this end, we will first
bound the drift A"V(g, x) and then bound A™V)x(q, x). First, consider the drift A"V x(q, x):
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E[A"V(g, x)| (€', X') =(g. )]
=E[IIg" 12 - 12117 | (@', X') = (q.%)]
<E [||Qt+m—1 F A=l _grm=112 _ 1002 | (Qt, Xt) _ (q,x)]

:E[||Qt+m1||2 _ ||Ql‘||2 +2<Qt+m71,At+m71 _St+m71>

+ (AT st 2 (0 XT) = (g, x)}

—E |:Z ) <Qz+m—l’ ArFm=1 _ X) | (Qt’ Xt) —(q x)]

=1

4+ E |:Z||At+m—l _ Sl+m—l||2 | (Q[7 XI) — (q,x):|

=1

T Xm: E [2 <Qt+m—l’ 5 — Sr+m—l> (. X) =(q. x)] , (44)
=1

where the last equation follows from repeating the previous step inductively. By the tower
property, the last term in (44) can be written as

= t+m—1 _ Qt+m—l royt) —

Z;EP(Q A—S >| (@'.X) (q,x)]

— i E|:E|:2 <Qt+m71’ (1 _ e)v _ St+mfl> | <Qt+m717 Xt+m71) :| | (Qt, Xt) — (q, x):|
=1

- Z —2¢E[ (@)1 (@', X') = (g )]

=1

+ i E|:E|:2 <Qt+m71’ y— St+mfl> | (Qt+mfl’ Xt+mfl> — (q/’ x/):| | (Qt, Xt) — (q, x)i|
=1

(45)
Since we use MaxWeight scheduling, using Lemma 4, we have
E|:2 <Qt+mfl’ y— St+mfl) | (Qterfl’ Xterfl) — (q/’ x/):|
< E|:2 <Qt+m—l’ y— (V + Vmin qLIC)>> | <Qt+m—l’ Xt+m—l) — (q/’ x/):|
llg il
< —2vmin [ QT
< ~2vmin Q') || + 2vmin [T — Q' |
< _ZVmin‘ ’QIJ_[C| | ~+ 2Vmin ’ ‘QH_m_l - Qt’ }
= _ZVmin‘ ’QIJ_/C| | + 2VminNm(Amax + Smax)- (46)
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Combining (44)—(46), we have
E[A"V(g.x) | (Q". X") =(q.%)]

<E |:i ) <Qt+mfl’ Artm—l _ X> (@' X) =(q. x)i|
=1

m
+E |: | |At+mil - St+mil| \2 | (le Xt) = (qs x)i| + 2Nm2vmin (Amax + Smax)
=1

+

NE

—2¢E ({1 v) 1 (€', X) = (@ )] — 2mvmin 1@

I

1

<E |:Z ) <Qt+mfl’ Artm—l _ X> | (Qt’ Xt) — (@, x)i|

=1
+ i —2¢E[{@ " v) 1 (@ X') = (¢ )]
=1
+ ;Nm%mm (Amax + Smax) + N2m(Amas + Smax)” = 2mvmin|Q - @7)
Next, we will bound the drift of A"V (g, x):

E[A"Vik(g.x) | (Q'. X') =(q.%)]
=E[[lei 1P = llejcl* 1 (@' X) =@ )]
=E|llej - ! |P 1@ X) =g )]
+E[2 (ot o - o1 (@ x) = .0
+E [l 1P - el 1 (@ x) =@ %)
= E[2{Qir " o - o) 1@ X) = (¢ )]

+E[[lej"|IP - el 1 (@' X) = @. 0| (48)

The first term can be bounded below as follows:
E[2(ejr " g - o)1 (2. X) = @, 0|
— [2 (QT‘—;-Cm—l’ Ql+m _ Qtj—]gl _ (QH»WL*I _ Qil-}-cm—l)> | (Qt’ Xt) — (q’ x)]
ZE [2 <Q1|-|I-én—l’ Qt+m _ Qt+m7]> | (Qt7 Xt) — (q, x)] ) (49)

The last line follows from the fact that since QT,’C’"_I ek, Q’j ,é" € K°, we have

(e i) =0 ama (o 0 )=0
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Substituting (49) into (48), we have

E[A"Vik(g. %) | (2", X') = (q. )]

E|:2 <Q1|Jerm 1 At+m 1 St+m71+Ut+mfl>

+ @1 = 112l (tht>=<q,x>]

—~

M
o)
I_|

a
=

2t an - A2 X) =(q. 9]
+ Ii E[2{jr a - s (04, x) = @.%)
iZm: E2{gprt At = 3) | (@ X') = (¢ )]
+ Z E[-2¢ (@5 V)1 (@ X) =@, 0)]

+ Xm:E <Q7+m I grm=l _ > | (Qt’ Xt) — (@ x)]

_ Xm:E <Q?+m [ grtm=l _ > (0. X') = . x)]

m
+ Y E[-2¢ (g v) 1 (@ X) =@ 0], (50)
where (a) follows from recursively expanding the previous expression and noting that
<Qt+m71 Ul‘+m71> >0

since each component of Q"1 and U~ is non-negative. The equality (b) follows
from the fact that A = (1 — ¢)v. Since 9|k € K and s,v € F, according to (12), we have

<Qﬁc’” I grm=t _ >=0, which gives us the last equation. Combining (47) and (50), we

have
E[A"V(g.x) — A"V(g0) | (2. X') = (g.%)]
<E |:Z 2 <Q1+I;Cn71’ AtTm—l _ )‘> (0. X') =(q. x):|
=1

+ 2Nm2Amax + sz(Amax + Smwc)2

+ Z —2¢E [<Q’+’" L > (0", X") = (q,x)] — 2mvmin||Q' x|
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220l |3 a1l 0. ) =)

=1
+ 2Nm2Amax(N(Amax + )\) +ellvl) — 2mein| |QtLIC| |

+ 2m€| |QIJ_}C| | vl + 2Nmzvmin (Amax + Smax) + sz(Amax + Smax)2

ol e [anuxu (@ xf>=<q,x>]

=1
+2[|@' k|| (melv]| — mvmin) + K3(m), (51)

where (a) follows from the Cauchy—Schwarz inequality and
K3(m) = 2Nm? (Amax + Smax) (N(Amax + )L)
+ €[|| 4+ Vmin) + sz(Amax + Smax)2~

Using Lemma 5, we conclude that

E[A"W k(g.%) | (Q". X') =(q,%)]

<E [ (A"V(g,x)— A"V(g, 1)) | (@', X) = (q,x)i|
2|lq kI
([ g . K(m) |
<E[Y | || 1(Q X') = (q. %) | + s + m(el Y]] = Vinin).
=1 2[|Q" |

Appendix G. Proof of Lemma 6

Proof of Lemma 6. Note that V'(q, x) = ||qH£||2 < |q!|> = V(q, x). Therefore, in order to
prove the lemma, we will show that E[V(Q, X)] is finite in steady state. We do this using
Lemma 1 on the Lyapunov function W(q, x) = ||q|| = +/V(q, x). Note that its m-step drift is

AmW(q, x) é [W (QH—m’ XH—m) - W (Qt7 Xl)] I ((le Xl) — (q’ x)) .

To use Lemma 1, we first check that Conditions 2 and 3 of Lemma 1 hold:

|AW(g, O = 1IQ" 1| - 11@'111 1 Z((Q", X') = (g, x))
<l1Q" - Q'll

- \/; (m(Amax + Sma))?

= N(Amax + Smax)~

Therefore, Conditions 2 and 3 are satisfied with D(m) = Nm(Amax + Smax) and D(ty) =
N(Amax + Smax)-

https://doi.org/10.1017/apr.2023.60 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2023.60

Heavy-traffic queue length behavior in a switch under Markovian arrivals 39

We now verify Condition 1:
E[A"W(g,%)|(Q", X") = (g, x)]
=E 10" - 11211 (2", X) = (¢, %)]

5E[ (i 1gP) 1@ x) = g, x)]

2/1Q'|
1
SME [Amv(q5 x) | (Qtv Xt) = (q7 x)]
(@)
% — @ for all ¢ such that W(q) > w,

where (a) follows from Claim 6,

1—ao” €
m(€) = min {m e N4 | 2NAmameaxM < m_} i

I — aymax 2

and

Ka(m(e)) = m(E)Nz (Amax + Smax)2 + zm(e)ZNZ (Amax + Smax) (6 + Amax + )\max)-

) .
2K and y(m(e)) = ™. Applying

Lemma 1, we conclude that all moments of W(Q, X) are finite in steady state. The lemma
follows from noting that V'(g, x) = || 2| |2 is the norm of the projection of 11 onto S. O

Therefore, Condition 1 is also satisfied with k (m(e€)) =

Appendix H. Details in proof of Theorem 3

H.1. Proof of Lemma 7

Proof of Lemma 7. Since € is fixed, we drop (-)© for simplicity. First, let X = x, let o'+
denote the conditional distribution of X!, and let P denote the transition matrix of {X"}>0.
Then, forany /€ {0, 1, ..., m— 1},

E[((A™ = 2) (A" = 2) | X' =x0)

=Y o™ @ [f =] | DY PEFe) -2

xeQ yEQ
=Y M@ [fo-2] | Y (Pjg,‘l - n(y))f(y)
xeQ2 yeQ

Similarly, we have
E[(b" = 2) (¢~ = )]

=Y w@[f@ =] | D PEe) — A

xXeQ yeQ

= Z T ()[f(x) — A] Z (Pffy_[ - ﬂ(y))f()’)

xeQ2 yeQ2
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Thus,
m—1
(L =2 =3 1 =] £ )08 )
=0
m—1
=23 (¢ - 7w) G -0 Y [P 7| £
=0 xeQ yeQ
m—1
= Y@ [P — @] [reo 2] Y- [P - n(y)]f(y)‘
1=0 xeQ zeQ yEQ
m—1
<(Amar + MAmax Y > ' @IPLG) — (@) Y PR = 7()]
=0 xeQ zeQ yeQ
and

E[(A =) = (10 =) 1X =30 |

=) (@) — (@) (Fx) — 1)

xeQ2

=370 (P - 7) (0~ 2

x€Q yeQ2
<2(Apax + 1) Ca”.

According to (31) and (32), for all xg € 2 we have

— I m __ r_ _ m—Il 0 _ ‘
g (E[(a =) (a7 =3 1X =x0| - E[ (5"~ = 2) (1" = 2)])
<4 (Amax + 1) ApaxC2ma™,

and
B[ =) = (60 = 1) 1X =0 || £ 2(Apar + 1) Ca™

Since these bounds hold for all x( € €2, and since the bounds do not depend on x(, we have the
lemma. O

H.2. Proof of Theorem 3

Proof of Theorem 3. In the rest of the proof, we consider the system in its steady state,

and so for every time f, (Q")(© 4 Q(E). For ease of exposition, we again drop the superscript
() and just use Q'. Then A’ denotes the arrivals in steady state, and the queue length at time
t+mis

m—1 m—1 m—1
Qt+m — Qt + ZAH-I _ Z St+l + Z UH_I,
=0 =0 =0
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which has the same distribution as Q' for all m € N. Note that, from the definition of the
unused service and (4), it can easily be shown (by considering the cases of U =0 and U # 0)
that

+1 _
(eeﬁQ’ _ 1)(6 U 1) =0,
GO0y _ et | eo(Q+AT-S")
Taking the expectation with respect to the stationary distribution on both sides, we have

E[eethH] 1 E[e—e(wt] -|-E[e€0(Qt+At—St)]. 52)

Since 6 < 0, we have that Y < 1. Therefore, in steady state E [eeth] is bounded, and so we
can set its drift to zero:

E[e°9" ] — E[e??] =o0. (53)
Combining (52) and (53), we have
E[eeGQ’] =1— E[e—eeU’] +E[669(Q’+A’—S’)]
E[e?9 (574D —1)] = E[e~0Y"] — 1.
Therefore, since we are in steady state, we can replace the index ¢ by # 4+ m and get

E[egeQH—m (eEQ(AH—m—SH—m) _ 1)] :E[e_EGUH—m] _ 1 _ E[e_eeUt] _ 1’

where the last equality holds because of steady state and the fact that £ [e_ee Ul] is bounded in
steady state. Boundedness follows from the observation that U’ is bounded by S),,... Expanding
Q'™ using (3), we get

E[eetheee(Z;n:—Ol At+1_zlm:—01 Sr+l+2;n:—01 Ut+l) (eEQ (Ar+m_5t+m) _ 1)]
=E[e=V] - 1. (54)

Taking the Taylor expansion of the right-hand side of (54) with respect to 6, we have

E[e_eeUt] —1=—E[-e0U'|+E [62022(Ut)2] +E |:_ (6U1)3 ég]

6
@ o, 6292E[2(U')2] . [— (eléf)3 éﬂ
—% (—1 n w> +E [‘(%)393} , (55)

where (a) is due to (33).
Since 6 € (6, 0] and U < S,4x, the absolute value of the last term in (55) can be bounded
above by K €3, where K is a constant. Therefore, for ease of exposition, we can write (55) as

E[e V"] —1=¢% (-1 + M) +0(¥) =€ (—1 + 902(6)> +0(e?),

2
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where the last equation comes from the fact that

EL(U) ] 2 E[(US)] = Suk: [U1] < Syt

using (33). Taking the Taylor expansion of the left-hand side of (54) with respect to 6, for the

same reason, we have
! e@( m—l gt _yom- b gl gl U"H) +m__ gt+m
E [eeeg ¢ >0 >0 >ito (gee(A srmy 1)

m—1 m—1 m—1
:ezeE[(f@Q’ (1 + e (Z AT sty Uf“) + 0(62))

=0 =0 =0

0
(61 (Al+m _ St+m) + z (Al+m _ St+m)2 +0 (6)) :|
This can be divided into seven terms as follows:

629{ E I:eGthe—l (At+m _ SH—m):I

Ts

B -1 m—1 -1
4+ E eGEQYQ (mz Al+l _ nZ St+l +mz Ul+l> (At+m _ Sl‘+m):|

1=0 =0 =0

Te
+E _O(E)eQEQt (A’*’" — S”rm)] +E [eHeQ’g (At+m _ St+m)2]

Tz Ts
iy Qth 69 <ZA;+1 ZSI+I+ Z UtJrl) Altm _ St+m) :|
To
[ 2 6 t+m t+m\2
+E|O(e )E(A -5
To
r m—1 m—1 m—1
+E | (1 +0¢ (Z AT gy U’“) + O(ez)> 0(6)] }
L =0 =0 1=0
T

According to Lemma 2, we have

Ts =E |:e€€QT671 (At+m . A)] +E [eeegeq (k . St+m)]

=E [/ Qe (A —3) | - [0,
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Since
m
E [eeeQr6_1 (At+m _ )»)]l < 0‘_’
€
we have
m m
—E[#0) - < < B[ 9]+ 2
€ €
Next,
m—1 m—1 m—1
Te =FE |:e96Q’9 ( At _ s 4 Z Ur+1> (At+m _ St+m):|
1=0 =0 1=0
m—1 m—1
—0E |:66le ( AH—l _ SH—I) (At+n1 _ St+m):|
=0 =0
m—1
+0OF |:€95Q’ Z Uit (At+m _ St+m):| )
=0
Since

-1
OF [eQGQl mX: Uyttt (At+m i St+m):|

=0

< |9|\/E [6206Q’ (At+m _ St+m)2]

m—1 2
(Z Ut+l>
=0
<0 |m\/g(Amax + Smax)\/ Smaxs (56)

we have

m—1 m—1
Te = OF |:eeth (Z Al Z SH-Z) (At+m . St+m):| +m0(ﬁ).

=0 =0

Also, |T71, |9, |T10l, | 711 can be bounded as follows:

771 = O(e),
6% 5
[0l < Tm(Amax + Smax) (Amax + Smax) =mO(¢),
0
|7—10| < %(Amax + Smax)zo(Ez) = 0(62),
[T11] < O(e).
Now consider
To+Ts
m—1 m—1
—0F |:eGeQr Z (At+l _ )») (At+n1 _ )»):| —OE |:69th Z (At+l _ )L)(St"_m _ )»):|
=0 1=0

—0E [eQGQ’ i (S —x) (A — ,\)} +0E [leQ’ i (S —x) (s — A)}

1=0 =0
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+mO(Ve) + gE [ (a7 =3)* +07)]
- gE [ (2 (4 =3) (1 = 57m) + €2)]

—0E [ef’fQ’ mi (A = 1) (AT — A)j| + %E [ (4 =3)* 4 07)]

=0
+mO(€) + mO(V/e),

where the last equation comes from the independence between the current service process
and the previous arrival, queue length, and service processes. According to Lemma 7, we
have

|
_

m

[]

T+ Ts ggE[eeeQ'] (2 [ = 2) (" - )]+ E[ (0 - 2)| + 03>

(€) + Lima™ + Lya™,

> [0 = 2) (6 = 2)] + E[ (0" = 2)*] + ag)

+ mO(e€) +mO () — Lima™ — Lya™, (57)

l§
+mO(Ve) +m

1L

m

0 ,
To+Ts zEE[e“Q ] (z

S

where Li =4 (Apax + A) ApaxC>  and L2=2(Amax+k)2C. Combining (54)-(57), we
have

m—1

E[e“Q']( —1+ g(z

m
+mO(Ve€) +mO (€) + “— — Lima™ — Lya™
€

E[(b’"—’ — )" - A)] +E [(bO - A)z] + 03>>

=0

<0(e)—1,
, 9 m—1 5
E[e"?] (—1 +3 (2 ,; [ =) (" - 2) |+ E[ (0" 2)"] + af)>
+mO(/€) +mO (€) + “? + Lima™ + Lya™

>0(e) — 1.
Letting m = 6’% and let € — 0, we have

1
lim E [eegQ[] = 5 .
€—~0 | 2limo S EL(b1—2) (b0 1) 1+E[(B0—2) 402
2
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Putting back the ( - )€ notation, we have

—(©)
lim E[eaeQ ]
e—0

1

2
2 limy ey 00 S E[(bf)—,\(e)) ((bo)(f>_x(e>)]+1imH0 E[(hjf)—ne)) }rag
3

1

lime 0 y©Q0)+Himue) 00 2 X0 y©(0)+02
2

1

Similarly as in the proof of Part 2 of Theorem 1, using Claim 5, we have

(€ 1
lim EI:(,’GGQ ] = —2+2
e—0 04105
1—g=t7=
Note that # is the one-sided Laplace transform of an exponential random variable
1—0% 5 s
. 0'2—}-0'2 .. . —(6) . . . .
with mean . By [4, Lemma 6.1], this implies that eQ" ~ converges in distribution to an
2 2
exponential random variable with mean % ;U" , which completes the proof. (|
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