INTEGRABILITY IN THE WEAK NOISE THEORY

LI-CHENG TSAI

ABsTRACT. We consider the variational problem associated with the Freidlin—Wentzell Large Deviation Principle
(LDP) for the Stochastic Heat Equation (SHE). For a general class of initial-terminal conditions, we show that
a minimizer of this variational problem exists, and any minimizer solves a system of imaginary-time Nonlinear
Schrodinger equations. This system is integrable. Utilizing the integrability, we prove that the formulas from
the physics work [KLD21] hold for every minimizer of the variational problem. As an application, we consider
the Freidlin—Wentzell LDP for the SHE with the delta initial condition. Under a technical assumption on the
poles of the reflection coefficients, we prove the explicit expression for the one-point rate function that was
predicted in the physics works [LDMRS16, KLD21]. Under the same assumption, we give detailed pointwise
estimates of the most probable shape in the upper-tail limit.

1. INTRODUCTION AND RESULTS

The variational principle, or the least action principle, offers a framework for the study of the Large
Deviation Principle (LDP) for a stochastic system [FW98, Tou09]. Often associated with such an LDP is a
variational problem, along with its Euler—Lagrange and Hamilton equations. The minimum in the variational
problem gives the rate function in the LDP, and the minimizers give the candidates for the most probable
shape. By analyzing the variational problem, one can often extract information on the rate function and the
most probable shape and gain an insight on how certain deviations are realized.

In this paper we study the variational problem associated with the Freidlin—Wentzell LDP for the Stochastic
Heat Equation (SHE), or equivalently the Kardar—Parisi—Zhang (KPZ) equation. The KPZ equation [KPZ86]
describes the evolution of a randomly growing interface; the SHE describes the partition function of a directed
polymer in a continuum random environment. The two equations are equivalent in the sense that the Hopf—
Cole transform maps the KPZ equation to the SHE. Both equations have been widely studied in mathematics
and physics thanks in part to their connections to various physical systems and their integrability; we refer to
[Quall, Corl2,QS15, CW17, CS19] for reviews on the mathematical literature related to the KPZ equation.

The weak noise theory in physics can be viewed as the study of the Freidlin—Wentzell LDP for the SHE and
the KPZ equation through the associated variational problem. The theory has seen much progress. Behaviors
of the one-point rate function for various initial conditions and boundary conditions have been predicted
[KKO07, KK08, KK09, MKV 16, KMS16, MS17, MV 18, SM18, SMS18, ALM19, SMV19], some of which
recently proven [LT21, GLLT21]; an intriguing symmetry breaking and second-order phase transition has
been discovered in [JKM16, SKM18] via numerical means and analytically derived in [KLD17, KLD22].

Some recent developments brought the weak noise theory and integrable PDEs together. As pointed out in
[JKM16, Appendix B], at the level of the SHE, the Hamilton equations associated with the variational problem
form a system of imaginary-time Nonlinear Schrodinger (NLS) equations, and the system is integrable. Based
on the integrability, the physics works [KLLD21, KL.LD22] derived formulas for the minimizer(s), which can
be used to infer the most probable shape. These new developments are fast growing in the physics literature
(for example the recent works [BSM22, KLD23, MMS22]) and they unlock much potential for further study.
In particular, the formulas can give access to very precise information on the LDP.

Our main result puts the connection of the weak noise theory and integrable PDEs on a mathematically
rigorous ground. The first part of the main result, Theorem 2.1, shows that a minimizer of the variational
problem exists and that any minimizer solves the NLS equations. The second part of the main result,
Theorem 2.3, gives explicit formulas for any minimizer in terms of its scattering coefficients. Together
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with the Freidlin—Wentzell LDP for the SHE proven in [LT21], the main result here gives a mathematically
rigorous description of the LDP in terms of the NLS equations and the formulas.

We mention some challenges in the proof of these theorems. One challenge in the proof of Theorem 2.1
is to show that the terminal condition of one of the NLS equations is a sum of delta functions. The proof
of this property does not just follow from the calculus of variation alone and requires further analysis of
the variational problem; see Section 2.6. The formulas in Theorem 2.3 were derived in [Kra20, KLD21]
at a physics level of rigor, along with a numerical scheme for evaluating the formulas. Here, we take
the route through a Riemann—Hilbert problem. (See the paragraph after Remark 2.8 for a more detailed
description.) In the presence of the poles of the reflection coefficients, rigorously solving the problems could
require delicate analysis. Here we use Fourier transform to solve the problem (for a given minimizer of the
variational problem) in one shot without requiring any additional information on the poles. The result holds
for any super-exponentially-decaying initial condition and any finite-point terminal condition. Other types
of initial conditions (flat for example, which was treated in [KLD22]) may be considered, and we leave them
to future work.

As an application, we consider what we call the 1-to-1 initial-terminal condition. It corresponds to
having the delta initial condition for the SHE and conditioning the value of its solution at a later time at
the origin. Under Assumption 2.5 (which is discussed in the next paragraph), we prove in Theorem 2.6
that the minimizer is unique and prove the explicit formulas from the physics works [LDMRS16, KLD21].
The formulas describe the minimum and the minimizer of the variational problem, or equivalently the rate
function and the most probable shape of the SHE. The rate function exhibits an intriguing ‘flip’ phenomenon,
which is discussed in Remark 2.8. An interesting phenomenon, discovered and explicitly described in the
physics work [KLLD21], is that the most probable shape transitions from a non-solitonic solution to a solitonic
solution of the NLS equations; see the second paragraph in Section 2.3 for a brief review. Theorem 2.6
establishes this phenomenon on a mathematically rigorous ground. (See Remark 2.7.)

The challenge in proving Theorem 2.6 is to rigorously obtain the reflection coefficients. In Section 5, we
formulate a scalar Riemann—Hilbert problem for the reflection coefficients, which can be solved explicitly.
However, there are infinitely many such solutions, and each solution is a candidate for the reflection coef-
ficients of the actual minimizer. The challenge is hence to rule out all the ‘non-physical’ candidates. Our
analysis rules out some but not all, and we impose Assumption 2.5 to exclude those that we did not rule out.

To showcase the applications of the explicit formulas, in Corollary 2.9 and still under Assumption 2.5,
we give detailed estimates of the minimizer under a scaling that corresponds to the so-called upper-tail
limit. Under Assumption 2.5, the estimates confirm the physics prediction that a soliton controls the most
probable shape [KKO07, MKV 16, KLD21]. Further, from the perspective of hydrodynamic large deviations
[Jen00, Var0O4], the soliton produces a non-entropy shock, and it is interesting to explore how such a
production occurs at a greater generality; see Section 2.4 for the discussion about this.

Let us briefly compare the study of the NLS equations in this paper with the ones in the literature. Solved
by the inverse scattering transform in [SZ72], the real-time NLS equation and its variants are among the
most studied integrable PDEs. We refer to [APT04, AS06, FT07] for reviews on these subjects. Most
of the algebraic properties (the Lax pair, the conserved quantities, etc.) in this paper are the same as or
similar to that in the literature. On the other hand, many analytic properties differ. For example, the unique
solvability of the equations does not hold here (discussed in Section 2.5); the equations could exhibit the
focusing, defocusing, or mixed behavior depending on the terminal condition (discussed in Remark 2.2(c)).
These differences mostly arise from how we pose the NLS equations: with one initial condition and one
terminal condition. Such conditions are natural in the LDP setting and are necessary from the perspective of
analysis (explained in Remark 2.2(a)). We note that our large-scale analysis in Corollary 2.9 is based on exact
formulas, and it is interesting to investigate whether the method of nonlinear steepest descent [DZ93, DIZ93]
can be applied to the imaginary-time equations here.

We conclude the introduction by mentioning some related works.

Recently, there has been much interest in the LDPs of the KPZ equation in mathematics and physics.
Several strands of methods, based in part on exact formulas of observables of the KPZ equation, produce
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detailed information on the one-point tail probabilities and the one-point rate function. This includes the
physics works [LDMRS16, LDMS16, KLD17, SMP17, CGK ™18, KLD18a, KLD18b, KLDP18, KLD18b,
Kral9, KLD19, LD20], the simulation works [HLDM ™ 18, HMS 19, HKL.D20, HMS21], and the mathematics
works [CG20a, CG20b, Bot21, CCR21, DT21, DG21, Kim21, Lin21, CC22, GL23, Tsa22].

Incidentally, the NLS equations studied here appeared in the literature of mean-field games [HMCO6,
LLO7]. Central in that literature are the Hamilton—Jacobi-Fokker—Planck (HJ-FP) equations. A particular
instance of the HJ-FP equations is equivalent to the NLS equations through the Hopf—Cole transform; see
[GPV16, Section 2.2] for example. We refer to [LioO7, Car10, GLL11] and the references therein for the
literature on mean-field games and note that the physics works [SGU16, BGU21] studied the mean-field
games from the perspective of the imaginary-time NLS equations.

Let us point out a major difference between our setting and the mean-field-game setting. In our setting,
what we call w = w(t, z) (see Section 2.1) may not have a definite sign; in the mean-field-game setting, the
function w is assumed to be non-positive. This difference has significant implications on the behaviors of the
NLS equations. For example, the unique solvability of the equations does not hold here (see Section 2.5), but
it holds when w is non-positive (see [GPV 16, Section 1.1.5] for example). Also, even though the scaling in
Corollary 2.9 can be understood as a vanishing viscosity limit, the limit is carried out with w being positive.
Such a limit differs from the one studied in the mean-field-game literature where w is non-positive. The
former limit generally gives a non-entropy solution of the limiting equation (see Section 2.4).

QOutline. In Section 2, we state the results and carry out some discussions about them. Section 3 makes up
the proof of Theorem 2.1. In Section 4, we recall the relevant properties of the forward scatter transform
and the Riemann—Hilbert problem of the NLS equations, and then solve the Riemann—Hilbert problem to
prove Theorem 2.1. In Section 5, we consider the 1-to-1 initial-terminal condition and prove Theorem 2.6.
In Section 6, we perform the asymptotic analysis to prove Corollary 2.9. To streamline the presentation,
we place some peripheral and technical parts of the proof in the appendices and make explicit references
to them in the main text. Finally, in Appendix F, we give a physics derivation of the NLS equations. The
last appendix is not used elsewhere in the text, and is in place just to offer a perspective from classical field
theory.

Acknowledgements. I thank William Feldman, Pei-Ken Hung, and Alexandre Krajenbrink for useful dis-
cussions, thank Alexandre Krajenbrink, Pierre Le Doussal, Yier Lin, and two anonymous reviewers for
helping improve the presentation of this paper, and thank William Feldman and Yier Lin for pointing out the
literature on mean-field games to me. LCT was partially supported by the NSF through DMS-1953407 and
DMS-2243112 and by the Sloan Research Fellowship.

2. RESULTS AND DISCUSSIONS

2.1. The variational problem. We begin by formulating the variational problem of interest. Fix a time
horizon T' < oc. Given a w € £2([0,T] x R), consider the PDE
8tq = %8931’(] + wq, (t,.’E) € (07T) X Rv

with a fixed initial condition g;. that will be specified later. For each such w, this PDE has a unique solution (in
the sense specified in Definition 2.12), so we view ¢ as being driven by w and write ¢ = q[w] = q[w](¢, x).
Fixing & < ... < &m € Rand aq,...,an € R, we look for those ws such that q[w](T,&;) = e,

for i = 1,...,m. Among such ws, the variational problem seeks to minimize the squared £? norm
(Hw||2;[O,T]><R)2 = \[[O,T]XR dtdx w2, namely
inf{%(HwHQ;[O,T]XR)2 : q[w](Tagz) :eaiai: 1,...,'[11}. (21)

We refer to (§;, €)™, as the terminal condition of ¢.
This variational problem is associated with the Freidlin—Wentzell LDP for the SHE, or equivalently the
KPZ equation. Let r denote the spacetime white noise, let € > 0 denote a small parameter, and consider the
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SHE driven by a white noise
WZe=L0uuZe +\/on Ze, Z:(0,+) = gic, (t,7) € (0,T] x R. (2.2)
It was proven in [LT21, Proposition 1.7] that Z. enjoys the LDP with speed ¢! and the rate function

I(q) := inf {3(|[wlla01)xx)* : alw] = ¢}
Since the SHE yields the KPZ equation through the inverse Hopf—Cole transform, this LDP can also be
interpreted as an LDP for the KPZ equation. Given the LDP, the infimum in (2.1) yields the rate of the event
Nt {Z:(T,&) € (—u+ e, e* 4+ u)}, with e — 0 first and u — 0 later.
Let us specify the initial condition for ¢. It is taken to be a sum of delta functions and a function that
satisfies an exponential bound. Fix (1 < ... < (y € R, f1,..., s € R, and fic € {—o0} UR, and set

n
Gic =Y €50+ fie, 0% fi, sup fie(@) /P < 00,8 > Bi. (2.3)
j=1 ze

Note that g;. is nonnegative. We allow n = 0 or f;c = 0 but assume that g;. is not identically zero, namely
/ dz gic(z) > 0. (2.4)
R

2.2. Main result. The main result consists of two parts: Theorems 2.1 and 2.3.

Theorem 2.1. A minimizer of the variational problem (2.1) exists. Let w be any minimizer and set q := q[w]
and p := w/q. The functions q and p are in C*°((0,T) x R), satisfy the bounds given in (3.35), and solve
the imaginary-time NLS equations

01q = 3020 + wq = $020q + P, q(0, +) = gic, (2.5)
m

—0p = 502ap + pw = §02ep + P74, P(T,+) =prc =Y %ie,, (2.6)
=1

in the Duhamel sense (Definition 2.12), for some v; € R, and in the classical sense in (0,T) x R.

Remark 2.2.

(a) The leading order derivatives in (2.6) together give a backward heat equation, so the equation needs to
be solved backward in time, hence the terminal condition there.

(b) The values of v1, . . ., 7 are not determined in Theorem 2.1. Determining the values is a major task in
applications, as demonstrated in Theorem 2.6.

(c) Depending on the values of 71, ..., vm, Equations (2.5)—(2.6) could exhibit the focusing, defocusing,
or mixed behavior. When ~; > 0 for all 4, both p and ¢ are nonnegative, and the equations behave as
the focusing NLS equations as written. When ~; < 0 for all 4, it is natural to change p — —p so that
p and ¢ are both nonnegative. Upon the preceding change, the equations become the defocusing NLS
equations. When the ;s do not all have the same sign, we expect (2.5)—(2.6) to exhibit mixed behaviors
of the focusing and the defocusing equations.

Turning to the second part of the main result, we fix $jc = —oo. This condition amounts to requiring fic
to decay faster than any exponential rate. A quintessential instance is when fi. = 0, or equivalently when g;.
is a finite sum of delta functions. As is well-known in the study of integrable PDEs, the analytic properties
of the scattering coefficients depend on the |x| — oo behavior of the initial condition. The initial conditions
considered here make the scattering coefficients entire (analytic on C).

To state the second part of the main result we require some notation. Fix any (p, ¢) as in Theorem 2.1
with 8ic = —oo, and define the Lax pair

—ix —p 1IN _lpg —ixp+10 p>
U:= 2 0, Vi=|[ 4 2 2 270 2.7
< q 5A> <5ACJ+ 2004 =X+ 5pa =0
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where A € C denotes a spectral parameter. This Lax pair checks the zero-curvature conditio~n oU — 0,V +
[U,V] = 0. From the matrix U, construct the scattering coefficients a(A), b(\), a(\), and b(\) (defined in
Section 4.1) and the reflection coeflicients

r(A) ==b(A)/a(A),  F(A) = b(A)/a(N).
As will be explained in Section 4.1, the scattering coefficients are entire, and a(\) and a(\) have at most
finitely many zeros in the upper and lower half planes respectively. Fix any vy € (0, 00) large enough so
that a(A) and a(\) have no zeros on {Im(\) > vp} and on {Im(\) < —vg} respectively. Define the Fourier
transforms of the dressed reflection coeflicients

dA dA

p(s;t,a:) — / “n 6i)\sr()\)ef)\2t/2+i/\x’ ﬁ(s;t,x) — / 27 6i)\S?(A) e+)\2t/27i)\x'
Rtivg 47 R—ivg <7

Let p; , denote the operator acting on L*(R) by (p, ,¢)(s) := [ ds'p(s — s';t,2)¢(s") and similarly for
p:- Let 1 denote the identity operator on £*(R) and let 1, act by (1.¢)(s) := lgis@(s). We say

an operator f on £?(R) has an almost continuous kernel if the kernel is of the form 1 s~y 9(s, s') L{1 g0} or
9(5, 8" ) 1 re>0y O Lisgs019(s, 8") or g(s, s'), for some continuous g. We write o[f]o := lim(, oy, 0+ 0+) 9(5, 8')
for the value of the kernel ‘evaluated at (0,0)’, where the signs in the limit are chosen consistently with the
signs of the indicators in the kernel.

Theorem 2.3. Fix any (p,q) as in Theorem 2.1 with 5. = —oo, and use the preceding notation. For
all (t,x) € (0,T) x R, the operators (1 — 1, p; ,1_p; ,1,) and (1 —1_p, . 1, p,, 1_) have bounded
inverses, and (1, p, , 1_p, , 1,) is trace-class. Further,
p(t,z) = — 0 [ﬁt,z1+(1 =L piel Pry 1+)_1]0 == 0[(1 —1 Pl piy 17)_117@,17]0 , (2.8)
q(t,x) = 0 [(1 —1.p 1 piy 1+)_11+pt,$]0 = O[Pt,ml—(l I T T 1—)_1]0 , 2.9
(pg)(t, ) = w(t, z) = Opz logdet (1 -1, p, , 1Py, 1.), (2.10)
where every operator in (2.8)—(2.9) has an almost continuous kernel so that o|. . .]o is well-defined.
2.3. Application to the 1-to-1 initial-terminal condition. As an application, consider
gic = 0o, m=1, & =0, a1 :=a € R. (2.11)

We call this initial-terminal condition ‘1-to-1° because g;c and p¢. each have one point in their supports.

Let us recall some important properties of the minimizer that are predicted in the physics work [KLD21].
The minimizer should behave differently for different values of a; := a € R: For smaller «, the minimizer
should produce a non-solitonic solution of the NLS equations; for larger «, the minimizer should produce a
solitonic solution. Let Li, denote the polylogarithm. The ranges are

VT/2e* € NS, := (—00, ¢4, (2.12a)
VT/2¢% €8, 1= (6, 0), 1= =L (1) = 0.7369. .. (2.12b)

That is, the minimizer should transition from a non-solitonic solution to a solitonic solution when /7"/2 e
passes the threshold c,. Recall that the terminal condition py. contains a parameter y; := -y, whose value is
yet to be determined. To determine the value of v, set

Yuns : (=00, 1] 5 R, Yens(7) 1= 7= Lisja(7), (2.13a)
Yus 1 (0,1) = R, Wus(7) 7= = Lisa(7) — 5(log(1/7))*>. (2.13b)

The value of y should be determined by « through the equation

Pl s(7), whena € NS,
Tr2e" =3y 2.14
\/76 {wi,s(ﬂY)v when o € S*. ( )
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(We will verify in Lemma D.2 that, for each o € R, Equation (2.14) has a unique solution.) Further, the
minimum in the variational problem (2.1) should be given by

max | {er‘ —

——=Vens hen \/7/2e* € NS,
sl i L Jibeas(@)}, when yT/2€% € NS,
e min) {oe* — \/%/21/1*75(0)}, when /T /2e* € S,.

o€(0,1

(2.15)

Remark 2.4. By solitonic solutions we mean those whose a(A)|1m(x)>0 and a(A)[im(x)<o have zeros. The
large-scale behaviors of a solitonic solution typically approximate solitons, hence the name solitonic solution.
For the particular solitonic solution considered here, the estimates in Corollary 2.9 (in the next subsection)
show that (pq) approximates the stationary soliton ws(t, x) := =, sech?(\/7,x).

Turning to the mathematically rigorous results, we first make an assumption. Let ¢, 1 (which is larger
than c,) be as in (5.15). When \/ﬁ e* > ¢, 1, our analysis does not rule out all ‘non-physical’ candidates

for the scattering coefficients, so we impose an assumption. We believe this assumption is purely technical,
and it is desirable to remove it in the results below.

Assumption 2.5. When /T'/2e® > c, 1, we assume all zeros of a(\) on the upper half plane and all zeros
of a(\) on the lower half plane lie along the imaginary axis.

The first result for the 1-to-1 initial-terminal condition is as follows.

Theorem 2.6. Consider the I-to-1 initial-terminal condition (2.11).
(a) For any minimizer of the variational problem (2.1), the parameter -y, := -y belongs to (—o0, 1].
(b) For each \/T/2e“ < c, 1, the variational problem (2.1) has a unique minimizer w. This minimizer is

given by Theorem 2.3 with the ~y given in (2.14), and the explicit scattering coefficients given in (5.1)
and (5.11) when \/T/2e* € NSy, and in (5.1) and (5.12) when /T /2 e* € S,. Further,

%(HWHZ[O,T]XR)z = ¢u(a) == (2.15).
(c) Under Assumption 2.5, the same conclusion in Part (b) holds for \/T/2e“ > ¢, ;.
This result together with the LDP from [LT21, Proposition 1.7(b)] immediately yields the following.

Theorem 2.6°. Let Z. be the solution of the SHE (2.2) with Z.(0, +) = do. Consider the event E.(a) =
{Z(T,0) > e} when e > 1/V27T and E(a) := {Z(T,0) < e*} when e® < 1/v/2nT. Let q be as in
Theorem 2.6. Under Assumption 2.5, for every u > (),

lime™! logP[&-(a)] = —¢u(),  lim IP’[ sup | Z:(t,x) — q(t,z)| > u
e—0 e—0 [, T]x [—1/u,1/u]

55(a)} ~0.

Remark 2.7. A highlight of the results in [KLLD21] is the prediction of the non-solitonic-to-solitonic transi-
tion. As mentioned after (2.12), the transition occurs when /7'/2 e® passes the threshold c,. Theorem 2.6
covers this transition because ¢, 1 = 9.4296... > 0.7369 ... = c,.

Remark 2.8. The expression (2.15) was derived in the physics works [LDMRS16, KLD21] (by different
methods); see Equation (S27) in the supplementary material of the latter work. The expression can be
viewed as a Legendre-like transform of v, but with a twist. Recall that the Legendre transform of f(«) is
sup,{oa— f(o)}. The first expression in (2.15) is Legendre-like in the sense that o« is replaced by oe®. At
a physics level of rigor, such a Legendre-like transform can be explained by the derivation in [LDMRS16].
The work extracted an ¢ — 0 limit of the log moment generating function of Z.(2,0) from a Fredholm
determinant and related the limit to a Legendre-like transform of ¢,:

lim elog E[exp (¢7'72:(2,0))] = &= Lis2(7) = sup {re* —pu(@)}, 7 e (—o0,1].

The Legendre-like transform is not invertible. The work formally inverted the transform to get the non-
solitonic branch in (2.15) and analytically continued the result in « to get the solitonic branch. Intriguingly,



INTEGRABILITY IN THE WEAK NOISE THEORY 7

the continued result flips the maximum into a minimum. (In [LDMRS16, Equation (20)], the second min
should be a max.) Such a flip is also observed in another initial condition in the physics work [KLD17];
see Equation (150) in the supplementary material. It is an interesting question to understand the physical
mechanism, if any, behind such a flip.

Let us compare the approach of the physics works [Kra20, KLD21] and our proof of Theorem 2.3. The
works [Kra20, KLD21] started with the defocusing regime: v < 0. This regime is more tractable because
a(A)|tm(r)>0 and a(A)[mm(x)<o have no zeros. In the defocusing regime, they solved the Riemann-Hilbert
problem via a formal series-expansion procedure and obtained the solution formulas for p, ¢, and w. For
specific initial-terminal conditions, such as the 1-to-1 condition, they then analytically continued the solution
formulas in ~ into the focusing regime. Our proof of Theorem 2.3 also proceeds through the Riemann—
Hilbert problem, but in a very different way. We recognize that the jump conditions in the Riemann—Hilbert
problem, upon Fourier transform, can be written as a linear equation in terms of operators. Solving this
linear equation gives the solution formulas of [KLD21]. This Fourier-transform approach can handle both
the defocusing and focusing regimes directly by choosing the jump contours appropriately.

Let us explain the key ingredients in proving Theorem 2.6 and the reason for imposing Assumption 2.5.
Given Theorem 2.3, proving Theorem 2.6 amounts to finding the scattering coefficients under the 1-to-1
initial-terminal condition. To find a(\) and a()\), we utilize the fact that they satisfy a scalar Riemann—
Hilbert problem. Solving the scalar problem yields all possible candidates for (a,a). The scalar problem
unfortunately has infinitely many solutions, which yield infinitely many candidates for (a,a). Among such
candidates, only one is believed to be relevant, which we call ‘physical’ and will be explained in the next
paragraph. We ruled out some non-physical candidates (for example by checking whether the candidate
produces real conserved quantities) but were not able to rule out all candidates when /7'/2e® > Cx1-
Assumption 2.5 is in place to exclude the remaining non-physical candidates.

Let us recall how the physics work [KLD21] identified, at a physics level of rigor, a unique (a,a). As
mentioned previously, the work started with the defocusing regime v < 0. In the defocusing regime,
a(A)|tm(x)>0 and a(A)[mm(x)<o have no zeros, and this property allows to uniquely identify the (a, a) from the
scalar problem mentioned in the previous paragraph. Once the (a, ) is obtained for the defocusing regime
v < 0, the work [KLD21] analytically continued them in -y into the focusing regime. This continuation
procedure is convincing, though not mathematically rigorous: The analyticity of a(\) and a(\) in 7y are not
known a priori. The analyticity is quite subtle since the mappings v — a(\) and y — a(\) are multi-valued
when v € (0,1). This multi-valued behavior was already seen in (2.13), where 1), has two branches 1), s
and ¢, s wheny € (0, 1). The continuation procedure gives the physical candidate mentioned in the previous
paragraph, and we hence believe Assumption 2.5 is purely technical.

Next, let us analyze the p, ¢, and w in Theorem 2.6 under a scaling that corresponds to the so-called
upper-tail limit. Letting N — oo be the scaling parameter, we scale time and « linearly in [V, more precisely
T = 2N and a = Na, for some fixed o, € (0,00). This scaling is equivalent to the more-commonly-
considered scaling T = 2 and o = (Ncv,)?/? through a change of variables in (¢,2). The result gives
detailed pointwise estimates of p, g, and w everywhere except near t = 0 and ¢ = 2N.

Corollary 2.9. Notation as in the preceding and Assumption 2.5 still in action. Fix an o, € (0, 00) and let
v, = a, + % log(2\/a.) + ... be given by the solution of (6.1). Set 7 := min{t,2N — t}. For all T large
enough (depending only on «,),

q(t,z) =e*'/% /4. sech(\/7.x) (1+0(WV1+T e_V*T/Q))1{|x|<ﬁt} (2.16a)
k() (1+0(1/ max{] 5 - 7], 1) (1+ O(VTF7e7/2), (2.16b)

p(t,z) =e N ((2.162)~(2.16b) with t replaced by (2N —t)), (2.16¢)
w(t, x) =7.sech®(y/7.2) (1+O(V1+ 76_7*7/2)) (2.16d)
: (1 {eleyiry + O(e 2 le—v0® | efwb,t)(|x\fﬁ<2N7t»2)>7 (2.16¢)
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where k(t,z) := exp(—x2/(2t))//2nt denotes the heat kernel, and O(a) denotes a generic quantity that
is bounded by a constant multiple of |a| for a fixed c..

We note that the N — oo limit of % log g(Nt., Nz,) was obtained in [GLLT21, Theorem 1.2] without any
assumptions. Here, the estimate (2.16a)—(2.16b) of ¢ is much more refined but requires Assumption 2.5.

2.4. Solitons in the NLS equations as non-entropy shocks in Burgers equation. Corollary 2.9 confirms
the physics prediction, from the weak noise theory, that a soliton controls g and p in the upper-tail limit [KKO07,
MKV16, KLLD21] for the 1-to-1 initial-terminal condition. As is readily verified, the NLS equations have a
solution given by gs(t, z) := e 7*!/2, /7. sech(,/7.x) and ps(t, ) := /2, /7. sech(,/7.z). We refer to

w(t, ) = (psgs)(t, ) = 7. sech?(\/7.)
as a soliton. Under Assumption 2.5, Corollary 2.9 shows that the minimizer w approximates this soliton
exceptneart = 0 and t = 2N.
Next, let us examine the effect of the soliton in the context of the vanishing viscosity limit. Applying the
inverse Hopf—Cole transform h := log ¢ to the first of the NLS equations (2.5) gives

Oh = 30ush + $(0:h)* + w. (2.17)

This is the Hamilton—Jacobi (HJ) equation of the viscous Burgers equation driven by w. Perform the scaling
hn(s,y) == +h(Ns, Ny) and wy(s,y) = w(Ns, Ny) to get

Oy = 55 0zehn + 3(0:hn)? + wy . (2.18)

The N — oo limit of (2.18) is often referred to as the vanishing viscosity limit. The w here approximates
the soliton ws, so wy — 0 almost everywhere. Hence, the limit of (2.18) formally reads

Othy = %(@xh*)Q.
Using Corollary 2.9 under Assumption 2.5 or using [GLLT21, Theorem 1.2], we have

s 2
ha(s,9) = (7.5 = V39 Yyi< st — 5 Hlyl>amst

This expression confirms that /., solves the inviscid HJ equation, but is a non-entropy solution. It has a
non-entropy shock at y = 0, as shown in Figure 1.

The non-entropy shock is produced by wx (s,y). By Corollary 2.9, the function approximates ws(Ny),
which has the shape of a bump of width 1/N and constant height. Even though the width diminishes, the
bump leaves a lasting impact on ., by producing a non-entropy shock at y = 0. In the context of asymmetric
exclusion processes, having the bump is analogous to slowing down the hopping rate near x = 0. (This
analogy can be seen by writing down the evolution equation of the height function of the exclusion process.)
Such a slow down produces an artificial jump of the particle density around = = 0, namely a non-entropy
shock. This bump/show-down picture appeared in the physics study of asymmetric interacting particle
systems with open boundaries [DLS01, DLS03, BD06, Bah10]. The picture also provides a transparent
(though heuristic) explanation of the mechanism behind the Jensen—Varadhan LDPs [Jen00, VarO4]: the
long-time LDPs for asymmetric interacting particle systems, which is largely-open and has only been proven
for one instance [QT21].

It is interesting to further explore the connection between solitons and non-entropy shocks. Indeed,
the NLS equations have many more solitons, which exhibit richer behaviors. Examining how these solitons
produce non-entropy shocks can lead to a better understanding of the LDP for the SHE and the KPZ equation.

2.5. Questions about uniqueness. First, let us consider the unique solvability of the NLS equations (2.5)—
(2.6), assuming that gi. and py. are given. Note that our setting differs from the standard one. The standard
setting concerns the real-time NLS equations with given initial conditions for ¢ and p. Our setting concerns
the imaginary-time NLS equations with a given initial condition for ¢ and a given terminal condition for
p. In our setting, the NLS equations do not have unique solvability in general. The non uniqueness is
seen in Theorem 2.6(b) (which does not require Assumption 2.5). For ¢ic = dp and pyc = Yo with
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AS

J

FiGure 1. The characteristics of h,. Recall that characteristics are curves along which 0,.h, is constant. The solid
characteristics have velocities /7, and —,/7,.

v € (0, (¥, s) ' (v/T/2¢41)), Theorem 2.6(b) gives two sets of solutions of the NLS equations: One

corresponds to \/7'/2 e® € NS, and the other corresponds to 1/T/2e* € S,.

Next, let us consider the uniqueness of the minimizers of the variational problem (2.1), assuming that g;c
and (&;,e*)™ , are given. For the 1-to-1 initial-terminal condition, Theorem 2.6 shows that the minimizer
is unique. For the Brownian initial condition, the physics work [JKM16] predicted an intriguing symme-
try breaking (which is further analyzed in [KLD22]) that implies the non uniqueness of the minimizers.
Following the spirit of this prediction, we formulate a conjecture.

Conjecture 2.10 (symmetry breaking). Let gic = 6_¢ + ¢, for ¢ > 0, and set m = 1 and &; = 0. There
exists an o € R, which depends on 7" and (, such that for all a; > «. , the variational problem (2.1) has
exactly two minimizers, which are the reflection (abound x = 0) of each other.

2.6. A discussion about the terminal condition p,.. Here we explain the challenge in proving that py. is a
sum of delta functions as in (2.6) and give the idea of our proof.

The terminal condition (2.6) does not just follow from the calculus of variation. Indeed, the standard
calculus of variation can show that py. is supported in {&1, . .., &n }. However, knowing this fact alone does
not guarantee the terminal condition stated in (2.6). For example, we can add derivatives of delta functions
without changing the support of pi.:

71551 + tee + ’Yméﬁm + 71,152'1 + ... + /me]_(;ém + ce e

Remark 2.11. The Martin—Siggia—Rose (MSR) formalism from physics offers a different way to perform
the calculus of variation, which, at a heuristic level, produces the sum-of-delta p.. This is carried out
in Section B in the supplementary material of [KLD21]. In the MSR formalism, one replaces the ‘hard’
conditioning q[w](T,&;) = e* in the variational problem (2.1) with certain ‘soft’ weights. The calculus of
variation can show that any minimizer of the ‘soft’ problem has a sum-of-delta terminal condition. Non-
rigorously applying the inverse of a Legendre-like transform maps the minimizers of the soft problem to the
hard problem. The last procedure is not rigorous because the Legendre-like transform is not bijective. It is
an interesting question to explore whether one can use the MSR formalism to rigorously prove Theorem 2.1.

To gain an idea of how to proceed, let us examine the m = 1 case and ask ourselves how to rule out the
derivatives of d¢,. When m = 1, the value of ¢[w](T’, +) is conditioned only at one point &;. In this case, any
w that minimizes the variational problem has a definite sign: either nonnegative everywhere or nonpositive
everywhere. The cases happen when e*' > q[0](T,&;) and when e** < q[0](7,&1) respectively. This
property is intuitive to understand (and is in fact not difficult to prove): In order to shoot higher we need
w > 0, and in order to shoot lower we need w < 0. Recall that p = w/q and that ¢ > 0. Hence w
having a definite sign means the same for p. The fact that p has a definite sign rules out the possibility of
having derivatives of ¢, in pi.. To see why, note that when 7" — ¢ is small, we expect the solution of (2.6)
to approximate the solution of the backward heat equation. Solving the backward heat equation with the
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terminal condition ~y;d¢, + 7171521 + ... shows that the solution has a definite sign only in the absence of the
derivatives of the delta functions.

The discussion of the m = 1 case suggests a way to proceed, but there is still an issue. When m > 1, the
function w does not have a definite sign in general. Indeed, when e*! — q[0](T, 1), ..., e*™ — q[0](T, &m)
do not all have the same sign, we do not expect w to be everywhere nonnegative or nonpositive.

To resolve this issue, we look for a local (and approximate) definite-sign property. Indeed, as soon as we
know that p has a definite sign in a neighborhood around each (T',&;), i = 1,...,m, the same argument in
the second last paragraph rules out the derivatives of the delta functions. In Proposition 3.5, we will state and
prove a local (and approximate) definite-sign property. This proposition will allow us to rigorously prove
that py. is a sum of delta functions (in the sense of Definition 2.12).

2.7. Notation and definitions. Throughout this paper, we write k(t, z) := (2rt) ="/ exp(—%/(2t))1 ;=0
for the heat kernel, with the convention that k(t, z)|;<o := 0. We write (k(t)* f)(z) := [ dyk(t,z—y)f(y)
for the spatial convolution of the heat kernel with f, and write || f|| .0 := ( [, dtdz|f|? )I/P for the £P norm
over a domain Q C [0,7] x Ror Q C R. We use ¢ = ¢(a,b,...) to denote a generic, positive, finite
constant. The constant may change from place to place but depends only on the designated variables a, b, . . ..
The initial condition g;c and the terminal condition (&;, e®?)jx are fixed, so their dependence will not be
designated in the constants, except in Section 6 where we perform scaling in the terminal condition.

Often in Section 3, we omit the domain when it is [0, 7] x R. For example, | f|, := ||f|lp011xr
LP = LP([0,T] x R), and

1 _w—o)?
[astykt = sy -afs)i= [ sty 1 )
[0,T]xR 27(t — s)
Next, we state what it means to solve the NLS equations in the Duhamel sense.

Definition 2.12. Given aw € £2([0,T] x R), we say g solves 9,q = %@wq + wq with the initial condition
gic (2.3) in the Duhamel sense if ¢ € C((0,7] x R) and, for all (¢t,z) € (0,7] x R,

alt,2) = (K(t) * gic) () + / dsdy k(t — 5,2 — ) (wg) (5,y) (Int Eq q)

holds, with the last integral converging absolutely and being an £2([0, T'] x R) function in (¢, z). As will be
explained in the following, the solution exists and is unique; we let q[w] denote this solution.

Similarly, we say p solves —0,p = %Omp + pw with the terminal condition pi. := Z;"Zl 7id¢,; in the
Duhamel sense if p € C([T,0) x R) and, for all (t,z) € [0,T) x R,

m
p(t) = Yo k(T .6~ a) + [ dsdy () (5. k(s by~ 2) (Int Eq p)
i=1
holds, with the last integral converging absolutely and being an £2([0, T'] x R) function in (¢, z). As will be

explained in the following, for a given w € L2, the solution exists and is unique.

We will make a few remarks on Definition 2.12, but first we need some notation and an inequality. For
w e L2 := L2([0,T] xR), s <t €0,T)],y,x €R,and n € Z>, consider the n-fold convolution of k
with respect to the measure w(o, y) 1, 4(o)dody

K w) (s,t,y,x)

n—1
(2.19)
= /[ S H w(s;, yi)dsidy; k(s; — si—1,9i — Yi—1) - k(t = Sp—1, 2 — Yn—1),
s IxRe-1
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with the convention so := s, yo := ¥, and k') (s, ¢, y, 2) := k(t — 5,2 — ). Note that k(s, y)|s<o := 0.
As is proven in Lemma B.1,

w2712 (t — )Y |y r) "
((n— 1)!1“(%))1/2

where I' denotes Euler’s gamma function. Granted this bound, we form the sum

‘kn(*w)(s, ty, SL')‘ < kn(*|w|)(8, ty, ) < k(t — s,z —y), (2.20)

K(s,t,y,x) = Z k() (0,t,y,x). (2.21)
n=1

A few remarks on Definition 2.12 are in place. First, the Duhamel-sense solution of d;,q = %qu + wq
exits, is unique, and is given by

a(t,7) = afu(t,2) = 3 /R dy k"9 (0, £, 1, 2)gio(y) = /R dyK(0, 1,9, 2)qic(y). (2.22)
n=1

This fact follows by iterating (Int Eq q) and using the bound (2.20) and our assumptions on | dsdy k(¢ —
s,x — y)(wq)(s,y) to control the remainder term. Further, using the bound (2.20) in (2.22) gives

lg[w](t,z)| < ¢ (k(t) * qic) (t,z), c=c(T,||wl2). (2.23)

The series in (2.22) can be recognized as a Feynman—Kac formula
a1, 7) = B el 20D 5] = [ ayB[eh WD [t a —phay), 224
R

where B denotes the Brownian motion starting from x, and W denotes the Brownian bridge with W (0) = x
and W (t) = y. Comparing (2.22) and (2.24) gives

E |:efg dsw(s,W(t—s)) } k(t, T — y) — K(S, t, v, SU) (2.25)

Next, given the positivity of gi. (2.4), we see from the Feynman—Kac formula (2.24) that qw] is positive
everywhere on (0, 7] x R. In fact, a more careful analysis done in Lemma B.2 gives

qw](t, x) > % (k(t) * qic)(t, x), c=c(T, ||w||z2)- (2.26)

The same arguments show that the unique Duhamel-sense solution of —0;p = %(%mp + pw is given by

m

pta) = [ ayK(L T pmely) == D K(E T, (2.27)
=1

3. THE NONLINEAR SCHRODINGER EQUATIONS: PROOF OF THEOREM 2.1

This section consists of the proof of Theorem 2.1. The proof is carried out in steps that are designated by
the titles of the subsections.

3.1. Variation. Hereafter, fix a minimizer w of (2.1), and write ¢ := q[w] and p := w/q. The existence of
a minimizer is proven in Lemma A.1.

The first step is to perform variation in ¢ to show that p solves —9sp = %ayyp + pw in the weak sense.
We seek to vary ¢ — g := g + € f, for any test function f = f(s,y) € C*>°(]0,T] x R) such that supp(f)
is compact and does not overlap with {0} x R and {(7,&1), ..., (T,&n)}. Note that we allow f(T, -) to be
nonzero off a neighborhood of {1,...,&m}. We wish to realize the perturbed function g + ¢ f as q[w] for
some w. To this end, set w := ﬁ(wq +e0sf — 5%8yy f). Given the positivity of ¢ from (2.26), for all e
small enough, we have that ¢ + ¢ f > 0 everywhere on (0, 7] x R and that w € £2([0,7] x R) := £2. From
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the definition of w and from Definition 2.12, it is not hard to verify that ¢ + ¢ f = q[w]. Further, given our
assumptions on f, the quantity

1,9 1 2

—|w||3 = [ dsdy ——— (wq + €ds f — €10,

5113 = [ dsdy 5 (wa + <0.f — £30,1)
is C*°-smooth in € around € = 0, for fixed ¢ and f. Since w is a minimizer, the last expression has zero
derivative at € = (. Take the derivative in €, set ¢ = 0, and substitute in w/q = p. We arrive at

/dsdy (pasf—p%(?yyf—wpf) =0. 3.1
This shows that p solves —9;p = %nyp + pw in the weak sense.

3.2. The continuity of p. In this subsection, we show p € C((0,7") x R). Following the progress in
Section 3.1, the natural next step is to obtain the smoothness of ¢ and p. We will do so by using the standard
regularity estimate of parabolic PDEs (stated in Section 3.3). The estimate, however, requires wp € Li; . for
some v > 1. Hereafter, £f! . := L{! ((0,7) x R) denotes the space of functions such that f|x € L*(K),
for all compact K C (0,7) x R. From w € £* and p = w/q, we can infer that wp € L _ only for
a = 1. Hence, in order to use the regularity estimates, here we prove that p € C((0,7') x R), which implies
wp = qp* € C((0,T) x R) C L.

Our proof will involve localization onto spatial intervals. To set up the notation, for an interval I = [a, b],
consider the heat kernel k;(s, 2, y) on I with the Dirichlet boundary condition. That is, (95 — $8y, )k; = 0,
kr(s,%,¥)|y=ap = 0, and k7(0,z,y) = 6,(y). Following the same convention for k, we extend kz(s, z, y)

to s < 0 by setting ks (s, z,y)|s<o := 0. Recall K from (2.21) and consider its localized analog:

Kr(t,s,z,y) := ZOO

n=1

K2 (8 s, 2, ), (3.2)
where k?(*w) (t,s,x,y) is obtained by replacing k with k; on the right side of (2.19). This K;(¢, s, z,y) is
the fundamental solution of (95 — %6yy — w) f = 0 on I with the Dirichlet boundary condition, as can be
seen by the same iteration procedure done in (2.22).

Let us prepare some notation. Fix ¢ : C*(R?,[0,00)) with [z, dédz ¢ = 1 and supp(¢) = (unit
ball). Set ¢,(t,z) := ¢(t/r,x/r)/r? and let (¢, * p)(t,x) := [go dt’da’¢,(t — ',z — 2/)p(t', 2’) and
(¢ Kp) (L, 8, 2,y) i= [go dt’'da’ ¢ (t — ¢/, 2 — 2" )K (¢, 5,27, y) denote the two-dimensional convolution.

The first step of the proof is to develop a local integral representation of ¢, * p.

Lemma 3.1. Fixany D = [t1,t5] X [—a,a] C (0,T) x Rand 0 < r < 1 max{t;,T — t,1}. For almost
every (t3,b) € ((t2 +T)/2,T) x (a + 1,00), the following holds for all (t,z) € D with I = [—b,b]:

(¢r % p) (¢, ) (3.3a)
b
- / (6, + K1) (3. 9)p(03.) (3.3b)
_ t3
+ c;: 70 /t_r ds (0y (¢ * K1) (t, s, x,0b)p(s, ob). (3.3¢)

Remark 3.2.
(a) The integrals in (3.3) are along the parabolic boundary (going backward in time) of [t; — 7, t3] X [—b, b]:

Ip ([tr — rt3] x [=b,0]) == ([t1 — r,t3] x {=b}) U ([t1 — r,t3] x {b}) U ({t3} x [=b,b]).

We refer to (3.3) as a local integral representation since the integrals in (3.3b)—(3.3c) are over bounded
sets given by the parabolic boundary. This is to be compared with (2.27), which we refer to as a global
integral representation.
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(b) Note the ‘almost every’ quantifier in Lemma 3.1. With w € £2(]0,T] x R) and p = w/q, the function
pis only defined almost everywhere on [0, '] x R. The integrals in (3.3) are along line segments, which
have zero Lebesgue measures in [0, 7] x R. Hence, before knowing more information about p, it does
not make sense to require (3.3) to hold for every (t3,b) in the designated range.

(c) For almost every (ts, b) in the designated range, the integrals in (3.3) are convergent and are continuous
in (t,2) € D. To see why, first note that, with w € £2([0,T] x R) and p = w/q, we have p(t3, +) €
L2([—b,b]) and p( -, +b) € L2([t1/2,t3]) for almost every (3, b) in the designated range. Next note that,
the distance between D and 9p([t; — r,t3] x [—b, b]) is positive. Using this, it is not hard to check that
Kr(t, s, z,y) and 0,K;(t, s, z, y) are uniformly continuous on (¢, x, s, y) € D x9p([t1—7, 3] x [—b,b]).
These properties together give the claim.

Proof of Lemma 3.1. We begin with a reduction. It suffices to show that for any fixed (¢, z) € D, the integral
representation (3.3) holds for almost every (¢3, b) in the designated range. Once this result is established, it
automatically extends to a countable, dense set of points in D. Both sides of (3.3) are continuous in (¢, z):
The left side is smooth; the right side is continuous by Remark 3.2(c). Hence the desired result would follow.

We now fix (¢, ) € D and prove the reduced statement.

The proof begins by constructing a suitable test function and inserting it into (3.1). Fix a smooth
step function Stp € C*(R,[0,1]) with Stp’ > 0, supp(Stp’) = [-1,-1/2], Stp|(_oo—1] = 0, and
Stpl—1/2,00) = 1. Set Stp,(y) := Stp(y/u). Recall that I := [~b,b]. Let Plt;,(y) := Stp,(b +
y)Stp, (b — y), which is a smooth plateau function with a step size controlled by v; see Figure 2. For small
u,v > 0, set

f(S,y) = (CbT * KI) (t7 87:C>y) : Stpu(t3 - S) : Plt[,v(y)' (34)

Currently, the parameters t3, b can take any value within the designated range. Subsequent arguments will
restrict them to being almost every. The step function and plateau function in (3.4) truncate (¢, * K;) near
Op([0,t3] x [—b, b]). Insert the test function in (3.4) into (3.1) and expand the result. Doing so gives

T = Tau + s + Jrawn, (3.5)
where
iy = / dsdyp - (0 — S0y +w) (6 K1) - Stp, - Ple, (3.6)
Ty = / dsdyp- (6, + K1) - (— 0,5tp,) - Pltr . 3.7)
T3 = /dsdyp- (0y(ér + Ky)) - Stp,, - (0yPltr,y), (3.8)
iy = / dsdyp- (6, +Ky) - Stp, - (30y,Pltr), (3.9)

and, we wrote (¢, * Kr) = (¢ x Ky)(t, -, , ) and Stp,, = Stp,,(t3 — -) to alleviate heavy notation.

Next we simplify Ji, ..., Jy and take the limits © — 0 and v — 0 in order.

We begin with J;. First, note the identity (95— 30y, +w) (¢, %K) (¢, s, 2,y) = ¢,(t—s, z—y). This holds
because, by Duhamel’s principle, the function (¢, * Ky) solves the PDE (95 — %%y +w)f = ¢p(t—s,z—y).
Apply the identity to (3.6). In the result, observe that, on the support of ¢,.(t — s, z — y), the functions Stp,,
and Plt; , are constant 1. Hence J1 4, = [ dsdyp(s,y)¢r(s —t,x —y) - 1-1 = ¢, xp = (3.32).

Move on to J3,,,.,. Observe that —9,Stp, (ts — s) = 1Stp/((t3 — s)/u) acts as an approximation to the
delta function ¢, (s). This observation suggests that, as u — 0, we should have

JQ,U,,U — JQ,’U = /dy (¢T * KI)(tat:Saxay) p(t3ay)P|tI,v(t3ay)'
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To prove this convergence with (¢, z) being fixed, view J2 , = Jo,,(t3) as a function of t3 € ((t2+71)/2,T).
Given thatp € L2 C L] , Fubini’s theorem implies Jo, € L1 ((t2 + T)/2,T). Write

loc loc?

ts+u
‘Jz’uﬂ, — JQ,U‘ = ‘ / ds %Stp'((tg —s)/u) (JQ,U(S) — J2,v(t3))‘
t3

, 1 t3+u
< [15t9 oo — / As|Jo.0(s) — Jou(ts)|
u Jy,

and apply the Lebesgue differentiation theorem to .J3,. Doing so shows that Jo,, — J2, for almost
every t3 € ((tg + T)/2,T). The remaining limit v — 0 is straightforward: For every ¢3 such that
p(ts, +) € L2 (R), it is straightforward to check that J,, — (3.3b).

Now turn to J3 4, ,. The first limit uw — 0 is straightforward: We have J3,,, — J3, 1= fttjr ds [pdyp-
((%(gi)r * KI)) - (0yPltr ). To proceed, write O, Plts ,(y) = %Stp'((b +y)/v) - Stp, (b — y) — Stp, (b +
y) - 1Stp/((b — y)/v). Observe that each derivative is nonzero only when its companion step function is
constant 1. Hence 9yPltr,(y) = 15tp’((y + b)/v) — 1Stp’((b — y)/v), which acts as an approximation to
d_p(y) — dp(y). Apply the same procedure for showing J3 ,, ,, — J2,,. Doing so gives, for almost every b in
the designated range, the convergence J3 , — (twice of (3.3¢)).

Now proceed to Jy 4,5, The firstlimitu — 0is straightforward We have J4 aw — Jap ftt3r ds fR dy p
(¢r % K1) - (30yyPlts ). Next, write 9y, Plt; o (y) = 225tp” ((y +b)/v) + 5Stp” ((b— y)/v) The factor 5
is too large to deal with, so we seek to reduce it. The key is that (¢, x K7) (t x,s,£b) = 0. (The convolutlon
acts on (¢, ) and hence does not change the zero boundary value.) Given this observation, we Taylor expand
(¢r * Kr) in y around y = b up to the first order and use the result to express Jy ,:

1 ts a(b+v) 1 . .
Jap = Zi 3 /tr ds /Ub dy p(s,y) - (8y(¢r * K[)(t,JJ,S,O'b)) . ;Stp”(bTy)yTb (3.10)

+) ! ds U(Hv)d (5,9) - O(lob — y|?) - —Stp” (=2%) (3.11)
> ) yp(s,y Yy L2 2t () .

The expression in (3.11) converges to 0. To see why, note that the factor 1/v? is balanced by O(|ob — y|?), so

the integral is bounded by a constant multiple of | [;° s ds [7) o(b-+o)

as v — 0, because p € L2 . To handle the right side of (3.10), note that fib (o) dylstp”(Fu)E=b — 41
b:Fy) +y—b
v

dy p|. The last integral converges to zero

and ||Stp” (YEy)Eb) bbv] = € < 00, where ¢ is independent of v. This shows that +Stp”(
acts as an approxrmatlon to £045(y), and the same procedure for showing J3 ., — J27u applies here.
Applying the procedure gives, for almost every b in the designated range, the convergence J; ,, — (negative
of (3.3¢)).

Combining the preceding analysis of .Jy, ..., J4 with (3.5) completes the proof. n

Sending » — 0 in Lemma 3.1 gives the following.
Corollary 3.3. Fixany D = [t1,t5] x [—a,a] C (0,T) x Rand 0 < r < 3 max{t1,T —t2,1}. For almost
every (t,z,t3,b) € D x (T +t2)/2,T) x (a+ 1, 00), the following holds for I = [—b,b]:
p(t, x) :/ dy Kr(t,t3, z,y)p(ts, y) + Z / ds (0yKr)(t, s, x,0b)p(s, ob). (3.12)

Remark 3.4. For almost every (t3,b) in the designated range, the integrals in (3.12) are convergent and are
continuous in (t,x) € D.

Proof of Corollary 3.3. As stated in Remark 3.4, the right side of (3.12) is continuous in (¢, ) € D. Hence
(3.3b)+(3.3c) converges to the right side of (3.12) as r — 0. Next, since p € Eloc, the function (3.3b)
converges to p almost everywhere on D as 7 — 0. U
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We can now conclude the continuity of p. Fix any (¢3,0) € (T +t2)/2,T) % (a+1, 00) so that (3.12) holds
for almost every (¢,x) € D. As stated in Remark 3.4, the right side of (3.12) is continuous in (¢,z) € D.
Hence, after redefining p on a set of measure zero, the function p is continuous in D. As this holds for all
D C (0,T) x R, the continuity of p on (0,7") x R follows.

3.3. The smoothness of p and g. To obtain the C* smoothness we appeal to the standard regularity estimate;
see [Wan03, Theorem 6] for example. The estimate states that, if ¢ solves 0y = %Gmcp + v weakly with
e L and a € (1,00), then Oy, 02 € L5 .. We seek to apply this estimate with (¢, 1)) = (¢, wq) and
with (¢,%) = (p,wp)|t—1—¢t. The function g solves the equation in the weak sense because it solves the
equation in the Duhamel sense; we proved in Section 3.1 that p solves the equation in the weak sense. The
forcing terms wq = pq® and wp = ¢p? are in L> because ¢ and p are continuous. Applying the regularity
estimate gives 0¢q, 0ip, 022G, OxaP € Nag(1,00)Lipe- Higher-order regularity can be obtained inductively.
For example, applying 0., to the second of the NLS equation gives —0;(0y.p) = %&m (Ozep) + 02z (P?q).
The forcing term 0, (p?q), after being expanded, is seen to be in Nae(1,00)Lloe- Applying the regularity
estimate t0 Ozzp gives OtzaD, Orzzal € Nae(1,00)Llne- Proceeding this way yields that any derivative (in
(t,x)) of g and p is in Nye(1,00) L Which implies ¢, p € C>°((0,T) x R).

3.4. Toward the Duhamel sense. Our next task is to show that the integral representation (2.27) for p holds.
Doing so will conclude that p solves —0;p = %amp + wp in the Duhamel sense. We proceed similarly to the
proof of Lemma 3.1: Choose a test function similar to (3.4) and insert it into the weak-sense equation. Note
that our goal here is a global integral representation, not a local one. (See Remark 3.2(c) for the description
of local versus global representations.) With this in mind, for L > 0, we replace the plateau function in (3.4)

with a slowly-decaying plateau function Pt € C2°(R, [0, 1]) such that PIt5? (—r,r) = 1 and that
sup { (19, P ()] + 10y PHE (W) = y € R, L > 0} < oo, (3.13)

and will send L — oo later. We require PItSLd to have a compact support but do not specify its size. We further
forgo the step function in (3.4) so that the support of the test function extends to s = T". The weak-sense
equation (3.1) does allow the support to extend to s = 7' but requires the support to avoid a neighborhood
of each (T',&;). We hence device the hole-puncher functions Pchr,, ,, :== [[/~; Pchr,, ,, and

Pchrl, ,(s,y) :==1—=Stp,(s = T) - Plt_yie, 110).0(¥) (3.14)

to remove the mass of the test function around each (7', ;), where Plt(, 3 ., (y) := Stp,(y — a)Stp, (b — v).
The test function here reads

f(S,y) = (¢T * KI)(tv S,Jf,y) ’ Plts[fj(y) ’ PChru,U(Say>7 I= [_LvL} (3.15)

Let Q;(u, v) denote the region where the hole-puncher functions act:

Qi(u,v) := [—u+T,T] x [-20 + &,& + 2v] = {Pchr], , <1},  Q(u,v) := UL, Qi(u,v).  (3.16)

K2

We assume 7, u, v, 1/L are small enough so that the regions {¢,(t — «,x — +) > 0}, [0,T] x {|y| > L},
Q4 (u,v), ..., Qm(u,v), and {0} x (=L, L) do not overlap; see Figure 3.

Insert the test function in (3.15) into (3.1), simplify the result, and send » — 0. The procedure is
similar to the proof of Lemma 3.1 and Corollary 3.3, so we do not repeat it here. The result gives, for all
(t,z) € ((0,T) x [=L, L]) \ (u, v),

m
p(t,z) =Y Tcp,,(tz) +Bdyy , ,(t ). (3.17)
=1

The function Tc’ﬁuw is given by

Tc27u7v(t,x) = /Q( )dsdy Ki(t,s,z,y)p(s,y) - %Stp'(S_UT)Plt[_wgi’&ﬂ]’v(y) (3.18a)
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FiGure 2. The functions Stp and Plt, p) .- FiGure 3. The regimes involved in (3.15).

- /Q'( )dsdyp(s,y)StPu(s -7) ((%Kz)(t’s,w,y)- > _TOStP’(y_T”&)
e o=+ (3.18b)

1 ‘
+oKilts,my) - ) pStp”(y%"&))-
o=%4

To reiterate, [ = [— L, L]. We use Tc, which stands for terminal condition, to denote this function, because
the integrals in (3.20) are restricted to the region €;(u, v) around (7', &;). Next,

T
By (ti2) = 3 [ ds [ dypls,) (3Kt .00, Pl ) (3.19)
o=+ t {y>0'L}
(DK (L 5,2, 9)0,PRE () ). (3.19b)

We use Bdy, which stands for boundary, to denote this function, as the integrals are restricted to {L < |y|}.

Next we send L — oo in (3.17). This amounts to taking the L — oo limits of TciLﬂw and Bdy; ,, ,,. Fix
(t,z) € ((0,T) x R) \ Q(u,v). We begin by showing that Bdy, ,, ,(t,z) — 0 as L — oc. In (3.19), write
p = w/q and apply the Cauchy—Schwarz inequality to get

T sd (2 sd |2
‘BdYL7u,v(t7‘r)|2 < Hw”g/ dS/ dy ((K1)2 + (ayKI)z) ) ’aypltL| +2|3ny|tL‘ ’
t {lyl>L} q
where we wrote K; := Ky(t, «, z, +) and similarly for 9,K;. Using (2.26) and (3.13) shows that the fraction
in the last integral is bounded on (s,y) € [t,T] x R. With (¢, z) being fixed, from (2.20) and (2.21), it
is not hard to verify that K;(¢,s,z,y) and (0,K1)(t, s, z,y) converges to zero as L — oo uniformly on
(s,y) € [t,T] x {|ly| > L}. Hence Bdy, ,, ,(t,z) — 0. Next, to handle the L — oo limit of TCiL,u,v’ first
note that K (¢, s, x,y) with I = [—L, L] converges to K(¢, s, z,y) uniformly on (s,y) € €;(u,v). This
property can be straightforwardly (though tediously) verified from (2.21) and (3.2) with the aid of (2.20).
Also, from p = w/q and the bound (2.26), we have p € £2(Q;(u,v)). Combining these properties gives
Tc"L%v (t,x) — Tcl, ,(t, x), where chw(t, x) is obtained by replacing K; with K in (3.18), namely

chw(t,;v) = /Q ( )dsdy K(t,s,z,y)p(s,y) - %Stp'(s;T)Plt[_v+£i7&+y]w(y) (3.20a)

_ /Q ( )dsdyp(s,y)Stpu(s - T) ((3yK)(t,s,aj,y) . Z %Ustp/(y—;ffi)
o i (3.20b)

1 .
+ %K(t,s,m7y> . Z ﬁstp//(y%ggz))
o=%



INTEGRABILITY IN THE WEAK NOISE THEORY 17

Combining these L — oo limits with (3.17) gives, for all (¢,z) € ((0,7) x R) \ Q(u, v),
m
p(t,x) = Tc, (). (3.21)
i=1

3.5. The limit v,v — 0. We seek to send u,v — 0 in (3.21) and show that the result gives (2.27). So far
u, v can be arbitrary (as long as they are small enough). Hereafter, set u = v*. Our proof actually works for
u = v® for any a > 3.

We need to take the v — 0 limit of Tci‘l,v' It consists of two terms in (3.20a)—(3.20b) and we begin with
the latter. Fix (t,7) € (0,T) x R and consider v small enough such that (, ) ¢ Q;(v*, v). Within (3.20b),
set u = v* and write p = w/q; use the boundedness of K, Stp’, Stp”, and 1/q over (s,y) € Q;(v*,v) to
bound the result. We have |(3.20)| < ¢(J|w||2, t, :1;)1%2 lwll1;0,(v1,0)- The last factor, by the Cauchy-Schwarz
inequality, is bounded by ||w]|z - [ (v, v)[/? = ||w||2(4v*+1)1/2. Consequently, (3.20b) — 0. Let o(1)
denote a generic quantity that converges to zero as v — 0 for any fixed (¢,z) € (0,7") x R. So far we have,
for any (¢,x) € (0,T) x R,

m
p(t,x) =) (3.202)],—ps + o1). (3.22)
=1

To take the limit v — 0 of (3.20a) requires a property of w. The property is the ‘local, approximate
definite-sign property’ discussed in Section 2.6, which we now state precisely. Let f1 := |f|1 {+f>0) denote
the positive/negative part of a function f.

Proposition 3.5. Let w be a minimizer of (2.1). Forall p € [1,2]andi =1 ..., m,

min {”w—Hu;Qi(v“,v) ) Hw-‘rHu;Qi(v‘l,v)} < (T, w) exXp ( - 1/(0’[)2)),
where the second constant ¢ € (0, 00) is universal.

We will only use this proposition for © = 1. To interpret this proposition, let sgn;(v) := + when
”w-i-Hl;Qi(v‘l,v) 2> Hw—Hl;Qi(v4,1)) andsgn;(v) := —1 when Hw+||1;Qi(v4,v) < |’w_H1;Qi(1)4,U)’ and decompose
wlq, (v1,) iNto its positive and negative parts as w = sgn, (V) Wsgn, (v) — SN, (V)W_ggn. (»)- By the definition
of sgn,(v) and by Proposition 3.5 for 1 = 1, the second part of the decomposition is small in £', more
precisely [[w_ggn. () ll1,0,wt,0) < (T, w) exp(—1/(cv?)). Hence, W|q, (vt ,v) APProximates sgn; (v)wsgy (1),
which has a definite sign.

Let us finish taking the v — 0 limit of (3.22) and postpone the proof of Proposition 3.5 to Section 3.6.
Within the integral of (3.20a), write p = sgn, (v)Dsgn, (v) — 581;(V)P—sgn, (v) @nd divide the integral into two
accordingly. The first integral is

m

Tt a) = 3 (e (o) | o S0P (DKL 5. 2.0) (3.230)
i=1 i\

- L Stp (L) Pl i 600 (1)- (3.23b)

For the second integral, write p = w/q, use the boundedness of 1/q and K on (s,y) € Q;(v*,v), and use
[w_sgn, (0)l11:0: (vt ,0) < (T, w) exp(—1/(cv?)). Doing so shows that the second integral is o(1). Hence,

m
p(t,x) =Y Ty (t, z) + o(1). (3.24)
i=1
We next take the v — 0 limit in (3.24) and show that the result gives (2.27). The key is to observe that
the integrand in (3.23) is non-negative: The functions pygy, (), Stp’, and Plt are non-negative by definition;
the function K is non-negative thanks to (2.25). Granted these observations, defining

vi(v) := (sgn;)(v) /Q » )dsdypsgnj(m(s’y)v%Stp’(S;4T)Plt[_v+g_j7gj+v],v(y),
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Kj(t, z,v) := (s,9) €9 (v4,0)

inf K(t,S,fE,y), when Sgnj(v) S
(S,y)GQj(U{v)

e K(t,s,x,y), whensgn,(v)=+,
(s,9)€9 (vhv ( v) gn;(v)
(s,9) €9 (v4,0)

Kj(tal‘a U) :

we have
K;(t, z,v)v;(v) < Th*(t,2) < Kj(t,z v)fyj( ). (3.25)
Using the last inequality in (3.24) gives, for any fixed (¢, z) € (0,7 x
m . m
p(t,x) +o(1) <Y Ktz 0)y(v), D Kj(tz,v)y(v) <p(t,z) +o(1).  (3.26)

j:l ]:1

Fix ato € (0,T) such that the matrix (K(tp, 7T} &;, §j))‘;jj:1 is invertible. Such a ¢ exists because, as t — T,
for all ¢ # j we have K(¢,T,¢&;,£;) — 0, while K(¢,T,§;,§;) — +oo. Set (t,x) = (to,&;) in (3.26) for
1=1,...,mto get

m m

p(to, &) + o1 Z i(to, &, v)75(v), > K;(to, &, 0)7(v) < plto, &, @) +o(1).  (3.27)

: ]:1
Since K(t, z, s, y) is continuous in (s, y), the functions K (to, &;, v) and K;(to, &, v) converge to K(to, T, &, &)
as v — 0. Using this property in (3.27), with the aid of a simple linear algebra tool, Lemma C.1, we have
71(v) —1 [ p(to,&1) gl
K(t07T7§’i7§j) =
Y (V) p(to, &m) Ym

lim
v—0

Combining this with (3.25) gives TcX(t, 2) — k(T — t,& — x), for any fixed (¢, 2) € (0,T) x R. Using
this property to pass (3.24) to the limit v — 0 gives (2.27).

3.6. Proof of Proposition 3.5: the local, approximate definite-sign property of w. We begin by estab-
lishing Lemma 3.6. To simplify notation, write q;[0] := q;[0](T, &), Q; := Q;(v*,v), and set

25T

where 1V denotes the Brownian bridge with W (0) = §; and W (T") = y. By (2.25), the expectation in (3.28)
is K(0,T,y,&;)/k(T, & —y). Using this identity and the bound (2.20) shows that Q;[r] < oo, forall r < oco.

Lemma 3.6. Notation as in the preceding. Fix 0 € L? andi € {1,..., m}.

(a) The function q;[+] : £? — (0, 00) is continuous.

(b) Foralln € L* with supp(n) C ; = Q;(v*,v) and all j # i,

a0+ n] — as{60] < ee/ D Q; (211612 + 2[In]l2].

That_‘is, for j # i, perturbing  within Q; changes q;[0 + +| by very little.

(c) Set f(@) := (qi[0 + a1lq, + ...+ amlq,])t,. There exists ¢ = c(T,0) such that, for allv < 1/c and
b € R™ with |b| < 1/c, the equation f(@) — f(0) = b has a unique solution within {|@| < v=*}, where
| | denotes the Euclidean norm. Further, the solution satisfies |@| < c(T, 0)|blv=.
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Proof. (a) This follows from the argument in [LT21, Lemma 3.7], (which shows that the function is continuous
even under a weaker topology than £?).
(b) Use the Feynman—Kac formula (2.24) to write

T T
;[0 + ] — q;[0] = /R B,y [edo dE@HMEWT=0) _ ofo dtOOWT=0)] g, (4))k(T, y). (3.29)

The last expectation is nonzero only if the Brownian bridge W visits €2;(v*, v). Bound the expectation by
Ezsy [1{Visit happens} (efoT dt (O+n)(tW(T=1)) 4 efoT dte(t’W(T_t)))] . (3.30)

Note that the Brownian bridge (which travels backward in time) starts from (7', &;). For the visit to happen,
the Brownian bridge needs to travel a distance of at least |¢; — ;| — 2v within v* unit of time. Such an event
happens with probability < ¢ exp(—1/(cv?)). Distribute the sum in (3.30) to decompose the expectations
into two expectations; apply the Cauchy—Schwarz inequality to both expectations; insert the result into (3.29).
Doing so gives the desired result.

(c) The first step is to analyze the derivative 0; f; := Oy, fi. We claim that

|0 fi — Lu=jyv* fi| < ce V(@)Q, 2(10l2 + |a1] + - .. + |aw])]. (3.31)

for some universal ¢ € (0, 00). Express f; by the Feynman—Kac formula (2.24) and differentiate it to get

T
03t = B ([ 41 icciaa VT =) - exp( ) KTz = pacl). 332
R T—vt

where exp(...) := exp(fOT dt (0 + Yo aile,)(t, W(T —t))), and W starts from &; and ends at x.
Consider first j # i. The integral in (3.32) is nonzero only if the Brownian bridge W visits €2;. Bounding
the integral by v*1{visit happens} and applying the same argument in (b) give the claim (3.31). Consider
next j = i. Observe that, if one replaces the integral in (3.32) with v*, the result becomes v*f;. Subtract
v f; from both sides of (3.32) and use the observation to simplify the result. In the result, note that the
difference (fg—v‘l At1[_9pie; ¢i20 (W (T —t)) — v*) is nonzero only if the Brownian bridge exits ;(v?, v)
with ¢t € [T — v*, T]. Bound the last difference by v*1{exit happens}. With j = i, the Brownian bridge
starts from &;, so the exit happens with probability < ¢ exp(—1/(cv*~?)). From here, applying the same
argument in (b) gives the claim (3.31).

We now use (3.31) to prove the desired result. Consider §(a@;) := (f(v—4@,) — f(0)) : {|a@1| < 1} — R™
By (3.31), for all v small enough (depending only on 7" and #), the function ¢ is bi-Lipschitz, namely

v:(Tl,T) ‘671 — 62‘ < ‘ﬁ(&l) —5(62)| < C(Q,T) {C_L’l — 52’, for all |61|, |C_L’2| < 1.

Such a function is a homeomorphism from its domain to its image; see [Yeh14, Observation 28.8]. Since
the image is homeomorphic to a closed ball and contains §(0) = 0, it must contains {b : |b] < ¢} for a
small enough ¢ > 0. Hence the desired solvability follows. The bound |&@| < ¢(T', 6)|b|v—* follows from the
bi-Lipschitz property with (@1, @) — (v*@, 0). O

We now begin the proof of Proposition 3.5. Fix a w that minimizes (2.1) and fix an ?. We will only
consider p = 2, which suffices since || ||;0; = || [ 40, (v4,0) increases in y for all (v* - 4v) < 1.

The proof consists of two surgeries on w: w + 6 and 6 > 1.

In the first surgery, we modify w within €2; so that the result 8 has a definite sign in €2; and that the terminal
value at &; remains unchanged: q;[0] = e®. Before performing the surgery, we need to decide whether to
make the definite sign of € positive or negative, namely whether to make 6|, > 0 or f|q, < 0. To make the
decision, remove the portion of w within €2; to get wlne and examine whether the terminal value at ; lies
below or above the target, namely whether '

dilwlge] <e* or qjlwlge] > e*.
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In the first case we make the definite sign positive and in the second case negative. Let us consider the first
case, and the second case can be proven by the same argument. To perform the surgery, forgo the negative
part of w|q, and scale its positive part by b € [0, 1] to get 0(b) := w Lot 4 bwy 1o, When b = 0, we have
0(0) =w lge so q:[0(0)] < e*. When b = 1, we have §(1) > w everywhere, so by the monotonicity of q]-]
(which follows from the Feynman—Kac formula (2.24)) we have q;[0(1)] > q;[w] = e“. By Lemma 3.6(a),
the mapping b — q;[0(b)] is continuous, so there exists b, € [0, 1] such that q;[0(b,)] = e®:. This gives the
desired product of the first surgery 6 := 6(b..).

Before performing the second surgery, let us examine the properties of §. Going from w to 8, we managed
to keep the value of q;[-] unchanged. On the other hand, for j # i, the values of g;[-] may have changed,
namely ¢;[0] # ¢;j{w] = e* in general. Yet, since 6 and w differ only within €;, by Lemma 3.6(b) the
change is very small:

’qj 0] — eaj} < ¢(T,w) exp(—1/(cv?)). (3.33)
We next examine the square £2 norm of . By the definition of 6,
1013 = w3 — (1 = b2)5llw+lB0, — w30, < [lwllf - lw-3g,. (3.34)

Namely, the quantity ||6]|3 is at least (||w_ H%QZ) smaller than the minimal cost ||w||3 of attending all the
target terminal values. 7

The second surgery is to fine tune # so that the resulting q[-], . .., qm[+] attend the target terminal values
e*,...,e*. The tuning works by adding a constant on each Q;: 7(@) := 6 + a1lg, + ... + amlq,.
We seek to apply Lemma 3.6(c) with b; := % — q;[]. By (3.33), we have b| < (T, w) exp(—1/(cv?)),
which is smaller than the required threshold 1/¢(T', w) when v is small enough. Note that (3.33) holds also
for j = ¢ because q;[0] — e = 0. Apply Lemma 3.6(c) to obtain an d, such that q;{n(d,)] = e® for
j =1,...,mand that |@,| < ¢(T,w)v *exp(—1/(cv?)). This gives the desired product of the second
surgery 7 := 1(dx).

We now use 7 to argue for the desired result. By construction, this 7 attends all the target terminal values,
namely q;[n] = e for all 4. This and the fact that w is a minimizer force ||w||3 < ||7||3. By the construction
of n = n(@,), the quantity ||||3 is bounded by [|0]|3 + (m - v* - 4v) 3|z |* < ||0]|> + ¢(T, w) exp(—1/(cv?)).
The right side, by (3.34), is further bounded by |[w|3 — [[w_|5.q, + ¢(T,w)exp(=1/(cv?)). Alto-
gether, we have |lwl|5 < [[w]]3 — lw_]3.q, + ¢(T,w) exp(—1/(cv?)). Simplifying this gives [[w_|[3,q, <
c(T,w) exp(—1/(cv?)), the desired result for Proposition 3.5.

3.7. Bounding 9%q and 0’p. We complete the proof of Theorem 2.1 by establishing the following bounds.
Recall S from (2.3). For any ¢ € Z>0, d > 0, and 8 > [, there exists ¢ = ¢(¥, 6, 3, ||w]|2) such that, for
all (t,z) € [6,T — 4] x R,

m

|(8ﬁq) (t,z)| < cexp (ﬂ|:1:]), |(8§p) (t,z)| <c Zexp ( — 2(1(%22_@) (3.35)

i=1
To simplify notation, we will write ¢ = ¢(¢,d, 3, ||w||2). The £ = 0 bound for g follows from (2.3) and
(2.23). The ¢ = 0 bound for p follows by combining (2.27) and (2.20), which gives
m
pt.x)| <ed k(T -tx—&), (tz)€[0,T) xR (3.36)
i=1

To proceed, we use induction. Assume that the bounds have been established for derivatives up to the ¢-th
order. In (Int Eq q), divide the time integral into over s € [0, /2] and s € [0/2,t] and apply 95+

0 gt z) = /R dy 0Kt 7 — 1) qie(y) (3.37a)

5/2
+ / ds/ dy (Qﬁ“k) (t—s,z—y) - (wg)(s,y) (3.37b)
0 R
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+ /6/2 ds /R dy (&Ek) (t—s,x—1y)- (65(pq2)) (s,9). (3.37¢)

In (3.37¢), we used O k(t — 5,2 — y) = 9,(—09,)’k(t — s,z — y) and integration by parts to transfer the
derivatives to pg?. To proceed, we will be using the standard bound

0ik(t,z —y)| < c(i,6) 7 Pk(A+ Otz —y),  (tx,y) € (0,00) X R x R. (3.38)

In (3.37a), use (2.3) and (3.38) with ¢t > ¢§ to bound the integral. The result is bounded by cexp(S|z|). In
(3.37b), apply the Cauchy—Schwarz inequality to bound the integral by [|w/|2 - ([ [0,5/2)xrdsdy (0L 1K(t —
s,z —1y)q(s,y))?)"/2. Bound the last integral by using (2.3), (2.23), and (3.38) with t — (t —s) > 6 — /2.
The result is bounded by c exp(2/5|z|). Move onto (3.37c). Expand 85 (pg?) into a sum of terms of the form
dip-07q, withi+ j = £. Apply the induction hypothesis to bound these terms and use (3.38) with t + t — s
to bound 0;k. The result is bounded by cexp(5|x|). This completes the induction for g. The argument for
p is similar, with (3.36) playing the role of (2.23).

4. SoLVING THE NONLINEAR SHRODINGER EQUATIONS: PROOF OF THEOREM 2.3

4.1. The forward scattering transform. We recall the relevant properties of the forward scattering trans-
form of the NLS equations (2.5)—(2.6).

First, some notation. Hereafter A € C denotes the spectral parameter. To alleviate heavy notation, we
will often omit some of the dependence on A, ¢, x, for example U = U(\;t,z) or U(z) = U(A;t, z). Let
og := diag(1l, —1) denote the third Pauli matrix, whereby e*?3 = diag(e®,e™*). For p > 0, we write
O(|ul|*) for a generic quantity that is bounded by a constant multiple of |u|* for small |u)|.

We now consider the forward scattering transform for ¢ € (0,7"). Fix p and ¢ as in Theorem 2.1 with
Bic = —o0. Such p and ¢ solve the NLS equations classically within (0,7") x R and are Schwartz in z for
each fixed ¢, namely being C* in x and having all = derivatives decaying super-polynomially as |z| — oo.
Recall the Lax pair from (2.7). The Jost solutions are 2 x 2 matrices J* = J¥(\;¢, x) that solve the
auxiliary linear problem 0,J = UJ and are suitably normalized at x = +00:

D, 0% = UJE, lim th(x)ei%x”3 =1
T—rFo0

Since tr(U) = 0, by Louisville’s formula 9, det(J*) = 0 and hence det(J¥) = 1. Since J* and J~ are
solutions of the same linear equation and since both are invertible matrices, we have that J~(\;¢,z) =
JT (N t,2)S(A; t), for some z-independent S(A;¢). This S is the scattering matrix. It evolves in time as

b(\)eNt/2
SQ;t)Z(b(A;g;QW b(A;(A) )

We refer to a(\), 3(A), b(A), and b()\) as the scattering coefficients. The process of going from p and ¢ to
the scattering coeflicients is the forward scattering transform.
We next list a few useful properties related to the forward scattering transform.

(A) The scattering coefficients a(\), 3(\), b(\), and b()\) are entire, namely analytic on {\ € C}.
(B) For any fixed t € (0,7") and v < oo, the entries of S(\;t) — I are Schwartz within {|Im()\)| < v},
namely (%)m{a(/\) —1,a(A) = 1,b(A),b(A)} = O(1/|A") on {|Im(N)| < v}, for any m,n > 0.

(C) Forall A € C, the identity a(A\)a(A\) — b(A)b(\) = 1 holds.

(D) For any fixed v < oo, a(A) — 1 as |A\| — oo uniformly on {Im(\) > —v} anda(\) — 1as |\| = oo
uniformly on {Im(\) < v}.

(E) For any fixed (¢,x) € (0,T) x R, the Jost solutions are entire in A.

(F) Let J*+ denote the i-th column of the Jost solutions. For any fixed (¢, 2) € (0,T) x R and v < oo,

(37072 (n) e 3rr2(n)) = I+% (_q ,,],?) + O<|)\1\2)’ on {m(3) = —v}
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(degriqn) eieg-2(n) =T+ 1)\<—q . )+O<I>\I2) on tm(3) < v},

where the (. ..)s denote finite quantities that may depend on (¢, x).
(G) The NLS equations have a family of conserved — namely time-independent — quantities

¢ = /l%d-'ﬁ (pg)(t,x), €y:= /Rdzl? (p0zq)(t,x), C3:= /édm (P Oraq —{—p2q2)(t,l’),

Further, for all n € Z~ and v < o0, loga(A) =Y _ L T O(1/|A|"™1) on {|Im()\)| < v}.

Remark 4.1. Some of these properties are stronger than the standard ones in the literature. For example,
for an exponentially decaying initial condition, the standard result states that a(\) and b(\) are analytic
on {Im(\) > —c} only for a ¢ € (0,00), which is weaker than (A). The stronger properties hold because
of the initial-terminal condition considered here: With §i. = —oo, the initial-terminal condition decays
super-exponentially in x.

These properties arise from the analysis of the Jost solutions. The analysis follows the standard one (see
[FT07, Chapters I-II], [FokO8, Chapter 15], [TO15, Chapter 3] for example) with suitable adaptation. We
demonstrate the analysis for (A) and (E). Fix ¢ € (0,7) and consider the auxiliary linear problem ) =
UJ*. Recall the definition of U from (2.7), and decompose it into —%i0'3 + Ug, where (Ug)11 = (Ug)22 =0,

(Up)21 = ¢, and (Up)22 = —p. Rewrite the auxiliary linear problem in the Duhamel form as
+ —izo ’ —i2 (z—y)o +
JH(z) =277 4 dye™2 3 (Uod™) (). 4.1
+oo

Iterating (4.1) gives a series representation of J~ (and similarly for J*)

J () =e ‘3“3+2/de2 2Wim1=vi)os (Yg)=)( yi) - e i2vnos 4.2)

where the integral is over —oo < y, < ... < y1 < ¥ := x. Recall that the entries of Uy are given by p and
g. With ;. = —o0, the bounds in (3.35) assert that Ug(y) decay super-exponentially in y. From this super-
exponential decay, it is not hard to check that the right side of (4.2) forms an absolutely convergent series of
entire functions of A, and the convergence is uniform over bounded sets in C > \. Property (E) follows. Move
onto (A). Recall that J= (\; ¢, z) = JT(X\; ¢, 2)S(A; t), right multiply both sides by €279 and send z — 0o
with the aid of ei%wBJ*(A t,x) — I. This gives a representation S(\;¢) = lim,_, ei%“’?’J_()\' t,x) of
the scattering matrix. To utilize this representation, right multiply both sides of (4.2) by e 12293 and send
x — oo. From the super-exponential decay of Uy, it is not hard to check that the result is an absolutely and
uniformly (over bounded sets in C) convergent series of entire functions. Property (A) follows.

Next we turn to the forward scattering transform at ¢ = 0 and ¢ = 7". The major difference, compared to

€ (0,7), is that here we allow ¢(0, -) and p(T', -) to contain delta functions. Recall that, for ¢t € (0,7,
the Jost solutions satisfy (4.1). Such an equation readily generalizes to ¢ = 0 and t = 7. Recall that
Gic = E;Zl ePi d¢; + fic. For t = 0, the Jost solutions J¥(x) = JF(X;0,z) are the piecewise continuous
functions with jump discontinuity at each (; that satisfy

x

—i2zo —i2(z—y)o 0 —p(0,
P a) = et ioodye X y>3<fic(y) e y>> E(y) (432)

o [0 0
+Z1I S 3<eﬂf o) Ji(gji), when t = 0, (4.3b)
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where I; := [(;,00) for J~ and I; := (—oc,(;] for J*. Similarly, for t = T, the Jost solutions J*(z) =
JE(X\; T, x) are the piecewise continuous functions with jump discontinuity at each &; that satisfy

£\ —idzos * —i2 (z—y)o3 0 0} +
JF(z) =e "2 +/ioo dye'2 (q(T, y) 0 JF(y) (4.4a)
m ) 0 )
—ig(x—=¢&;)o: Vi T/t _
+ §4_1 17, (z)e 12 (@& (0 0> JE(EF),  whent =T, (4.4b)

where I; := [&;,00) for J~ and I; := (—o0, &;] for JT.

We next discuss how to extract the scattering coefficients from the Jost solutions at t = 0 and ¢ = T'. For
t € (0,T), we have J=(\;t,z) = JT(\;t,2)S(\; t). From (4.1)—(4.3), it is not difficult (though tedious) to
show that J¥(\;t,2) — J¥(X\;0,2) as t — 0, for any fixed A € C and any fixed 2 # &, ...,&n. Hence
J7(A;0,7) = JT(X;0,2)S(X; 0) except at & = &1, .. ., £m. Right multiplying both sides by (J7(X; 0, 2))~?
and sending x — oo gives

S(\;0) = <EE§§ ;8;) = lim €370 J7(%,0,2).

Similar properties hold at ¢ = T'. In particular,

a(\) 'B(A)6A2T72>

. 220 1—
ST = (b()\)e"\QT/Q 30 = lim €"2*3)7(\; T, ).

T—00

4.2. The Riemann—Hilbert problem. We will formulate the Riemann—Hilbert problem that performs the
inverse scattering transform: the process of recovering p and g from the scattering coefficients.
The first step is standard. For each fixed (¢,z) € (0,7") x R, define the 2 x 2 matrices

7i%z

ide i w 1A
X7 = (2507 sta) BN D) XU = (G ) 2t a))-

By Properties (D) and (F), we have X**(\) — I and X™(A) — I as [A| = oo on {+Im(\) > 0} and
{Im(X) < 0} respectively. Define the reflection coefficients r(\) := b(\)/a(A) and r(A) := b(XA)/a(N),
and the jump matrix

— r(NT _F(\)eNt/2-iN

The relation J~ = JTS translates into X"?(\) = X" (X)G()), which holds everywhere on C except at the
zeros of a(\) and a(\), where X"P(\) or X' (\) has a pole.

Remark 4.2. The scripts ‘up’ and ‘Iw’ refer to ‘upper’ and ‘lower’, which differ from the conventional
notation that uses 4+ and —. We do this in order to reserve + and — for the operators 1, and 1_ later.

The standard formulation of the Riemann—Hilbert problem takes R as the contour, but we will do differently
and take two contours R + ivg and R — ivg. Doing so has the advantage of avoiding any pole caused by
a(A) and a(\). First, note that by Properties (A) and (D), the functions a(\) and a(\) have finitely many
zeros in the upper and lower half planes respectively. For vy € (0,00), let D, := {Im(\) > wvo},
D, := {|Im(\)| < v}, and D,,, := {Im(X\) < v} denote the regions separated by the contours R =+ ivy.
We assume vy is large enough so that a(\) and a(\) have no zeros on D,, and D;,, respectively. This way,
X /1 (\) is analytic on D Along the upper contour R + ivg, define the jump matrix

up/lw'

G (A) = <1/ %W ?) . AeR+iw, 4.5)
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and on D, consider X™()\) := (ei%“J_’l()\; t,x) e 12 27+ 2(\;t,x)). This X" is analytic on D,y (and
in fact on C) and satisfies the jump condition X"?(\) = X™4(X\)G"?(\) along the upper contour R + ivg.
Along the lower contour R — ivg, the jump condition X™¢(A) = X"™(A)G"™ () holds for

_ T —F A2t/2—i\x .
G () = <a &gfgk)e"_@/gﬁm e X > A€ R — v, (4.6)

From the above discussion and from Property (F), we see that the following holds.
(RH i) Xu»/mid/()\) are analytic on D, /mia 1w @nd extend continuously onto D, /i /1 -
(RH ii) X"P(A) = X™4(X)G"?(N) for A € R + ivg.
(RH iii) X™4(X\) = X"(A)G™(A) for A € R — ivy.
. 1 1 _ -
(RH iv) X"/mid/™(X)y = [ 4+ — X P+ O(|\™2) on D, Jmid /- fOr some X1, X3, € C.
i\ —g¢ X3 :
4.3. The Fourier transforms and the integral equation. The next step is to transform the Riemann—Hilbert
problem into an integral equation. We will do so by using the following Fourier transforms. Let

d\ dA
Zul = [ RN, A= [ Do), ser
R+ivg 2m R—ivg 271'
denote the Fourier transforms along the upper and lower contours.
We now apply the Fourier transforms. In the jump conditions (RH ii)—(RH iii), write the Xs as X =

(X—=1I)+ I and the Gs as G = (G — I) + I and simplify the result. Doing so gives

(X% —1)= (X" =) (G"™ —I)+ (G —I)+ (X" —1T) along R + iy, 4.7
(XM - =X =1)(G" =I)+ (G =I)+ (X" —=1) along R — ivg. (4.8)
Define (the transpose of) the Fourier transforms of the terms in (4.7)—(4.8) as
M = (£,[G" — 1)), M= (FLGY — 1) (E7)= (X - 1)),
E™) = (FXY =), () = (B X D), (E) = (FuX - 1)

where .Z,, and .Z,,, apply to matrices entry-by-entry, and we take the transpose (...)" to streamline our
subsequent notation. Thanks to Property (B), the entries of (G"» — I') and (G" — I) are Schwartz, hence P
and ™ are well-defined and Schwartz. As for the (=)s, recall that the Xs are continuous along the relevant

contours and satisfy the asymptotics given in (RH iv). We interpret fR g dA e‘s’\ 1 in the Cauchy sense,

27

5o that the (=)s are well-defined. Since X"*/™i4/™ () is analytic on D, Jmid /1> WE have (="*)(8)|s>0 = 0,
(=) = (=), and (=™)(s)|s<0 = 0. We henceforward write both (=}"¢) and (=})¢) as (=™'¢). Further,

using (RH iv) to analyze (=) := ., [X™™ — I]* yields that

= Dlon = (" 5 + 0l “9)

and that (=')(s) is continuous on (0,00). Equipped with these properties, we apply .%,, and .%#,, to
(4.7)—(4.8) respectively and take the transpose to get

0= / ds' T2(s — &) (279 (s') + (Z79)(s) £ T (s), s >0, .10)
R

=) = [a = NENE +END + M. seR .10

The next step is to eliminate (=™9)(s) in (4.10)—(4.11) by combining the two equations. From this point
onward, it is more convenient to use operator language.

Let us set up the operator language. Given an f = f(s) € £L2(R), let f denote the bounded operator that
acts on L2(R) by (f¢)(s) := [y ds’ f(s — s')¢(s’). Recall the definition of ‘having an almost continuous
kernel” from before Theorem 2.3, and recall the notation ([f]o from there. Similarly define f]y := f(- —0F) =
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f(+) € L%(R). For a matrix A = A(s) with entries 4;;(s) € L2(R), the preceding notation generalizes
entry-by-entry. The entries of [ and ™ are in £2(R) because they are Schwartz; the entries of (Z"?),
(=™i4), and (=') are in £2(R) because the entries of (X" — I), (X™ — J), and (X" — I) are in £2(R).
Let v, TV, B, 2™ and E™ denote the corresponding operator-valued matrices. Note that they have
almost continuous kernels. Let 1 denote the identity operator on £2(R), set I := diag(1,1), let 1. acts on
L2(R) by (1.9)(s) := 1{4s50y9(s), and set I, := diag(1.,1.).

We return to the analysis of (4.10)—(4.11). In operator language, they read

0=1(T"+1I)E™]y+ L.I'"]o, =TV +ID)E™+T™.
Insert the second equation into the first, simplify the result, and use =]y = (='¥). Doing so gives
(I, + LT + LT + LTYT™)(ZY) = (- LT — LT — L, TTY)] .
Let us further simplify this equation. On the left side, since (=")(s)|s<o = 0, we have (=) = I (=").
We hence put an I, just in front of (=') and replace the leftmost I, with I. As for the right side, since I"*?

and T have continuous kernels, we right multiply every term on the right side with I without changing
the result. Set I" := I'"» + T'™ 4+ I""*T"'V. We arrive at the desired integral equation

I+LTIL)(=")=(I-(I+1LTIL))],. (4.12)

4.4. Proof of Theorem 2.3. Here we solve the integral equation (4.12) and thereby prove Theorem 2.3.
Indeed, given the asymptotics of (=') in (4.9), once we can solve the equation for (=), sending s — 0™
in the result gives p and q.

We begin by deriving an expression for the operator I' := I'*® + T'™ ++ T""*I"'V. Recall that the kernels
I and " of I'"* and I are the Fourier transforms of (G** — I') and (G™ — I). Refer to the expressions
(4.5)—(4.6) of G*™ and G, subtract I from both sides, and apply .%,,, and .#,, respectively. Doing so gives

rup:<£p%—1] 8) rlw:@w[a—l] :;;w[%gg]]*%w[?/g] L%w([)arg]»

where * denotes the convolution on R and g(A\) = g(A;t,z) := e *#/2HA¢ Recall that a()\) and b())
are entire and note that (arg)(\) = b(\)e **#/2HA7 is also entire. Hence, in the first row of '™, the first,

second, and last .%,,, can be replaced by .%,,,. Using this property to calculate the kernel of I" and simplifying
the result give

—Fwlrgl * F,[7/9]  Fuplrg]
__ Tup lw up w __ P P
(the kernel of T') = P 4 ™ 4 [P % [ = ( = 7 [7/] 0 . (4.13)
Now define
d\ .
p(s) = p(sit,x) := F,[rg] = / = el r(A)e N2 (4.14)
R-i—i’uo 27T
~ ~ T v dA o\ A2t/2—i
) = plsitoa) = FulFfa] = [ G2 @15
—ivg

and let p = p,, and p = p,, denote the corresponding operators on L?(R). Note that, thanks to
Property (B), the functions rg and /g are Schwartz on R =+ ivg, so p and p are Schwartz in s and p and p
are bounded operators on £2(R). In operator language, (4.13) reads

_(—PrP P
= < 5 0) . (4.16)

Next, we investigate the invertibility of (I + I, T'I), which is key to solving (4.12). As it turns out, the
invertibility follows if det(1 — 1,p1_p1.) # 0. This can be heuristically understood by evaluating the

determinant of (I + I, T'I,) from (4.16). To prove the statement, we begin by verifying that 1, p1_p1_ is
trace-class. To alleviate heavy notation, we will often write

+p+ = 1iply, etc.
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Let || ||+ denote the trace norm. By the Cauchy—Schwarz inequality,

_ , , 9\ 1/2 1/2

l+p—pilltr < (/ dsds ’p(s—s;tw)‘ ) (/ dsds’ ‘,0 s—s'st 1‘)| ) . (4.17)
(0,00) x (—00,0) (—00,0)x (0,00

The right side is finite because p and p are Schwartz in s. Having Verlﬁed the trace-class property, we see

thatdet(1—,p_p,) # O implies that (1—_,p_p,) ' and (1— _p, p_)~! exist and are bounded on L2(R).

Once the last two inverses exist, the inverse of (I + I,T'I,) is given by

- 1—,pp )71 —-(1- +P—ﬁ+)7l+P+
I+I,TT 1:<~( N ' S : 4.18
( +IT) p(L—yp_py) b1 p(1—p_py) 1+P+ ( )

This follows by straightforward calculations from (4.16), with the aid of the readily-verified identities
1 _~+P—ﬁ+)71(~1 - fPﬁJr) =1-1—,pp) " ipips,and (1 — ,pp )1 —,pp) ' =1~
pipi(1—pp) .
Let us finish the proof of Theorem 2.3 for every (¢, ) € (0,7") x R such that
det(1 — ,p_p;) =det(1 —1,p;,1 _p,,1,) ¢ (—00,0]. (nondegenerate det)

Note that, at this stage we do not know whether the determinant is real. This condition ensures that
det(1—,p_p,) # 0and that its (potentially complex) logarithm is single-valued. Fix any (¢,z) € (0,7) xR
such that (nondegenerate det) holds. Apply the inverse in (4.18) to the integral equation (4.12) to get

iy _ ((L—4p pi) -1 —(1—,p- ﬁ+) 1+p+
Sithe (+p+(1_+P Py)” bo—p (1—,pp; ) >]0 (4.19)

With the aid of the readily-verified identity (1 — uv)~! = 1 — u(1 — vu)~lv, it is not hard to check that
every entry in (4.19) has an almost continuous kernel. Take the (1, 1) entry for example. Let (-, -) denote
the inner product on £2(R). The (1, 1) entry has the kernel

1{s>0}g($7 5/)1{s’>0}a 9(s, S/) = <p(8 — ), ( -1 (1- ,ﬁ+p,)_11,) Pl — 5,)>

and g(s, s') is continuous because (—1_(1 — _p,p_)~11_) is bounded and p(s) and p(s’) are Schwartz.
This shows that the (1, 1) entry has an almost continuous kernel. Combining (4.19) with (4.9) gives the first
equality in (2.8)—(2.9). To obtain the second equality, use the readily-verified identities (1 — uv)~'u =
u(l—-vu)tandv(l —uv)™! = (1 —-vu)lv.

Under (nondegenerate det), it remains to prove (2.10) in Theorem 2.3. Restore the dependence on (¢, ) and
write p, . and p, .. The proof will involve operator calculus, so we begin by establishing the smoothness of
1.p;,1_and1_p, 1, inz. First, by (4.14), we have p(s;t,7) = p(s+x;t,0)and p(s; t, ) = p(s—x;t,0).
Given that p and p are Schwartz in s, they are also Schwartz in z. Let || ||zg denote the Hilbert—Schmidt norm.
Writing [|1.(p; , — Py o) 1-|IHs = Jo© ds ff)oo ds'|p(s — §';t,x) — p(s — §';t,2')|* shows that 1, p; ,1_
is C> in x with respect to the Hilbert-Schmidt norm; the same property holds for 1_p, ,1,. We now follow
the calculations in [KLD21, Equations (S50)—~(S53)] to prove (2.10). First, the operator 1, p, ,1_p, , 1,
has the kernel [ ds"1gss010(s — 8" 4 x;¢,0)p(s” — ' — 2;t,0)1 550 Perform the change of variables
s" + x — s to transfer the x dependence from p, p to the range of the integral. Differentiating the result in
x gives 1y50yp(s + 251, 0)p(—2 — 8'51,0) 11950y = Liss0yp(s — 0;¢,2)p(0 — 8';¢, ) 11950} In operator
language, this reads

8$(1+pt,zlfl~)t,x1+) = 1+pt,a:]0 0[5t,m1+' (420)

Next, apply the identity 9, log(1 4+ u) = tr((0;u)(1 +u)~!) withu = —1,p; ,1_p, ,1,. The identity
requires u to be differentiable in  with respect to the trace norm, which holds in our application since p, ,
and p, ,, are C* in z with respect to the Hilbert—-Schmidt norm. Applying the identity and using (4.20) give

Oz log det(l - 1+pt,xlfﬁt,x1+) = —tI‘( 1+pt,x]0 0 [ﬁt,ler(l - 1+pt,xlfﬁt,:ﬁ)71 )
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The operator within the last trace is rank-one, more precisely of the form f ® (g, -) with f(s) = s[1,p; ,]o
and g(s') = o[p; 1. (1 — 1,p, ,1_p; )]s Such an operator has trace (g, f). Hence

~ ~ ~ -1
Oy logdet(1 —1,p,,1 p,,1,) = — 0 [Pt,x1+(1 - 1+Pt,z1—Pt,¢1+) 1+pt,x]0'

Use the identity —u(1 — vu)~!'v = 1 — (1 — uv)~! to rewrite the last expression; differentiate the result
in = with the aid of the identity 9,(1 + u)™' = (1 + u)~' - d,u- (1 +u)~! and use (4.20). We arrive at

8:6:13 IOg det(l - 1+pt,:p17fpvt,m1+)

=0 [(1 - 1+pt,x17ﬁt,x1+)_11+pt,x]0 0 [ﬁt,x1+ (1 - 1+pt,zlfﬁt,:p1+)_1] 0
By (2.8)—(2.9), the last expression is (pq)(t, z). This completes the proof of (2.10).

Finally, we show that (nondegenerate det) holds for all (¢,2) € (0,7) x R. Fix any t € (0,7). Use
p(s;t,x) = p(s+x;t,0) and p(s;t,x) = p(s — z;t,0) on the right side of (4.17) and note that p and p are
Schwartz in s. We see that the trace norm of 1,p; ,1_p, ;1. tends to zero as * — oo. Consequently, the
determinant tends to 1 as x — oo. Set

zo = zo(t) ;== inf {z e R: det(1 —1,p;,1_p;,1,) ¢ (—00,0], Vy >z} < +o0.

For all z > =z, by the last two paragraphs, the determinant formula (2.10) holds. Integrating this formula
on (x,+00) twice and exponentiating the result give

o oo
det(1—1,p;,1 p;,1,)=exp (/ dyl/ dys (pQ)(tyz)), T > Zo.
x Y1

Both sides vary continuously in = (smoothly in fact); the integral on the right side is real and bounded on
{z € R}, so the exponential is real, positive, and bounded away from 0 for all z € R. These properties force
xg = —oo and force the determinant to always be real and positive.

5. THE 1-To-1 INITIAL-TERMINAL CONDITION: PROOF OF THEOREM 2.6

To set up the scene for the proof, consider the 1-to-1 initial-terminal condition (2.11), and fix any (p, q)
as in Theorems 2.1 and 2.3. Recall that v =: ~; is the parameter in pi.. Our task is to find the scattering
coefficients and the value of v based on the information g = 09 and ¢(7,0) = e®*. We will first treat 7 € R
as a generic parameter, find the scattering coefficients in terms of -, and later fix ~.

We begin with b(\) and b()\). Recall that J~ denotes the i-th column of the Jost solution J~. Solve the
auxiliary linear problem at ¢ = 0 (4.3) for J=°! to get

—,1 —idgos (1 ¢ —i2(z—y)o —p(O y)ei%y
J7H (N 0,z) = e 12798 1 + dye '2\*7v)os 70 , x> 0.
0

Recall that S(\) = limg_o el27s J7(X;0,x). This gives b(A\) = 1. The same argument applied to
J72(\; T, z) gives b(A\)e?*T/2 = —~. We have obtained

b(\) = 1, b(\) = —ye NT/2, A€ C. (5.1)
The strategy for finding a(\) and a(\) is to use Property (C) in Section 4.1, which we rewrite here as
a(Na\) =1 — ye X772 .= g()), A€ C. (5.2)

We will divide C into two regions D,,, and D,,, by a contour C. Then, with the aid of (5.2), we will identify
the zeros of a(\) and a(\) on D,, and D,,, respectively. Once the zeros are identified, we will formulate
a scalar Riemann—Hilbert problem for (a,a), with Cj being the jump contour and with (5.2)|¢, being the
jump condition, and solve the problem to find (a, a).

To execute the strategy outlined previously, we need to first locate the zeros of g(\). Indeed, by (5.2),
the function a() or a(\) can be zero only when g(\) is. The function g(\) never vanishes when v = 0,
so we consider 7 € R\ {0}. Let /7'/2z denote a generic zero of g(\), and write z = = + iy for the real
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= 1, both 2y and —z( are equal to 0.

Ficure 5. When v > 1: the contour Cj and the function log(1 — 76_772T/ %)|¢,- In this figure, the dots along the

dashed curves are {\/2/T 2z, —/2/T 2, } neaz. In particular, the dots on the real axis are /2/T 'z and —+/2/T 2.
The contour CY is a smooth curve that avoids these two dots, has the symmetry with respect to the origin, and decreases

to —u € (Im(—+/T/222),0) as  — oo. For example Cj := {z — iutanh(z) : x € R}, foru € (0, \/7T/2), will
do. In the integral (5.6) that defines , we define log(1 — ve_UQT/ 2) |Rx (—iu,iu) With the branch cuts as shown in this
figure; the values of Im(log(1 — ye~""7/2)) around \/2/Tzy and —+/2/T %, are also shown.

and imaginary parts. Straightforward calculations give 22 — y? = log |y| and 2xy = inm, where n € 27
when v > 0 and n € 2Z — 1 when v < 0. Let us index the zeros of g(\) on {Im(X) > 0} U [0, 00) as
{...,z-1,21,...} or {...,z_9, 20, 22, ...}, Where the index denotes the ‘n’ in the equation 2zy = in.
Accordingly, the zeros of g(A) on {Im(\) < 0} U (—o0, 0] are given by {—2z,},. Note that z,, depends on
v, and we will mostly omit the dependence to simplify notation. See Figure 4 for an illustration.

Let Cp := R when vy < 1, let C be as depicted in Figure 5 when v > 1, and let D,, and D,,, denote the
respective open regions above and below Cj.

Proceeding to identify the zeros of a(\) and a(\), we begin with some notation and basic properties. Set
Z,.@):={z¢€ D,, :a(z) =0} and Z,(3) := {z € D,, : a(z) = 0}. These zeros of a(\) and a(\)
are simple, because they are simple zeros of g(\). Except when v = 1, the functions a(\) and a(\) have
no zeros on Cp. When v = 1, the function g()\) has a degree-two zero at zyg = —zg = 0, so by (5.2) the
functions a(A) and a(\) each have a simple zero there. This is the only possible zero of a(A) or a(A) on Cp.
The sets Z,,(a) and Z,,,(a) are finite thanks to Properties (A) and (D) in Section 4.1. Further, they have the
same cardinality:

#Z,,(@) =#2,a) < oc. (5.3)
This follows by the standard index (winding number) argument, with the aid of Properties (A), (D), and (5.2).
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We now formulate the scalar Riemann—Hilbert problem and solve it to find a(A) and a(\).

(sRH i) The functions a(\) and a(\) are entire.

(sRH ii) The sets Z,,(a) and 2,,(3) are given and satisfy (5.3); when v # 1, the functions a(\) and
a(\) do not vanish on Cp; when v = 1, the functions a(\)|¢, and a(\)|¢, vanish at and only
at 0; all these zeros are simple.

(sRH iii) The functions a(A) — 1 and a(\) — 1 as |\| — oo on D,, and D,,, respectively.

(sRH iv) The jump condition a(A)a(A) = g(A) holds along Cj.

This problem has at most one solution: Given a potentially different solution (a;(\),a;(A)), the function
(a1(N)/a(A)1p,,uce (M) +(a1(A)/a(A))1p,, (A) is entire and tends to 1 as [A| — oo on C. Such a function
must be constant 1 by Liouville’s theorem, so a; = a and a; = 3. We claim that the following expressions
solve the problem:

HzEZ a)()‘ Z) 2
a(A up 1— e T/2yha . g9 (V) 5.4)
Y Mz )
A==z
a(\) ez ) (1 — e XT/2)pa . g=e), (5.5)
[Lezup@ —2)
where (1, pz) == (0,1), (1/2,1/2), and (1,0) when A € D,,, A € Cp, and X € D,,, respectively, and
dn log(1 — ~ve™" T/Z)
A) = — .
p() /0027ri P w— (5:6)

where the integral is interpreted in the Cauchy sense when A € Cj and the logarithm is interpreted as
in Figure 5 when v > 1. To verify (sRH 1), first note that the expressions in (5.4)—(5.5) are analytic on
C \ C because ¢ is analytic on C \ Cj and because the poles in the fractions are canceled by the factors
(1 — yeX*T/2)ia and (1 — ve=>*T/2)#5. With the aid of the Sokhotski-Plemel]j theorem, it is not hard to
show that, for every A € Cj,

lim e Filel) — (1— Ve—w\QTﬂ)l/? et lim (1 — 76—7/\2T/2)1/2 eEP(AFile]) _ oEp(N)

e—0 e—0
This implies that the expressions in (5.4) are continuous on C and hence entire. Next, the condition (sRH iii)
is satisfied thanks to (5.3) and the property that lim o ©(A) = 0. The condition (sRH iv) indeed holds.
Finally, the sets of zeros of (5.4)—(5.5) in D,, and D,, are indeed Z,,(a) and Z,,,(3) respectively and the
zeros are indeed simple. When v = 1, the conditions (sRH i) and (sRH iv) together force (5.4)—(5.5) to each
have a simple zero at 0. This verifies the condition (sRH ii).

Let us summarize our progress so far and outline the rest of the proof. So far, we have found (b()), b()))
in (5.1) and identified the candidates for (a(A),a(\)) in (5.4)—(5.6). Among these candidates, few are the
‘physical’ ones seen in [KLD21]. The goal is hence to rule out all ‘non-physical’ candidates. Our proof here
rules out some but not all, and we impose Assumption 2.5 to exclude those non-physical candidates we have
not ruled out. Our argument for ruling out non-physical candidates depends on the conserved quantities. In
Section 5.1, we will evaluate the conserved quantities for all candidates. In Section 5.2, we will introduce
the physical candidates and explain how they yield Theorem 2.6. In Sections 5.3-5.5, we will rule out those
‘non-physical’ candidates not covered by Assumption 2.5.

5.1. Evaluating the conserved quantities. Recall from Property (G) in Section 4.1 that the conserved
quantities can be calculated from the finite-term Taylor expansion of (loga) in 1/X along A € R. Set A € R
in (5.4)—(5.5) and take the logarithm. The term %log(l — 'ye*)‘QT/ 2) decays super-polynomially fast as
|A| = oo, so will not contribute to the expansion. The expansion of ¢ is carried out in Lemma D.1, and the
result reads

0= s (3)
k=0

2k41 2k+1

dn o
(‘/szi"%log\l ve™" |+2]{;+11{v>1}> +O(Ah. (5.7
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Next, the fractions in (5.4)=(5.5) contribute >}’ | % (Zzup () ~ 2 Zi () )(2/T)F22% 4+ O(|A~"1).
Altogether, assuming the candidate in (5.4)—(5.5) gives a solution of the NLS equations, we have

2\2 kot dn .
@ =(7) (D" (_/Rg”klogﬂ ye |+ 28 1{7>1}) (oieny (58

%( Y - Z) ) (5.8b)

Zup a) le )

Among the conserved quantities, €; and €3 are of particular relevance. For any (p, ¢) as in Theorem 2.1
with the 1-to-1 initial-terminal condition, the corresponding €; and €3 satisfy the relations:

¢ = ye, (5.9
=& +T¢;. (5.10)

3l
2
The relation (5.9) follows by taking the limit ¢ — T'in €; = [, dx (pq)(t, ) and using ¢(T',0) = e and
p(T, +) = ~vdp. The relation (5.10) is verified in Lemma D.3.

5.2. The physical candidates. We begin by describing the physical candidates. They are

(Non-solitonic candidate): v < 1 and Z,,(a) = Z,(3) = 0.
(Solitonic candidate): v € (0,1) and Z,,(a) = {20} and 2,,,(3a) = {—20}.

We name these candidates non-soliton and soliton depending on whether Z,,(a) U 2, (3) is empty. More
explicitly, the a(\) and a(\) of the non-solitonic candidate are given by

a(\) = (1 — ye NT/2)pa . e# (V) 3N) = (1 — ye NT/2)ma . o=eV) (5.11)

where (14, p13) :== (0,1), (1/2,1/2), and (1,0) when Im(X) > 0, A € R, and Im(\) < 0 respectively, and
¢ is given in (5.6) with Cy = R. Similarly, the a(\) and a(\) of the solitonic candidate are given by

)\ + i/{ 7}\2T — )\ — i/{ _)\2 _ _
\) = 1— /2\ka , (M) A\) = 1— ANT/2yuz | o=9(A) 512
a(N) = S (L= e Ty o, 5 = L (1 e VTR e (512
where r := /2/T2/i = \/(2/T)log(1/7v). Recall ¥, s and 1), s from (2.13). Hereafter, we adopt the
convention that v, := 1, ¢ for the non-solitonic candidate, and v, := 1), ¢ for the solitonic candidate.

Specializing (5.8) to the physical candidates gives €1 = /2/T) (v)y and €3 = \/2/T31,(7)
We can now fix the value of  for the physical candidates. Using (5.9) gives

VT/2e% =Y. (7). (2.14%)
Recall the sets NS, and S, and the threshold ¢, from (2.12). As shown in Lemma D.2, we have w;}ns < e,
while @Z’;,s > ¢,. Using these properties in (2.14’) shows that when /7/2e* € NS, (respectively
€ S,), only the non-solitonic candidate (respectively the solitonic candidate) is possible. In either scenario,

Equation (2.14°) has a unique solution thanks to Lemma D.2.
We next evaluate the squared £2 norm of w. Combine (5.10) with (2.14°) and €3 = /2/T3,(7) to get

%(HU}HQ;[O,T]XR)Q = (Uea - \/ﬁ/lvb*(o-))}g:'y' (5.13)

View the expression in (...) on the right side of (5.13) as a function of 0. By (2.14’), the point 0 = =
is critical for this function. Further, by Lemma D.2, the function is strictly concave in ¢ € (—oo, 1] when
VT/2e* € NS,, and is strictly convex in o € (0,1) when /T/2e® € S,. Hence the right side of (5.13)
is the respective maximum and minimum in (2.15).

We have shown that, for every a € R, there exists a unique physical candidate and the physical candidate
gives the relation (2.14) between a and ~y and gives the rate function (2.15). As soon as the non-physical
candidates are ruled out or excluded, Theorem 2.6 will follow.
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5.3. Ruling out the non-physical candidates: the defocusing regime. Here we rule out all non-physical
candidates with v < 0. This range of  corresponds to the defocusing regime of the NLS equations. First, the
minimizer of the variational problem is unique. This can be shown by the PDE argument in the mean-field
game literature (see [GPV 16, Section 1.1.5] for example) with suitable adaptation for the initial-terminal
condition. The uniqueness implies that yq(T" —t, ) = p(t, x), otherwise (q1, 1)l (t,2) := (2/7: YD) | (7=t.2)
would give another minimizer. In particular, —|v|q(7T"/2, x) = p(T'/2, x). Now, consider the auxiliary linear
problem 0,,J = UJ att = T'/2 and rewrite it via conjugation as

(SN2 T (T/2)
8’”(“‘)‘<|v|1/2q<T/27x> T )(‘“)'

Substitute in |y|*/2q(T/2,2) = —|y|~'/?p(T/2, z) and note that p is real. The standard argument in the
analysis of the defocusing NLS equation applies and yields that a(\) and a() have no zeros in the upper
and lower half planes respectively, namely Z,,(a) = () and Z,,,(3) = 0); see [FT07, pp 48-49] for example.
This rules out all non-physical candidates with v < 0.

5.4. Ruling out the non-physical candidates: real conserved quantities. Here, we derive a constraint on
the sets Z,,(a) and Z,,,(a) to rule out some non-physical candidates. The constraint is derived from the fact
that the conserved quantities are real.

Lemma 5.1. Assume that a(\) and a(\) are given by a minimizer of the variational problem. For anyn # 0,
zn € Z,,(a) implies z_,, € Z,,(a), and similarly —z, € 2,,(a) implies —z_,, € Z,,(a).

Proof. Set ng := max{|n| : 2z, € Z,,(a) or —z, € Z,,(3)}, with the convention max () := —oo, and
consider the case ng > 0. Set r := |z,,|. Since € is real, the imaginary part of (5.8) is zero. Take the
imaginary part of (5.8), multiply the result by k7%, and send & — oo. In the limit, only the contribution of
those zs with |z| = r survives, whereby

k
. ,k . i _
kli%lm(l <Zzezup<a>,|z\:r Zzezlw<s),\z|:r>rk) 0- (5.14)
Write z,, = rel’, where § € (0,7/2). In (5.14), potential elements in the sums are z,, = re,

Zepy = —re 10, —Zny = —rei? and —Z_py = re 1% so there are 2% — 1 potential combinations. Ex-
amining each of these combination shows that the possible ones are {zn,, 2—no}» {—2ngs —%—no }» and
{Zngs Z—ngs —Zngs —%—ng - This shows that the desired property holds for n = ng. Further, in each of
these combinations, we have ik(ZzeZup(a),\z|=r — Zzezlw(s)M:r)zk € iR, for all k € Z~o. We can hence
remove those zs with |z| = r from (5.8) and repeat the preceding argument for the remaining zs. Proceeding

this way completes the proof. l

With the aid of Lemma 5.1, we can rule out all candidates with v > 1. Consider ¢; and set k = 1
in (5.8). In (5.8b), separate the contribution of zy and —zq (if any) from the rest. Given the property
in Lemma 5.1, the contribution of the rest is real. This observation together with €; € R forces iz —
i> Zup(3)N{z0} >z, @)n {_ZO})z to be real. On the other hand, Lemma 5.1 and (5.3) together imply that

the last expression is either izg — 0 or izg — i(z9 — (—zp)). Neither is real since zp = /log~y > 0. Hence
~ > 1 is impossible.

5.5. Ruling out the non-physical candidates: the «-vy relation. Here we rule out some non-physical
candidates by using (5.9), which we refer to as the a-y relation. The only remaining non-physical candidates
all have v € (0,1]. Fix a non-physical candidate with 7y € (0,1]. By the definition of the non-physical
candidates, the set (Z,,(a) U 2,,(3)) \ {20, —20} is nonempty. Using this property, Lemma 5.1, and (5.3)
shows that the sets Z,,(a) \ {20} and Z,,,(3) \ {—20} must each contain at least two elements. Using this
information in (5.8) for k = 1 gives 1/T/2€; > (Liz/o(7)/V4m + 4Im(z2)). This inequality, together with
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the o~ relation (5.9), rules out the non-physical candidate when /7'/2 e“ < ¢, 1, Where
N 1 1 7 L
o= _inf 1 {ﬁ Lig/o(y) + 4Tm(y/—log(1/7) + 27i )} = 0.4296. .., (5.15)

where the square root is taken on the upper half plane. This threshold c, ; is larger than the non-soliton-to-
soliton threshold ¢, := Li’5/2(1)/\/47r =0.7369...1in (2.12).
The remaining non-physical candidates are excluded by Assumption 2.5.

6. THE 1-TO-1 INITIAL-TERMINAL CONDITION: PROOF OF COROLLARY 2.9

We begin with some reductions. First, note that the symmetries p(t,z) = vq(T — t,—x), w(t,z) =
w(t, —z), and (p, q)|(1z) = (P, q)|(t,—z) hold. The first symmetry is straightforwardly verified from the
explicit expressions of (p,q) given by (2.8)—(2.9), (4.14)—(4.15), (5.1), and (5.11)~(5.12). The second
symmetry is straightforwardly verified from the explicit expression of w, with the aid of the identity
det(1 — uv) = det(1 — vu). The third symmetry follows from the second through Definition 2.12. Given
the second and third symmetries, we will only consider x > 0. Combining the first and third symmetries
gives p(t,x) = yq(T —t, z). Given this relation, the estimates (2.16¢)—(2.16¢) of p and w = pq follow from
the estimate (2.16a)—(2.16b) of q. Hence, we will only consider q.

We begin by setting up the scaling. Recall that N — oo denotes the scaling parameter. Set 7' = 2N,
a = Na,,andy = e V. As N — oo, the parameter & = N, eventually belongs to the solitonic range
S, (see (2.12)), whence ~, solves the second equation in (2.14). Under the scaling, the equation reads

T Ligja(e™™) + 270 = e (6.1)

Let us prepare the notation. Let (f,g) := [ da f(z) g(x) denote the inner product on £*(R). For a
unit vector f € £2(R), let 7w[f] denote the projection onto f, more explicitly w[f](¢) := f (f, #). Let 1.,
denote the reflection operator, namely (1.,¢)(s) := ¢(—s). We adopt the notation in Section 4.4: often
omitting the dependence on (¢, z), for example p; , = p, and writing 1_(...)1, = _(...) .

The idea of the proof is to use the formula (2.9) for ¢, more precisely the first expression on the right
side of the formula. Doing so requires estimating the operators , p _ and _ p . We will decompose these
operators into their leading parts and remaining parts, use the decomposition to produce an approximation
of (1 — ,p_p,)~ !, and use this approximation to (approximately) evaluate g through (2.9).

As said, the first step is to decompose . p_ and _ p,. The kernels of these operators admit explicit
expressions through (4.14), (5.1), and (5.12). A careful analysis applied to the expressions produces detailed
estimates of the operators. The analysis is performed in Lemmas E.1-E.2, and we state the result as follows.

+P - = P1Tt P2 P =Pt P (6.2)
The operators p; and p; contribute the leading parts and are given by

P1 =l Aty VI R )1, Py = —Lac AmeN-t)} e VT wlhy,], (6.2b)

where h., (s) := /2\/7. exp(—/7.5)1{s50)- The operators p, and p, constitute the remaining parts.
Recall the definition of ‘having an almost continuous kernel’ from before Theorem 2.3, and recall the

notation o[f]o from there. Similarly define o[f := f(0F —+) = f(+) € L2(R). Let || ||op denote the operator
norm for bounded operators on £2(R). The operators p, and p, have almost continuous kernels and

1025, [l olo2 ||, = O™ (77N 4 (1 4+ Ve 2), (6.2¢)
182l + | olB2 [|, = O 72(e7N 4 (1 4 V2N — t)e (N =0/2), (6.2d)

Hereafter, the big O notation is understood with v, € (0, c0) being fixed, so v, = O(1) for example.
Next, we proceed to find an approximate expression of (1 —, p_p, )~!. Let us first ignore the contribution
of py and py, and evaluate the inverse (1 — p;p;)~*. With the aid of 7r[h%]2 = m[h,,], we have

(L= p1p1) " =1 = 1pe or (VT + 1) [hy, ], (6.3)
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where 7 := min{t, 2N — t}. To take into account the remaining parts, we use the identity (1 —u—v)~! =
(1 —u)~ 13> (v(1 —u)~!), which holds has long as [|(1 — u)™!|[op [[V[lop < 1. We seek to apply
this identity with u = p;p; and v = p;py + pap; + papy. As is readily verified from (6.2)—(6.3),
(1 —=1)op <2, [V]lop < cov/T+1e 72, and || o[V ]2 < cov/T + e 77/2, where ¢y < oo depends

only on +,. Hereafter, we assume 7 is large enough so that cgy/1 + Te T2 < 1 /3. We have
1-_,p_p,) t=1— (2" +1)" ' x[h,,] + remainder, (6.4)

where remainder satisfies the bound H o[remainder H2 =0T +T7e /2,

Equipped with (6.4), we now evaluate ¢ through the formula (2.9). Doing so amounts to right multiplying
(6.4) with , p]o and applying o] to the result. For , p|o, we turn to the estimate of p in Lemma E.1. Multiply
the expressions in (E.1a)—(E.1b) by 1{ 5>0)> and let pr and pry denote the respective results. View pr = pi(s)
and py; = pr1(s) as elements in £2(R) so that , p]o = p1 + pr1. Right multiply (6.4) with p; and apply o] to
the result. Straightforward calculations give

A= 1pp) o= AL ((1 + e 2V sech(v7:2) Lae 772N —-1)) (6.5a)
207V 1 vy (6.5b)
S+ 0N+ VIF e PN e - (6.5¢)

In (6.5a), absorb the contribution of the term +e~2vV7+t into the O(...) in (6.5¢). In (6.5b), approximate
the term 2e~V7+® Le> Ar(2N—1)} bY sech(y\/7. ) 1{z> /7-(2N—t)}> and note that the error can be absorbed
into the O(...) in (6.5¢). In (6.5¢), note that the leading term in the O(...) is /1 + 7e~7*7/2. We have
shown that (6.5) gives the expression in (2.16a). Moving on, we right multiply (6.4) with p; and apply
o[ to the result. Straightforward calculations show that the result gives the expression in (2.16b) plus
O(1)(e2V7=® 4 1)~ Let/2\/T + 76_7*7/21{$<ﬁ7}. Absorbing the last expression into (2.16a) completes
the proof.

APPENDIX A. THE EXISTENCE OF A MINIMIZER
Lemma A.1. The set in the variational problem (2.1) is nonempty and has a minimizer.

Proof. To show the nonemptiness, consider first qo(t, z) := [ dy k(t, 2 — y)gic(y), which solves the heat
equation with the initial condition ¢i.. Add a function g € C°([0,7] x R) to go to get ¢1 = qo + g.
We require g(0,+) =0, ¢1(7,&;) = e* fori = 1,...,m, and ¢; > 0 everywhere on (0,7 x R. These
conditions are indeed achievable. We would like to realize q; as qw] for some w € L£2. To this end, set
w = (89 — 30229)/q1. It is not hard to check that ¢; = g[w]. The property g € C2° and the positivity of
q1 give w € L2(]0,T] x R) := L2. The nonemptiness follows.

Turning to the existence, we begin by reformulating the variational problem (2.1). Fix a complete
orthonormal basis {e,, }nen for £2, where N := Z~¢. Let u < oo denote the infimum in (2.1). To analyze
this infimum, instead of the full £2 space, it suffices to consider the subset

L= {wzz ENun«en€£2:|un| Su—l—l,VnEN} c L2

Consider the function f : £ — (0,00)™, f(w) := (q[w](T;€1), ..., q[w](T, &x)) that reads out the terminal
values of qlw]. We are concerned with minimizing 3 ||w||3 over the set C := f~1(e™,... e“), or more
precisely proving that a minimizer exists.

To prove the existence, identify C' and L as subsets of [—u — 1, + 1] and equip them with the product
topology. Itis straightforward to verify that the function £ — [0, 00) : w — $||lw]|3 is lower semicontinuous,
and, by Tychonoff’s theorem, L is compact. Hence it suffices to show that C'is closed. By the argument in
[LT21, Lemma 3.7], the function f is continuous. Hence C := f~1(e®1, ..., e%) is closed. U
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ApPENDIX B. PROPERTIES OF q[w]
Lemma B.1. The inequality (2.20) holds.

Proof. Giventhat k(s,y)|s<o := 0,1in (2.19), we replace the time domain with A,,(s,t) :=={s <s1 < ... <
Sp, = t}. Apply the Cauchy—Schwarz inequality to bound | klwl(en) | by the product of an integral that involves
only w and an integral that involves only k, and then evaluate both integrals. To evaluate the latter integral, use

k*(s,y) = ngk(%y) and fAn(s,t) H;:ll ds; (si—s8i-1) /% (t—sp1) 717 = (t—S)%_IW%/F(%)- .

Lemma B.2. There exists c = (T, ||wl|2) such that qlw](t,z) > % (k(t) * gic)(z).

Proof. Without loss of generality, we consider gic = do and prove q[w](t,z) > 1k(¢, ). Once this bound is
proven, the result for a general ¢;. > 0 follows by convolving the bound with ¢;c.

The first step is to develop a modified Feynman—Kac formula that bounds q[w] from below. For » > 0
to be specified later, consider D := [r, T| x [—r~!,r~1]. Within the Feynman-Kac formula (2.24), forgo
the contribution from when the Brownian motion ever visits D. More precisely, letting o := max{s < ¢ :

B(t — s) € D} denote the first time (going backward) when the Brownian motion hits D, we write

qfu)(1.2) > E, [ exp (/Ot dsw(s, B(t — )))o(B(1)) Lirsy . B.1)

Letj(s, s, y,y’) be the kernel of the Brownian motion annihilated upon visiting D, namely [, dy’j(s,s’, y,v')
PH{B(t — ') € U NNyepy 1Bt —0) ¢ D} B(t — s) = y], for all Borel 2 C R. Taylor expanding the
exponential in (B.1) and exchanging the sum with the expectation give

(right side of (B.])):j(O,t,:v,O)+Z/dyj”(*w)(O,t,:v,O). (B.2)
n=2 R

where j"*%) is defined by replacing k with j in (2.19).

We proceed to estimate the right side of (B.2), and in doing so we will obtain the desired bound off
[r,T] x [—L, L], for some L € [r,00). First, by definition, j(s, s, y,y’) < k(s — s’,y — /). This property
gives [j*0®)(0,¢,0,y)| < |k"GIToe)(0,¢,0,y)|, where D° := ([0,7] x R) \ D. The last expression
can be bounded by (2.20). Summing the bound over n > 2 gives Y. -, | [p dy j*62)(0,t,0,z)| <
lwl|o. pe (T, |wlla. pe) k(t, ), where ¢ dependents on ||w||o.pe in such a way that c stays bounded as
|wllg,pe — 0. Since w € L2, we have ||w|ls.pc — 0 as 7 — 0. Fix an r > 0 small enough so that
[wllg;ps (T [[wllg;pe) < 3. We have

(alw])(t,z) > j(0,t,2,0) — Sk(t, ). (B.3)
It is not hard to verify that, with » > 0 being fixed,

converges to 1 as |z| — oo, uniformly int € [r, T,

i(0,t,2,0)/k(t, )
J0.t,2,0)/k(t,) {15 equal to 1 for all (¢,z) € (0,7) € R.

Using these properties in (B.3) gives the desired lower bound off [r, T'] x [—L, L], for some L € [r, c0).
Finally, with r and L being fixed, the desired lower bound within [r,T'] x [—L, L] follows since q[w]

is everywhere positive and continuous within [r, 7] x [~L, L]. Recall that q[w]|(o,7)xr is continuous by

definition and is positive by the Feynman—Kac formula (2.24). g

APPENDIX C. A LINEAR ALGEBRA TOOL

Lemma C.1. Let i7'(v) and 7j?(v) € R™ be vectors parameterized by v > 0, and assume they converge
to] € R™, asv — 0. Let M'(v) and M?(v) be m x m matrices over R, and assume they converge to
M as v — 0, for some invertible M. If ¥(v) € R™ satisfies the inequalities n} (v) < (M'(v)¥(v)); and
(M2(0)F(v)); < n2(v), fori=1,...,m, then §(v) — M~1ij=: 9, asv — 0.
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Proof. We write o(1) for a generic scalar, vector, or matrix that converges to zero as v — 0. By definition,
n; = (M#);. Take the difference of the first given inequality and this equality, and use 77! (v) — 7j; = o(1),
M*'(v) — M = o(1) to simplify the result. Doing so gives 0 < (M (5(v) —7)); + o(1). The same procedure
applied to the second given inequality gives (M (Y(v) — ¥)); < o(1). Combining these two bounds and
taking the squared sum over i = 1,...,m yield |M(5(v) — )| = o(1), where | | denotes the Euclidean
norm. Since M is invertible, this implies |(v) — 7| = o(1). O

ArPENDIX D. EVALUATING THE CONSERVED QUANTITIES

Lemma D.1. Recall p from (5.6). For any n € Z~q and for A € R, the expansion (5.7) holds.

Proof. Divide the integral in (5.6) into two: one on Cy N {|n| < |A|/2} and the other on Cy N {|n| >
I\|/2}. The second integral decays super-polynomially fast in |A|. In the first integral, write —1y =

n—A
=S AT R - O(|nf?|A| 7). The result gives

2n
(== Ak
” kzo /C

Next, extend the range of integration from Cp N {|n| < |A|/2} to n € Cy. Doing so only costs an error that
. . . _ 2T/2 . i . .
decays super-polynomially fast. Since log(1 — vye™" )|c, remains unchanged upon 1 — —n (including
when v > 1, see Figure 5), the resulting integral vanishes for odd ks. Reindex k +— 2k and perform a change
of variables /T'/2n +— n. This gives the desired expansion (5.7) when v < 1. When > 1, deforming the
contour to R gives the desired expansion (5.7). ([l

dn 4 —nT/2 —2n—1
— 1" log (1 —~e™ /%) + O(|A| ).
on{Inl<|Al/2} 271

Lemma D.2. Recall 1, ns and ), s from (2.13). Recall c, from (2.12).

e Asyincreases in (—0o, 1], the function 1, ; strictly increases in (—00, cy].
e As vy increases in (0, 1), the function i g strictly decreases in (¢, 00).
Proof. Tt suffices to show ¢ .. > 0 and ¢ ¢ < 0. The first step is to find Li’5’/2(7)/\/47r. Use Li’5/2(7) =

Liz/3(v) /7, express Liz () in the Bose-Einstein integral representation, and differentiate in v to get

1 i’ (7) 1 /ood s1/2 D.1)
—Li == §—. .
Var P T o e =)

"
*,118

This is positive for all v < 1, so ¥, . > 0 follows. Next, to show w’*cs < 0 amounts to showing

= Lig(7) < §((log Ly, v € (0,1). (D.2)

To bound the left side, use e > s+ 1 and s'/2 < (s + (1 — ~))"/? in (D.1) and evaluate the resulting

integral. Doing so gives \/% Lig/Q(y) <2(1- ~v)~ /2. As for the right side, calculate %((log(l/y))S/z)// =

(1+2 10g€12/7)) ’y_QEllc/);g(l/'y))_l/Q > ~v~2(log(1/~))~ /2. Consider the ratio of the bounds just obtained:
f(y) = %. Differentiate it to get

()=

4(1 = ~)Y2~3(log(1/7))

In the last parenthesis, using the convexity inequality logy < v — 1 gives f’ \(071) < 0. Further, f(17) =
5 > 1. Hence f is always larger than 1, which gives the desired result (D.2). O

37 (1 -7+ (4-37) log’y)).

Lemma D.3. Fix any (p,q) as in Theorems 2.1, with the 1-to-1 initial-terminal condition. We have
1pdll3.0 7y = Slwll3.0 7y = €1 + T
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Proof. The proof follows the calculations in [KLD21, Section K, Supplementary Material]. First, straightfor-
ward differentiation and using the NLS equations (2.5)—(2.6) give 0;(p 0,.q) = %836 (P Ovwq—0up-0rq+p*q?).
Multiply both sides by x and integrate the result over [¢, T — ¢] x R. On the right side, integrate by parts in
x to move the ‘outermost’ derivative d, to z. Then, perform integration by parts to the term (—9,p - 0,q)
to move the derivative on p to q. Sending € — 0 gives

. tTE 2 2 e 2 2
hm /d:na: p@xq / dt/dx pamq—{-p q )+/ dt/d:np q°.
e—0 2 0 R

On the right side, the first integral is recognized as 7'C3; see Property (G) in Section 4.1. The last term is
exactly the squared £2 norm of w = pq that we are after. On the left side, using p(T), +) = pi. = YJo gives
(Jg dz x (p 02q))|t=1—< — 0. For the contribution from ¢ = ¢, integrate by parts to get — [ dz z (p 9.q) =
fR dzx (Owp-q) + fR dz (pq). For the first integral, set t = ¢, send € — 0, and use ¢(0, +) = gic = dp. We
see that the integral converges to 0. The second integral is €;; see (5.8). This completes the proof. O

ArPENDIX E. LARGE SCALE ASYMPTOTICS

Lemma E.1. Notation as in Section 6, in particular T +— 2N. For any fixed v, € (0,00) and for all
(t,z) € (0,2N) x [0,00), s > 0, and N > 1,

p(sit,x) =27, VIR (1 O()e " M1 oe ri-ay (E.la)
+k(t s+ ) (1+01)e™ ™ + O(1)/ max{|*F~ — /7.], 7). (E.1b)
pl=sit,w) = — 24, e #PVIEEE (14 O(1)e M) e mmen—t)—a) (E.lc)

+e *NKk(@2N —t, s +2)(— 1+ O01)e N + O(1)/ max{| 55 \/’ZL\/ﬁ}) (E.1d)

Proof. We will prove the estimate of p, and the proof for p is similar. Recall that p(s; ¢, x) = p(s + x;t,0)
(see (4.14)), so without loss of generality we consider z = 0 only. To simplify notation, throughout this
proof we rename vy, — .

We begin by deriving an expression for p(s;t,0) that is amenable for analysis. Recall that r := b/a,
insert the expressions (5.1) and (5.12) for b(\) and a(\) into the definition (4.14) of p(s; ¢, 0), and substitute
v— e N and T — 2N. We have

_ 2
p(St 0) _ / d\ e )\2t/2+1)\5)\ + 1\/> SO()\ _ / ﬂ log(l —e N(v+n ))
Y R+ivg 27T — I\F , R 27 n— by )

where vy € (,/7,00). In the last expression of p, write the fraction as 1+ (2i,/7/(A —1,/7)) and decompose
the result into two integrals accordingly. For the first integral, shift the contour (R + ivg) to (R + is/?)
and perform the change of variables A\ — A\ + is/t. For the second integral, setting v; := s/t when
|s/t — A > 1/Vtand vy == s/t +1/y/t when |s/t — /7| < 1/+/t, we shift the contour (R + ivg) to
(R + ivy ) and perform the change of variables A\ — A + iv;. In shifting the contour we picked up a pole at
A =1i,/y when s/t < /7 — 1/\/5 Altogether,

p(s;t,0) =e 3 ;LA e~ 3N () (E.2a)
R 4T
+ e—%iﬂ”?w e P O Vi MY (E.2b)
R 2T A—i(y/7 —v1)
+ Q\F},evt/2—ﬂ8—§0(1\f) 1{s/t<\ﬁ—1/\/i}' (E.2c)

The next step is to bound ¢ for Im(\) > 0. In the preceding expression of ¢, deform the contour
R — R — i/v/N and perform the change of variables 1 — 1 — i/ V/N. In the resulting integral, the
exponential is bounded, and the denominator is at least |1 //N| in absolute value. Bound the entire integrand
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by 1;%\ exp(=N(y + (n —i/vVN)?)| = O(1)V/'N exp(—N (v + n?)), where € R, and evaluate the

resulting integral. Doing so gives
oM =01)e ™, Im()) > 0. (E.3)
We are now ready to estimate p. Inserting (E.3) into the right side of (E.2a) and evaluating the integral give
k(t,s)(1 + O(1)e ). Next, the integrand in (E.2b) is bounded by e=***/20(1) / max{1/V/1, |s/t — vy |}
in absolute value. Evaluate the integral of this bound and use |s/t — v1| < 1/+/t to bound the exponential
factor in front of the integral. The result gives (E.2b) = O(1)k(t, s)/ max{|s/t — \/7|,1/+/t}. For (E.2c),
use (E.3) to write e#(v?) = 1 + O(1)e~"". Finally, note that when {|s/t — /7| < 1/v/t}, we have
2,7 eMt/2=v75 = O(1)y/tk(t,s). Hence we can replace the indicator in (E.2c) with (st /5y Without
changing the result. U

Lemma E.2. The expressions in (6.2) hold.

Proof. We will prove the statement for , p _, and the proof for _ p . is similar. The proof uses Lemma E.1.
We follow the convention in the proof of Lemma E.I to rename -y, — ~. In (E.1a)~(E.1b), set s — (s — 5')
and multiply each term by 1,0y and 11, o). The indicators are relevant because we are interested in , p _.
In the result, the first term carries the indicators 1¢,~0y 1o <01 1{s—s< JAt—z}s and these indicators together
imply x < /~t. Write

Lissor s <orlis—sr< mt—a} = Ls>opl{s <oyl o<ty — Ls>01 s <0t La< a1} L {s—s'> At —a}-
We now recognized the term e7/27v7% 2, /ye Vi1 o Lig<oyliz< 5ty as the kernel of py; see
(6.2b). Collecting the remaining terms gives

1{s>0} <€Vt/2_\ﬁm 2\/’7€_ﬁ(s_5/) O(l{s—s’>\ﬁt—a§} + e_’YN) 1{z<\ﬁt} + (E-lb)) 1{5’<0} . (E.4)

Let p, denote the operator whose kernel is (E.4). We proceed to bound the operator norm of p, by bounding
its Hilbert-Schmidt norm; indeed, || [|op < || ||1s. With the aid of the identity ||f||}g = g2 dsds’|f(s, s')|?,
we can bound || p, || s by evaluating the corresponding integral of (E.4), and the result gives the operator-norm
bound in (6.2¢). The £2 bound in (6.2c) follows similarly from (E.4). ]

ApPPENDIX F. THE NLS EQUATIONS THROUGH THE LENS OF CLASSICAL FIELD THEORY

Here we give a physics derivation of the NLS equations from the variational problem. This derivation
is not used elsewhere in this paper; the purpose is just to highlight the fact that the NLS equations can be
understood as certain Hamilton equations in the framework of classical field theory [GPS02, Chapter 13]. To
begin, rearranging terms as w = (9,q — %amq) /q and putting 0;q = ¢, we recognize the objective function
%Hw”%;mﬂxR in (2.1) as a Lagrangian

. 1 /.. 1 2
L(q,q) -—/Rdrﬂ ﬁ(q_iazmQ) .

A minimizer of a Lagrangian should satisfy the corresponding Euler—Lagrange equation, which is second-
order in time, and the second-order equation can be converted to a system of first-order equations: the
Hamilton equations. The conversion starts with defining the canonical momentum p := §L/dq and the
Hamiltonian H(q,p) := fR dx pg — L. The Euler-Lagrange equation is formally equivalent to the Hamilton
equations 0.g = 6H/dp and Oyp = —6 H /dq. For the specific Lagrangian considered here,

pr:%z%(d—lﬁmq), H:=/Rdqu'—Lz/IRdm;<p8qu+p2q2),

a q 2
and the corresponding Hamilton equations read
0H 1 0H 1
Ohq = — = 50ueq + 7’ Op = ——— = —=0wap — qp°,
op 2 dq 2
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which are exactly the NLS equations. Also, note that, with ¢ — %@mq = wq, we have p = w/q.
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