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We present a general and practical theoretical framework to investigate how energy

is dissipated in open quantum system dynamics. This is done by quantifying the

contributions of individual bath components to the overall dissipation of the system.

The framework is based on the Nakajima-Zwanzig projection operator technique

which allows us to express the rate of energy dissipation into a specific bath degree

of freedom by using traces of operator products. The approach captures system-bath

interactions to all orders, but is based on second-order perturbation theory on the

off-diagonal subsystem’s couplings and a Markovian description of the bath. The

usefulness of our theory is demonstrated by applying it to various models of open

quantum systems involving harmonic oscillator or spin baths, and connecting the

outcomes to existing results such as our previously reported formula derived for locally

coupled harmonic bath [J. Chem. Phys. 154, 084109 (2021)]. We also prove that the

dissipation calculated by our theory rigorously satisfies thermodynamic principles

such as energy conservation and detailed balance. Overall, the strategy can be used

to develop the theory and simulation of dissipation pathways to interpret and engineer

the dynamics of open quantum systems.
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I. INTRODUCTION

A realistic dynamical process always involves exchange of energy between the central

degrees of freedom (subsystem) and the surrounding environment (bath), which is referred

to as dissipation.1,2 This is particularly important in the condensed phase, in which thermal

fluctuations of the bath often profoundly affect the dynamics of the subsystem. For example,

quantum transport3–6 of electrons or molecular excitations along extended molecules or

molecular arrays often occur via energetic relaxation of the subsystem, with the excess

energy dissipated to satisfy the energy conservation. For this reason, the total dissipated

energy reflects the progress of the relaxation during the dynamics. In particular, it is highly

desirable to understand the relative importance of each bath degree of freedom (DOF) at

each instance or the overall relaxation process. This can be accomplished by decomposing the

dynamics of the total dissipated energy into individual contributions by specific components

of the bath. Such an ability will provide detailed knowledge about which bath components

play a predominant role in the dynamics, which can help us to establish useful principles for

designing and controlling the quantum behavior of molecular systems.7–10 For instance, such

insights are needed to understand how energy is dissipated by the photosynthetic complexes,

and how to modify physical systems to enhance or suppress dissipation.

In the field of quantum thermodynamics, methodologies for analyzing the flow of heat

and entropy between macroscopic bath reservoirs have been developed for closed11,12 and

driven systems.13–15 These tools can provide detailed descriptions about how thermodynamic

principles manifest in quantum systems such as quantum heat engines16 and rectifiers.17

However, there are still relatively few methods which can efficiently track time dependence

of the quantum statistical properties related to individual microscopic components of the

bath. In this paper, we address this challenge by extending the theory of quantum master

equations, which is one of the major workhorses for simulating the dynamics of open quantum

systems.

To calculate the dissipation due to a single bath component, we need to monitor its change

in energy which, in turn, requires dynamical information about the environment. In princi-

ple, this task can be fulfilled by utilizing already available simulation methods for quantum

dynamics that follow the bath explicitly. In practice, this remains a widely challenging task.

For example, the energy of a single DOF can be straightforwardly obtained from efficient
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wavefunction propagation methods such as multi-configurational time-dependent Hartree

(MCTDH)18–20 or time-dependent density matrix renormalization group (TD-DMRG).21–23

However, incorporating the effect of temperature requires additional complications such as

combination with thermofield dynamics.24 Even so, the bath subspace must be truncated to

reduce the computational burden to an amenable extent,25,26 which can significantly affect

the accuracy of the calculation.

Another major category of simulation methods are quantum master equations where

the focus is on the reduced density matrix (RDM) of the subsystem and the influence of

the environment is only captured implicitly by determining how it affects the subsystem.

For these methods, the dynamics of a bath component can be accessed by combining the

mode with the subsystem and propagating the RDM of this extended subsystem.27–30 Even

when the simulation method does not easily allow such a re-definition of the subsystem,

the dissipation can be indirectly extracted by introducing an additional bath mode into the

subsystem, which acts as a probe.31 Nevertheless, both procedures can be computationally

quite demanding, as the construction of the extended subsystem significantly increases the

dimension of the RDM. This issue becomes especially problematic when the bath frequency

becomes comparable to or less than the thermal energy, where a large number of bath

quantum states must be explicitly included in the density matrix to faithfully simulate the

statistical mechanics of the bath mode.

Mixed quantum-classical simulation methods,32–35 where the bath is captured classically,

can be used to compute the energy of the bath modes with only modest computational

costs.36,37 However, the reliability of the calculation is often deteriorated by the approxi-

mations involved in the formulation. Indeed, these methods often exhibit uncontrollable

artifacts such as negative subsystem state populations or zero-point leak of the vibrational

energy.36,38

Motivated by the absence of efficient yet reliable tools for resolving dissipation, we have re-

cently developed a practical scheme39 based on Fermi’s golden rule rate in the weak-coupling

limit. The scope of our theory covers non-adiabatic chemical dynamics in the condensed

phase such as the transfer of molecular excitation40,41 or charge,42,43 in the presence of har-

monic bath modes affecting the process. Although the master equation for the population

of the subsystem states was already reported several decades ago,41,44 our previous work

extended it to resolve the overall dissipated energy into the amounts absorbed by each bath
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mode. This was accomplished by explicitly quantizing a bath mode and calculating how its

vibrational energy changes upon the population transfer between electronic-vibrational (vi-

bronic) quantum states. Deriving an efficient expression, however, required a clever but not

readily generalizable analytical summation over all vibronic state pairs based on an equality

extracted from the theory of spectral line shapes.45

In this paper, we present a general framework for constructing practical and accurate

schemes to isolate dissipation pathways in open quantum systems. The formulation incor-

porates a specific bath DOF into the subsystem component and calculates the change in

its energy with Nakajima-Zwanzig projection operator technique.46,47 By perturbatively ex-

panding the Liouville-von Neumann equation, we elucidate the rate of dissipation expressed

by using traces of operator products, which can be applied for general types of bath and

subsystem-bath interaction. We also rigorously prove that this approach satisfies energy

conservation and detailed balance. We then demonstrate the applicability of our approach

by using it toward deriving the dissipation rate equations for prototypical models of open

quantum systems, namely subsystems coupled to harmonic oscillator baths or spin baths.

In the subsequent paper, Paper II,48 we will use the developed expressions to quantify the

dissipation pathways in model Hamiltonians and assess the accuracy of the theory by bench-

marking it against numerically exact simulations.

The structure of the paper is as follows: In Sec. II, we first provide an overview of the

theoretical background required to understand the main findings of our work, and introduce

our new framework for quantifying the dissipation pathways. In Sec. III, we apply our

framework to specific model Hamiltonians and connect the outcomes to previously known

results. In Sec. IV we summarize our main findings and suggest future research directions.

II. THEORY

Our objective is to extract the rate of dissipation into a specific bath DOF, under the

dynamics governed by a quantum master equation. As our approach is developed based

on the projection operator technique, we present its brief review in Sec. IIA. We then

propose our new theoretical framework for resolving the dissipated energy into individual

bath components in Sec. II B. Finally, Sec. II C discusses energy conservation and detailed

balance.
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A. The projection operator technique for open quantum systems

We consider a group of quantum states interacting with the surroundings, which are

classified as the subsystem and bath, respectively. We adopt the viewpoint of open quantum

system and divide the Hamiltonian Ĥ of the system as

Ĥ = Ĥsub + Ĥbath + Ĥint, (1)

where Ĥsub is the Hamiltonian of the subsystem, Ĥbath the bath, and Ĥint the interaction

between the subsystem and bath.

We cast Ĥsub by using {|A⟩} as the basis and split it into diagonal and off-diagonal

components which account for the state energies and inter-state couplings, respectively:

Ĥsub = Ĥener + Ĥcoup, (2)

Ĥener =
∑

A

EA |A⟩ ⟨A| , (3)

Ĥcoup =
∑

A

∑

B<A

VAB |A⟩ ⟨B|+ H.c. (4)

Here, EA is the energy of the state A, VAB = VBA is the coupling between states A and B,

and H.c. denotes Hermitian conjugate. In turn, we assume that the sum of the Hamiltonian

components for bath and subsystem-bath interaction can be split into individual elements

{ĥj},

Ĥbath + Ĥint =
∑

j

ĥj , (5)

and each element only couples to the diagonal part of the subsystem Hamiltonian

ĥj =
∑

A

(|A⟩ ⟨A|⊗ v̂Aj). (6)

On the other hand, the off-diagonal component of Ĥsub does not interact with the bath in our

model, which is called Condon approximation49 in molecular systems. Such an assumption is

frequently employed to construct quantum master equations for chemical dynamics in con-

densed phases, starting from harmonic oscillator bath43,50 to more general bath models.51,52

We now apply the projection operator technique46,47 to derive the master equation that

governs the time evolution of an open quantum system. To apply the technique, one first

splits the identity super-operator into Î = P̂ + Q̂ where P̂ and Q̂ project the full density
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matrix ρ̂ onto the dynamically relevant part P̂ ρ̂ and the rest Q̂ρ̂, respectively. As P̂ performs

a projection, it should satisfy P̂2 = P̂ and also P̂Q̂ = Q̂P̂ = 0.

The time evolution of ρ̂ is governed by the Liouville-von Neumann equation dρ̂(t)/dt =

−iL̂ρ̂(t)/!, where the Liouvillian super-operator is defined as L̂ρ̂ = [Ĥ, ρ̂]. By assuming

that the density of the system is initially confined in the dynamically relevant part so that

P̂ ρ̂(0) = ρ̂(0) and Q̂ρ̂(0) = 0, one can derive a formally exact expression for the dynamics

of P̂ ρ̂(t),53,54

d

dt
[P̂ ρ̂(t)] = −

i

!
P̂L̂P̂ ρ̂(t)−

1

!2

∫ t

0

P̂L̂Q̂ exp

[

−
i(t− t′)

!
Q̂L̂

]

Q̂L̂P̂ ρ̂(t′) dt′. (7)

We now apply perturbation theory by dividing the total Hamiltonian as Ĥ = Ĥ0+Ĥ1 where

Ĥ0 = Ĥener + Ĥbath + Ĥint,

Ĥ1 = Ĥcoup,
(8)

and treating Ĥ1 as perturbation. The Liouvillian is also accordingly split as L̂ = L̂0 + L̂1,

where

L̂0ρ̂ = [Ĥ0, ρ̂] and L̂1ρ̂ = [Ĥ1, ρ̂]. (9)

We now specify the form of P̂ as

P̂ ρ̂ =
∑

A

(PA |A⟩ ⟨A|⊗ R̂A), (10)

where PA = Trb ⟨A| ρ̂ |A⟩ is the population of the subsystem state |A⟩ and Trb indicates the

trace55 over the bath subspace. We also define R̂A as the equilibrium bath density for ĥA,

R̂A =
exp(−βĥA)

Trb[exp(−βĥA)]
, (11)

where β = 1/kBT is the inverse temperature , and ĥA is the projection of the total system

Hamiltonian onto a subsystem state

ĥA = ⟨A| Ĥ |A⟩ = EA +
∑

j

v̂Aj . (12)

According to Eqs. (10) and (11), P̂ instantly relaxes the bath density to reference densities

{R̂A} and also quenches any coherence between the subsystem states.

From now on, we will focus on the dynamics of the projected density matrix P̂ ρ̂(t)

[Eq. (10)] and derive the rate equation that governs the subsystem state populations. We do
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so by following a procedure similar to that in Ref. 53. Specifically, we first expand Eq. (7)

by applying time-dependent perturbation theory and keeping the terms up to the second

order in L̂1. From Eqs. (9) and (10) it follows that P̂L̂0ρ̂ = L̂0P̂ ρ̂ = P̂L̂1P̂ ρ̂ = 0. If we

replace Q̂ by Î − P̂ and invoke these identities, the expression simplifies into

d

dt

[

P̂ ρ̂(t)
]

= −
1

!2

∫ t

0

P̂L̂1 exp

[

−
i(t− t′)

!
L̂0

]

L̂1P̂ ρ̂(t′) dt′. (13)

Applying the Markov approximation and calculating Trb[⟨A|
d
dt
{P̂ ρ̂(t)} |A⟩] lead us to the

rates of change in the electronic populations

ṖA(t) = −
1

!2
Trb

[
∫ ∞

0

⟨A| P̂L̂1 exp(−it′L̂0/!)L̂1P̂ ρ̂(t) |A⟩ dt′
]

. (14)

We expand the integrand in Eq. (14) with the expressions for the Liouvillians [Eq. (9)] and

the projection super-operator [Eq. (10)], and insert the explicit forms of Ĥ0 and Ĥ1 [Eq. (8)].

The result is a first-order rate equation between the subsystem populations

ṖA(t) =
∑

B ̸=A

[−KBAPA(t) +KABPB(t)], (15)

where the rate constant KBA governs the population transfer from |A⟩ to |B⟩, and is ex-

pressed as

KBA =
2|VAB|2

!2
Re

∫ ∞

0

Trb[ÛB(t
′)R̂AÛ

†
A(t

′)] dt′. (16)

In the above, ÛA(t′) is the shorthand notation for the unitary operator

ÛA(t
′) = exp

(

−
it′ĥA

!

)

. (17)

For brevity, from now on the dependence on t′ of the operators {ÛA(t′)} will be omitted.

Equations (15)–(17) are valid for general types of bath and subsystem-bath interaction,

as we did not make any assumption about the specific form of Ĥbath and Ĥint up to this

point. The calculation of the rate constants {KAB} is possible if the trace of the operator

product Trb[ÛBR̂AÛ
†
A] converges to zero rapidly enough as t′ increases, so that the value of

the integral in Eq. (16) is well-defined. For relatively simple bath models, such as linearly

coupled harmonic oscillator or weakly coupled 1

2
-spins, it is possible to obtain analytical

expressions of the trace as will be illustrated in Sec. III. Even in the situations in which

the analytical expression cannot be obtained, it will be still possible to evaluate the trace

by factorizing it into the quantities arising from individual bath components and evaluating
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each of them numerically. Namely, the equilibrium bath densities {R̂A} can be expressed as

R̂A =
∏

j r̂Aj, where r̂Aj is the thermal density operator for a single bath mode

r̂Aj =
exp(−βv̂Aj)

Trj [exp(−βv̂Aj)]
, (18)

with Trj being the trace over the subspace spanned by the j-th bath component. Then we

numerically calculate the traces of the operator products arising from the individual bath

components

Trj [ûBj r̂Ajû
†
Aj] = Trj

[

exp

(

it′v̂Bj

!

)

r̂Aj exp

(

−
it′v̂Aj

!

)]

, (19)

where the unitary operators {ûAj} are defined in an analogous manner to Eq. (17). Practi-

cally, Eq. (19) is calculated by representing the operators in a trace by using a finite number

of bath quantum states that faithfully represent r̂Aj with a desired accuracy. After repeating

such a procedure for all bath components, the full trace can be constructed according to

Trb[ÛBR̂AÛ
†
A] = exp

(

−
it′(EB − EA)

!

)

∏

j

Trj[ûBj r̂Ajû
†
Aj], (20)

which is derived from Eq. (12).

Before we move onto the calculation of dissipation, we note that Eq. (15) is an “incoherent”

master equation which is only dependent on the state population and does not account for

any coherences between the subsystem states. This is because we are only focusing on the

dynamics of the projected density P̂ ρ̂(t), and discarded the feedback from the bath onto the

subsystem by making the second-order approximation in Eq. (13). We note, however, that

a recent work56 illustrated a way to simultaneously follow the dynamics of both P̂ ρ̂(t) and

Q̂ρ̂(t), while also rigorously addressing how the dynamics of the subsystem is affected by

the state of the bath.

B. Quantifying the dissipation by individual bath modes using projection

operator technique

The dissipation accounts for the transfer of energy from the subsystem to the surround-

ings, which is reflected in how the energy expectation value regarding the bath-related com-

ponent ⟨Ĥbath + Ĥint⟩ changes with time. If we decompose this expectation value according

to Eq. (5), the energy of the j-th bath component is expressed by Ej(t) = Tr[ĥj ρ̂(t)], whose
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time-derivative

Ėj(t) = Tr

[

ĥj

d

dt
ρ̂(t)

]

(21)

becomes the rate of dissipation into this specific bath component. Our goal is to derive a

practical expression for Eq. (21) using the projection operator technique. In this paper, we

aim to calculate the amount of dissipation solely arising from the dynamics of P̂ ρ̂(t). Then,

the simplest approach would be to substitute ρ̂(t) on the right-hand side by P̂ ρ̂(t),

Ėj(t)
?
= Tr

[

ĥj

d

dt
[P̂ ρ̂(t)]

]

. (22)

However, it turns out that Eq. (22) is not sufficient to capture the dissipation because P̂

[Eq. (10)] does not allow any change in the bath density. This constraint becomes the most

detrimental when the equilibrium energy of the bath component becomes identical for all

subsystem states, as in the linearly coupled harmonic oscillator bath model (Sec. IIIA) which

is often used to study open quantum systems. We can explicitly show this by replacing P̂ ρ̂(t)

with the right-hand side of Eq. (10),

Tr

[

ĥj

d

dt
[P̂ ρ̂(t)]

]

=
∑

A

(

dPA(t)

dt
Trb[v̂AjR̂A]

)

, (23)

and then factoring the bath energy ϵj = Trb[v̂AjR̂A], which we assumed to be state-

independent, out from the right-hand side of Eq. (23) to yield

Tr

[

ĥj

d

dt
[P̂ ρ̂(t)]

]

= ϵj

[

d

dt

(

∑

A

PA(t)

)]

= 0. (24)

In the last equality, we used the property that the sum of the electronic populations
∑

A PA(t)

is always conserved throughout the dynamics. The fact that Eq. (22) yields a vanishing

dissipation for a widely used model of open quantum system dynamics states that we need

to devise a better method to calculate the dissipated energy.

To get a physically meaningful dissipation by a bath component, we must allow its energy

to change while also being consistent with the population dynamics governed by Eq. (15).

We suggest that such requirements can be fulfilled by factorizing the overall projection

operator into P̂ = p̂jP̂j− where p̂j acts on the j-th bath component and P̂j− on all others:

p̂jρ̂ =
∑

A

(

Trj[⟨A| ρ̂ |A⟩] |A⟩ ⟨A|⊗ r̂Aj

)

, (25a)

P̂j−ρ̂ =
∑

A

(

Trb,j−[⟨A| ρ̂ |A⟩] |A⟩ ⟨A|⊗ R̂A,j−

)

. (25b)
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In Eq. (25b), we have introduced the equilibrium density operator

R̂A,j− =
∏

k ̸=j

r̂Ak (26)

and the trace Trb,j− over the subspace spanned by all bath modes except the jth component.

Naturally, R̂A = R̂A,j−r̂Aj and Trb[Ô] = Trb,j−

[

Trj [Ô]
]

are satisfied for an arbitrary operator

Ô.

In Appendix A, we show that

Ėj(t) = Tr

[

ĥj

d

dt
[P̂j−ρ̂(t)]

]

(27)

is valid under the assumption ρ̂(t) = P̂ ρ̂(t) [Eq. (10)], which reflects that we are trying to

calculate the dissipation specifically induced by the evolution of P̂ ρ̂(t). Equation (27) lets us

capture the amount of energy dissipated into a bath component before it is quenched by the

remaining part of the projection operator p̂j. What now remains is converting Eq. (27) to a

practical expression, which can be achieved by following a procedure analogous to Sec. IIA.

Namely, as P̂2
j− = P̂j−, we can replace P̂ in Eq. (7) by P̂j− and obtain

d

dt
[P̂j−ρ̂(t)] = −

i

!
P̂j−L̂P̂j−ρ̂(t)

−
1

!2

∫ t

0

P̂j−L̂Q̂j− exp

[

−
i(t− t′)

!
Q̂j−L̂

]

Q̂j−L̂P̂j−ρ̂(t
′) dt′,

(28)

where Q̂j− = Î − P̂j−. The next step is expressing Q̂j− in Eq. (28) in terms of P̂j− and

making further simplifications by using P̂j−L̂0ρ̂ = L̂0P̂j−ρ̂ = P̂j−L̂1P̂j−ρ̂ = 0, which is

satisfied when ρ̂ = P̂ ρ̂. Finally, by employing the Markov approximation, we arrive at an

expression identical to Eq. (14) except P̂ is replaced by P̂j−,

d

dt
[P̂j−ρ̂(t)] = −

1

!2

∫ ∞

0

P̂j−L̂1 exp(−it′L̂0/!)L̂1P̂j−ρ̂(t) dt
′. (29)

Expanding the integrand leads us to

P̂j−L̂1 exp(−it′L̂0/!)L̂1P̂j−ρ̂(t) =
∑

A

∑

B ̸=A

[

|VAB|
2 |A⟩ ⟨A|

⊗

(

PA(t)Trb,j−[ÛBR̂AÛ
†
A]− PB(t)Trb,j−[ÛBR̂BÛ

†
A]

)

⊗ R̂A,j−

]

+ H.c.

(30)

Note that the partial trace objects in Eq. (30) are operators in the subspace spanned by the

jth component, in contrast to the scalar quantities in Eq. (16). To proceed, we factorize the
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bath operators in the traces into contributions from the jth component and the rest. For

{R̂A} we can recognize Eqs. (18) and (26), and for {ÛA} [Eq. (17)] we have Eq. (19) and

ÛA,j− = exp

[

−
it′

!

(

EA +
∑

k ̸=j

v̂Ak

)]

, (31)

so that ÛA = ûAjÛA,j−. We now plug these factorized bath operators in Eq. (30) and use

the resulting expression with Eq. (29) to expand Eq. (27). At the end, we obtain the rate

equation for the dissipation

Ėj(t) =
∑

A

∑

B<A

[Kj
BAPA(t) +Kj

ABPB(t)], (32)

whose rate constants {Kj
BA} are given by

Kj
BA =

2|VAB|2

!2
Re

∫ ∞

0

Trb,j−[ÛB,j−R̂A,j−Û
†
A,j−]Trj[(v̂Bj − v̂Aj)ûBj r̂Aj û

†
Aj] dt

′. (33)

The integrand of Eq. (33) can be evaluated by following a similar procedure as that of

Eq. (16), for general types of the bath and subsystem-bath interaction. If an analytical

expression for the trace Trj[ûBj r̂Ajû
†
Aj] is available, we can utilize the relation

Trj[(v̂Bj − v̂Aj)ûBj r̂Aj û
†
Aj] = i!

d

dt′
Trj [ûBj r̂Aj û

†
Aj]. (34)

Eqs. (32)–(34) summarize the main findings of this work, which provide an efficient frame-

work for calculating dissipation underlying Markovian quantum master equation (MQME).

For the remaining part of the paper, the developed method will be referred to as MQME-D

to highlight our extension of MQME toward the analysis of dissipation.

We emphasize that the usage of the factorized projection operator P̂j− [Eq. (27)]

by MQME-D does not affect the population dynamics governed by the original MQME

[Eq. (15)]. It can be thought that at every time instance t, we start from the projected

density P̂ ρ̂(t) and temporarily lift the projection for the j-th bath component. The density

matrix is then propagated for an infinitesimal amount of time dt, and the dissipated energy

into the j-th bath component is evaluated based on Eq. (27). Immediately after that, the re-

maining part of the projection operator p̂j is applied to the intermediate density P̂j−ρ̂(t+dt)

and quenches the excess energy of the j-th component gained by the dissipation. By doing

so, the density returns again to the fully projected form P̂ ρ̂(t + dt), in agreement with the
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evolution according to Eq. (15). The procedure just described can be rationalized by the

identity
d

dt
[P̂ ρ̂(t)] = p̂j

d

dt

[

P̂j−ρ̂(t)
]

, (35)

whose proof is outlined in Appendix B.

C. Proof of thermodynamic principles

We now confirm that the dissipation calculated by MQME-D [Eq. (32)] satisfies thermo-

dynamic principles, namely energy conservation and detailed balance.

1. Energy conservation

We first prove the energy conservation, which states that the rate of energy loss from the

subsystem must be equal to the rate of energy gain by the entire bath. This is expressed as

Ėsub(t) +
∑

j

Ėj(t) = 0, (36)

where Esub(t) is the expectation value for the energy of the subsystem

Esub(t) = Tr[Ĥsub ρ̂(t)]. (37)

Even though the calculation of the dissipation is based on Eq. (27) which is exact, it would

be still meaningful to check whether Eq. (36) is still valid despite the Markov approximation

applied in the derivation. It is also yet another demonstration of the consistency between

the dynamics of the population [Eq. (15)] and dissipation [Eq. (32)], apart from Appendix B.

To begin with, we combine Eq. (37) with Eq. (10) by recalling that we are assuming that

the identity ρ̂(t) = P̂ ρ̂(t) is satisfied at every instance (Sec. II B), and therefore

Esub(t) =
∑

A

EAPA(t). (38)

Taking the time-derivative of both sides and expanding ṖA(t) with Eqs. (15) and (16) lead

us to

Ėsub(t) = −
2

!2

∑

A

∑

B ̸=A

[

EA|VAB|
2 Re

(

PA(t)

∫ ∞

0

Trb[ÛBR̂AÛ
†
A] dt

′

− PB(t)

∫ ∞

0

Trb[ÛAR̂BÛ
†
B] dt

′

)]

.

(39)
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When this is combined with Eqs. (32) and (33), we get

Ėsub(t) +
∑

j

Ėj(t)

= −
2

!2

∑

A

∑

B<A

[

|VAB|
2 Re

(

PA(t)

∫ ∞

0

Trb[(ĥA − ĥB)ÛBR̂AÛ
†
A] dt

′

+ PB(t)

∫ ∞

0

Trb[(ĥB − ĥA)ÛAR̂BÛ
†
B] dt

′

)]

,

(40)

where we have used the definition of ĥA [Eq. (12)] to condense the bath operators. Then,

by recognizing the identity

Trb[(ĥA − ĥB)ÛBR̂AÛ
†
A] = −i!

d

dt′
Trb[ÛBR̂AÛ

†
A], (41)

we can perform the integration over t′ to derive

∫ ∞

0

Trb[(ĥA − ĥB)ÛBR̂AÛ
†
A] dt

′ = i!

(

1− lim
t′→∞

Trb[ÛBR̂AÛ
†
A]

)

. (42)

Equation (42) shows that the integrals in Eq. (40) yield purely imaginary numbers if

Trb[ÛBR̂AÛ
†
A] decays to zero as t′ → ∞, eventually converting Eq. (40) to Eq. (36). There-

fore, as long as the integrals for the rate constants [Eq. (16)] are well-defined, Eq. (36) is

also valid and we can conclude that MQME-D satisfies the energy conservation.

2. Detailed balance

At the steady state, the ratio between the rate constants for population transfer in the

opposite directions must satisfy
KAB

KBA

=
PA(∞)

PB(∞)
, (43)

which arises from the connection of Eq. (15) to the steady-state condition, ṖA(∞) = 0 for

all A. The net dissipation into every bath component must also vanish at this point, so

that limt→∞ Ėj(t) = 0. Combining this condition with Eqs. (32) and (43) gives us a relation

between dissipation rate constants in the opposite directions,

−
Kj

AB

Kj
BA

=
KAB

KBA

, (44)

which must be satisfied in order to maintain its consistency with the population dynam-

ics. To prove Eq. (44), we first need to derive the detailed balance condition for the state

13



populations, which is achieved by following an approach motivated by Ref. 57. We start by

defining a function in the time-domain

fBA(t
′) = exp

(

it′

!
(EB − EA)

)

Trb[ÛBR̂AÛ
†
A], (45)

and perform the Wick rotation t′ → t′ − i!β to get

fBA(t
′ − i!β) = exp

[(

it′

!
+ β

)

(EB − EA)

]

× Trb[ÛB exp(−βĥB)R̂A exp(βĥA)Û
†
A].

(46)

We now introduce the identity

exp(−βĥB)R̂A exp(βĥA) =
Trb[exp(−βĥB)]

Trb[exp(−βĥA)]
R̂B, (47)

which is immediately validated by replacing R̂A and R̂B with its definition [Eq. (11)]. If we

insert Eq. (47) in Eq. (46) and take the complex conjugate, we can elucidate

fBA(t
′ − i!β) =

Trb[exp(−β
∑

j v̂Bj)]

Trb[exp(−β
∑

j v̂Aj)]
[fAB(t

′)]∗, (48)

where the state energies EA and EB were eliminated from the expression by recalling Eq. (12).

Equation (48) conjoins the two time profiles related to the population transfers in opposite

directions. Meanwhile, fBA(t′) and its Fourier transform f̃BA(ω) are connected by

fBA(t
′) =

1

2π

∫ ∞

−∞

f̃BA(ω)e
iωt′ dω, (49)

which can be combined with Eq. (48) to give

fAB(t
′) =

1

2π

Trb[exp(−β
∑

j v̂Aj)]

Trb[exp(−β
∑

j v̂Bj)]

∫ ∞

−∞

f̃BA(ω)e
β!ωe−iωt′ dω, (50)

where we have recognized that fBA(t′) = [fBA(−t′)]∗ which makes f̃BA(ω) a real-valued

function. We now express the integrand in the explicit expression of KBA [Eq. (16)] in terms

of fBA(t′) [Eq. (45)] and change the lower limit of the integral to −∞ by using the identity

2Re
∫∞

0
y(z)dz =

∫∞

−∞
y(z)dz which holds when [y(z)]∗ = y(−z). Finally, invoking Eqs. (49)

and (50) and then carrying out the integrations lead us to

KBA =
|VAB|2

!2
f̃BA

(

EB −EA

!

)

, (51a)
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KAB =
|VAB|2

!2

Trb[exp(−βĥA)]

Trb[exp(−βĥB)]
f̃BA

(

EB − EA

!

)

, (51b)

which gives the simplified ratio between the rate constants as

KAB

KBA

=
Trb[exp(−βĥA)]

Trb[exp(−βĥB)]
. (52)

Equation (52) is the detailed balance condition which shows that the ratio between the

steady-state populations [Eq. (43)] follows the Boltzmann distribution dictated by the PESs

associated with the two relevant subsystem states. When the two PESs have an identical

landscape as in the Hamiltonian models discussed in Sec. III, we have Trb[exp(−β
∑

j v̂Aj)] =

Trb[exp(−β
∑

j v̂Bj)] and the ratio between the traces in Eq. (52) further simplifies into

exp[β(EB −EA)].

We now prove that the detailed balance is also satisfied for the dissipation. For this

purpose, we re-write the intermediate expression for the dissipation rate constant [Eq. (33)]

by combining the two traces,

Kj
BA =

2|VAB|2

!2
Re

∫ ∞

0

Trb[(v̂Bj − v̂Aj)ÛBR̂AÛ
†
A] dt

′, (53)

which is allowed by the fact that Tr[Ô]Tr[Ô′] = Tr[Ô ⊗ Ô′] for arbitrary operators Ô and

Ô′ acting on orthogonal subspaces. Equation (53) now resembles Eq. (16) except for the

additional operator v̂Bj − v̂Aj in the trace, which prompts us to follow the similar procedure

as we carried out for the state populations. We thus define a time profile analogous to

Eq. (45),

T j
BA(t

′) = exp

(

it′

!
(EB −EA)

)

Trb[(v̂Bj − v̂Aj)ÛBR̂AÛ
†
A], (54)

and perform the Wick rotation to arrive at

T j
BA(t

′ − i!β) = exp

[(

it′

!
+ β

)

(EB − EA)

]

× Trb[(v̂Bj − v̂Aj)ÛB exp(−βĥB)R̂A exp(βĥA)Û
†
A].

(55)

By invoking Eq. (47) and relating the time profiles in the opposite directions, we obtain the

relation

T j
BA(t

′ − i!β) = −[T j
AB(t

′)]∗, (56)

which, in contrast to Eq. (48), has an additional negative sign on the right-hand side arising

from v̂Bj − v̂Aj in the traces of Eqs. (54) and (55). Continuing along the steps we took for
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the state populations [Eqs. (49)–(52)] eventually leads us to

Kj
AB

Kj
BA

= −
Trb[exp(−βĥA)]

Trb[exp(−βĥB)]
, (57)

from which we can straightforwardly prove Eq. (44) by comparing it with Eq. (52).

III. APPLICATION TO SPECIFIC MODELS

In this section, we apply MQME-D developed in Sec. II B to prototypical models of open

quantum systems. Section IIIA first deals with a harmonic bath with a general form of

linear subsystem-bath coupling, and then shows that the results reduce to the formulae

reported in our earlier work.39 Section IIIB treats a model which consists of 1

2
-spins and

demonstrates that the results recovers the known connection to the harmonic bath model

in the weak-coupling limit.

A. Harmonic Oscillator Bath

1. General Linear Subsystem-Bath Coupling

We first apply MQME-D to the bath composed of harmonic oscillators that are linearly

coupled to the subsystem states, which is represented by the Hamiltonian

Ĥbath =
∑

j

(

p̂2j
2

+
ω2
j x̂

2
j

2

)

, (58)

Ĥint =
∑

A

[

|A⟩ ⟨A|⊗
∑

j

(

− ω2

jdAjx̂j +
ω2
jd

2
Aj

2

)]

. (59)

In the equations above, p̂j and x̂j are the mass-weighted momentum and position operators

for the j-th bath mode, and dAj determines the strength of interaction between |A⟩ and

the j-th bath mode. This type of Hamiltonian is used to describe a variety of chemical

phenomena involving vibronic interactions, such as excitation energy transfer,37,58 charge

transfer,42,43 and singlet fission.59,60 In this model, v̂Aj is given by

v̂Aj =
p̂2j
2

+
ω2
j

2
(x̂j − dAj)

2, (60)
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whose energy expectation value can be calculated based on Eqs. (11) and (12), yielding

ϵj = Trb[v̂AjR̂A] =
!ωj

2
coth

(

β!ωj

2

)

. (61)

Equation (61) shows that, for the model depicted by Eqs. (58) and (59), the thermal equilib-

rium energy of a bath component is indeed independent of the subsystem states, as supposed

by Eq. (24). As we have alluded in Sec. II B, the naïvely constructed expression [Eq. (22)]

would yield zero dissipation under such a circumstance, which highlights the importance of

Eqs. (32) and (33) for quantitative decomposition of the dissipated energy.

The energy difference between the zero-phonon excitation energy and the Franck-Condon

excitation energy at the origin of the bath coordinates is known as the reorganization energy.

We introduce the notation

ΛAB =
∑

j

ω2
jdAjdBj

2
, (62)

such that the reorganization energy for |A⟩ becomes ΛAA. We also define the bath spectral

density (BSD) which is the profile of subsystem-bath interaction strength in the frequency

domain,

JAB(ω) =
∑

j

ω3
jdAjdBj

2
δ(ω − ωj). (63)

The traces of the operator products required to evaluate the dissipation rate constants

can be expressed analytically:

Trj [ûBj r̂Aj û
†
Aj] = exp

[

−
ω2
j (dBj − dAj)2

2!

×

{

coth

(

β!ωj

2

)

1− cos(ωjt′)

ωj

+ i
sin(ωjt′)

ωj

}]

,

(64)

Trj [(v̂Bj − v̂Aj)ûBj r̂Ajû
†
Aj] =

ω2
j (dBj − dAj)2

2!
Trj[ûBj r̂Ajû

†
Aj]

×

[

cos(ωjt
′)− i coth

(

β!ωj

2

)

sin(ωjt
′)

]

.
(65)

Equation (64) can be derived by either invoking the polaron transformation61,62 or switching

to the interaction picture and applying the cumulant expansion.44,63 However, one should

be aware that the cumulant expansion must be used with care in this case, due to the

emergence of the time-ordered integral.64 Equation (65) straightforwardly emanates from

Eq. (64) via Eq. (34). These results can be inserted in Eq. (33) to obtain the expression for
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the dissipation rate constants,

Kj
BA =

2|VAB|2

!2
(λj

AA − 2λj
AB + λj

BB)

× Re

∫ ∞

0

exp

(

−
it′(EB − EA + ΛAA − 2ΛAB + ΛBB)

!

)

× exp[−gAA(t
′) + 2gAB(t

′)− gBB(t
′)]

×

[

cos(ωjt
′)− i coth

(

β!ωj

2

)

sin(ωjt
′)

]

dt′,

(66)

where λj
AB = ω2

jdAjdBj/2 is the generalized reorganization energy associated with the j-th

bath mode, and gAB(t′) is the line-broadening function,

gAB(t
′) =

1

!

∫ ∞

0

JAB(ω)

[

coth

(

β!ω

2

)

1− cos(ωt′)

ω2
+ i

sin(ωt′)− ωt′

ω2

]

dω. (67)

In Paper II, we will conduct a thorough assessment of the accuracy of the dissipation calcu-

lated by Eqs. (32) and (66).

2. Local Coupling

When each of the harmonic oscillators in the bath is exclusively coupled to a single

subsystem state, Eqs. (58) and (59) reduce to the so-called local bath model,

Ĥbath =
∑

A

∑

j

(

p̂2Aj

2
+

ω2
Ajx̂

2
Aj

2

)

, (68)

Ĥint =
∑

A

[

|A⟩ ⟨A|⊗
∑

j

(

− ω2

AjdAjx̂Aj +
ω2
Ajd

2
Aj

2

)]

. (69)

This model is often used to describe excitation energy transfer among electronically coupled

chromophore molecules without any significant inter-molecular vibronic coupling.30,41,62 The

dissipation rate equation and rate constants for this model can be conveniently derived from

Eqs. (32) and (66) by imposing the condition dAjdBj = 0 whenever A ̸= B, which leads to

ĖAj(t) =
∑

B ̸=A

[KAj
BAPA(t) +KAj

ABPB(t)], (70)

and

KAj
BA =

2|VAB|2

!2
λAjIBA(ωAj), (71a)

KAj
AB =

2|VAB|2

!2
λAjIAB(ωAj), (71b)
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with λAj = ω2
Ajd

2
Aj/2. Here, the “dissipative potential” IAB(ω) is defined as

IBA(ω) = Re

∫ ∞

0

F∗
A(t

′)AB(t
′)

×

[

cos(ωt′)− i coth

(

β!ω

2

)

sin(ωt′)

]

dt′,
(72)

which quantifies the capability of a bath mode to induce dissipation under a unit reorgani-

zation energy. The time profiles FA(t′) and AA(t′) are expressed as

FA(t
′) = exp

[

−
it′(EA − ΛAA)

!
− g∗AA(t

′)

]

, (73a)

AA(t
′) = exp

[

−
it′(EA + ΛAA)

!
− gAA(t

′)

]

, (73b)

which are the Fourier transform of the linear fluorescence and absorption spectra of molecule

A in the model of excitation energy transfer.

Reformulating Eq. (71) in terms of BSD [Eq. (63)] converts the rate constants to contin-

uous functions in the frequency domain

J A
BA(ω) =

2|VAB|2

!2

JAA(ω)

ω
IBA(ω), (74a)

J A
AB(ω) =

2|VAB|2

!2

JAA(ω)

ω
IAB(ω). (74b)

For the functions J A
BA(ω) and J A

AB(ω), the superscript denotes the molecule which the bath

mode is coupled to, and the subscript the direction of population transfer. Equation (74)

is called “dissipative spectral densities,” as they determine how the dissipated energy is

distributed across the frequency domain. If we replace KAj
BA and KAj

AB in the dissipation

rate equation [Eq. (70)] by J A
BA(ω) dω and J A

AB(ω) dω, we get an expression for the rate of

dissipation through the frequency window [ω,ω + dω] at a certain time,

DA(ω, t) dω =
∑

B ̸=A

[J A
BA(ω)PA(t) + J A

AB(ω)PB(t)] dω. (75)

Equation (75) is indeed identical to Eq. (51) in our earlier work,39 with minor changes in

the notation.

B. Spin Bath

As a last example, we consider a situation where a two-level subsystem interacts with the

nearby spins. We denote the subsystem states by |+⟩ and |−⟩ and express Ĥsub as

Ĥsub =
E

2
(|+⟩ ⟨+|− |−⟩ ⟨−|) + V (|+⟩ ⟨−|+ |−⟩ ⟨+|), (76)
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while the bath consists of 1

2
-spins under the presence of a magnetic field along the z-direction

Ĥbath =
∑

j

!ωj

2
σ̂zj, (77)

where {σ̂xj, σ̂yj , σ̂zj} are the Pauli operators for the j-th spin. In our model, the spins in the

bath couple to the subsystem according to

Ĥint = (|+⟩ ⟨+|− |−⟩ ⟨−|)⊗

(

−
n

∑

j=1

!γjσ̂xj

)

, (78)

with the interaction strength quantified by {γj}. The Hamiltonian defined by Eqs. (76)–(78)

has been thoroughly studied65–67 and can be thought as a simplified model of a solid-state

qubit undergoing relaxation due to the environmental spins in the matrix. By employing

v̂±j =
!ωj

2
σ̂zj ∓ !γjσ̂xj (79)

with Eqs. (18), (19), and (34), the operator traces required for calculating the rate constants

are evaluated as

Trj[û±j r̂∓j û
†
∓j] = cos2(2θj) + sin2(2θj)

[

cos(ω̃jt
′)− i tanh

(

β!ω̃j

2

)

sin(ω̃jt
′)

]

, (80)

Trj [(v̂±j − v̂∓j)û±j r̂∓j û
†
∓j] = !ω̃j sin

2(2θj)

[

tanh

(

β!ω̃j

2

)

cos(ω̃jt
′)− i sin(ω̃jt

′)

]

. (81)

In the above, ω̃j =
√

ω2
j + 4γ2

j and θj =
1

2
tan−1(2γj/ωj). If the subsystem-bath coupling is

weak compared to the Zeeman splitting so that γj ≪ ωj and ωj ∼ ω̃j, we can approximate

Eq. (80) by expanding cos(2θj) and sin(2θj) and keeping the two lowest-order terms in θj in

the resulting expression,

Trj [û∓j r̂±jû
†
±j] ≈ 1−

4γ2
j

ω2
j

[

1− cos(ωjt
′) + i tanh

(

β!ωj

2

)

sin(ωjt
′)

]

≈ exp

[

−
4γ2

j

ω2
j

{

1− cos(ωjt
′) + i tanh

(

β!ωj

2

)

sin(ωjt
′)

}]

,

(82)

to which we can apply Eq. (34) and get

Trj [(v̂±j − v̂∓j)û∓j r̂±j û
†
±j] =

4!γ2
j

ωj

[

tanh

(

β!ωj

2

)

cos(ωjt
′)− i sin(ωjt

′)

]

× Trj[û∓j r̂±j û
†
±j].

(83)
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If we combine these results with Eqs. (20) and (33), we can express the rate constants for

the population transfer and dissipation as

K∓± =
2V 2

!2
Re

∫ ∞

0

exp

(

it′(±E − 4Λs)

!
− 4gs(t

′)

)

dt′, (84)

Kj
∓± =

8V 2

!2
λj

s Re

∫ ∞

0

exp

(

it′(±E − 4Λs)

!
− 4gs(t

′)

)

×

[

cos(ωjt
′)− i coth

(

β!ωj

2

)

sin(ωjt
′)

]

dt′,

(85)

by defining the spectral density, reorganization energy, and line-broadening function of the

spin bath as

Js(ω) =
∑

j

!γ2
j δ(ω − ωj), (86)

λj
s =

!γ2
j

ωj

tanh

(

β!ωj

2

)

, Λs =
∑

j

λj
s , (87)

gs(t
′) =

1

!

∫ ∞

0

Js(ω)

[

1− cos(ωt′)

ω2
+ i tanh

(

β!ωj

2

)

sin(ωt′)− ωt′

ω2

]

dω, (88)

respectively. By comparing Eq. (85) with its harmonic oscillator counterpart [Eq. (66)], we

can see that the dynamics of the spin bath can be described by a surrogate spin-boson model

defined by Eqs. (58), (76), and

Ĥint = (|+⟩ ⟨+|− |−⟩ ⟨−|)⊗
∑

j

(

− ω2

jdj x̂j +
ω2
jd

2
j

2

)

, (89)

whose spectral density is related to that of the spin bath via

J±±(ω) = Js(ω) tanh

(

β!ω

2

)

. (90)

We have thus demonstrated that the well-known connection2 between the spin and harmonic

oscillator bath in the weak-coupling limit [Eq. (90)] also prevails in the dissipation.

IV. CONCLUSION

In this paper, we proposed MQME-D, which is a new theoretical framework for decompos-

ing the dissipated energy in open quantum system dynamics into contributions by individual

bath components. The developed framework was applied to multiple prototypical Hamil-

tonian models of open quantum system, which led us to practical expressions that enable
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efficient decomposition of the dissipation underlying these models. In particular, we showed

that MQME-D yields identical expressions to our previous work39 for the local harmonic

bath model. The energy conservation and detailed balance for these dissipation rate formu-

lae [Eqs. (70)–(73)] are now guaranteed by the general proof presented in Sec. IIC, which

was not attempted in the previous work39 due to the complicated form of the expressions.

The success of MQME-D implies that it is more fundamental and useful compared to the

former approach based on explicit quantization of the bath mode. The approach enables

establishing dissipation pathways without following explicitly the dynamics of the bath. At

a formal level the projection operator technique enables us to develop practical expression

without the need to overcome the technical challenge of adding up over all contributions

due to individual bath components.39 We expect that the procedure illustrated herein to be

applicable to a broad range of models for open quantum system dynamics, provided that

we can concretely specify the form of individual bath components and their coupling to the

subsystem.

We note, however, that the current version of MQME-D only focuses on the projected

density P̂ ρ̂ and therefore any contributions from Q̂ρ̂ and its interaction with P̂ ρ̂ are ne-

glected. Moreover, the derivations were based on the second-order perturbation theory and

the Markov approximation. Overall, these aspects would limit the accuracy of the theory

under the presence of strong subsystem-bath interaction or underdamped bath modes that

resonate with the subsystem. Hence, it would be desirable to continue the search for a

more general theory of dissipation that can take the dynamics of Q̂ρ̂ into account,56 incor-

porate non-equilibrium relaxation of the bath,61,68 or target generalized quantum master

equations69–72 that do not involve any Markovianity or time-locality. Increasing the order of

the perturbative treatment or even calculation of entropy production may be also attempted

based on the previous studies along this direction.73–75 We note that, when there are only a

handful of bath components that exert strong subsystem-bath coupling or non-Markovianity,

they can be directly dealt by forming the extended subsystem.76

Another shortcoming of the current work is that it can only handle the situations where

the bath exclusively couples to the subsystem Hamiltonian through the diagonal part. Nev-

ertheless, we believe it can be extended in the near future toward more general situations

involving both diagonal and off-diagonal couplings.

We expect that the power of MQME-D and its possible extensions will be demonstrated

22



by combining our theory of dissipation with elaborate model Hamiltonians for molecular

systems. For example, detailed spectral densities were constructed for natural and artificial

molecular systems by fitting the linearly coupled harmonic bath model to spectroscopic

signals77–79 or quantum chemistry-based calculations.58,59,80,81 Our framework can be used

to locate parts of these spectral densities that contribute the most to the dynamics, which

may then be connected to specific features of the molecular vibration to yield comprehensive

interpretations about how vibronic interaction affects non-adiabatic dynamics.
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Appendix A: Derivation of Eq. (27)

In this appendix, we prove Eq. (27) which forms the theoretical foundation for calculating

the dissipation with the projection operator technique. We first establish a general identity

which can treat a broader range of master equations, and then show that Eq. (27) is a

specific case of this identity.

Let us start from a general Hamiltonian for open quantum system

Ĥ ′ = Ĥsub + Ĥb1 + Ĥb2, (A1)

23



where Ĥsub is the subsystem Hamiltonian given by Eq. (2). The remaining terms Ĥb1 + Ĥb2

are the combined Hamiltonian for both the bath and the subsystem-bath interaction, where

Ĥb1 describes the bath component of interest and Ĥb2 the rest. From now on, for the sake

of mathematical rigor, we will explicitly express all operators for the system in the direct

product form. The subsystem Hamiltonian accordingly becomes Ĥsub = Ĥsub ⊗ Îb1 ⊗ Îb2

where

Ĥsub =
∑

A

EA |A⟩ ⟨A|+
∑

A,B

VAB |A⟩ ⟨B| , (A2)

and Îb1 and Îb2 are the identity operators within the subspaces spanned by the first and sec-

ond bath components, respectively. The general expressions for the two bath Hamiltonians

Ĥb1 and Ĥb2 are

Ĥb1 = Îsub ⊗ b̂b1 ⊗ Îb2 +
∑

A,B

[

|A⟩ ⟨B|⊗ ĉAB
b1 ⊗ Îb2

]

, (A3a)

Ĥb2 = Îsub ⊗ Îb1 ⊗ b̂b2 +
∑

A,B

[

|A⟩ ⟨B|⊗ Îb1 ⊗ ĉAB
b2

]

, (A3b)

where Îsub is the identity operator for the subspace spanned by the subsystem, and b̂b1 and

{ĉAB
b1 } (b̂b2 and {ĉAB

b2 }) are arbitrary operators that act on the subspace spanned by the first

(second) bath component. We now conceive a general projection super-operator P̂ ′ which

acts on the full density matrix of the system according to

P̂ ′ρ̂′(t) =
∑

A,B

[

σAB(t) |A⟩ ⟨B|⊗ R̂AB
b1 ⊗ R̂AB

b2

]

. (A4)

In the above, we have introduced

σAB(t) = ⟨A|Trb1

[

Trb2[ρ̂
′(t)]

]

|B⟩ (A5)

as an element of the subsystem RDM, with R̂AB
b1 and R̂AB

b2 being the corresponding reference

bath densities. As usual, the traces Trb1 and Trb2 indicate the trace over the subspaces

spanned by the first and second bath components, respectively.

We now examine the condition required for

Tr

[

Ĥb1
dρ̂′(t)

dt

]

= Tr

[

Ĥb1
d

dt
[P̂b2ρ̂

′(t)]

]

(A6)

to be valid, in which P̂b2 is the projection super-operator that only acts on the second bath

component

P̂b2Ô =
∑

A,B

(

|A⟩ ⟨B|⊗ Trb2

[

⟨A| Ô |B⟩
]

⊗ R̂AB
b2

)

. (A7)
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Here, Ô is an arbitrary operator in the entire space spanned by Ĥ ′. If Eq. (A6) is satisfied,

it means that the rate of dissipation into a bath component is unaffected even when all other

bath components are constrained by P̂b2. In Sec. II B, we exploited this property to bring

out a bath component from the projection and calculate the dissipation associated with it,

while still keeping other bath modes under the projection. To validate Eq. (A6), we first

switch the order of the time-derivative and P̂b2 on the right-hand side, and then re-express

the time-derivatives in each side by employing Liouville-von Neumann equation. The result

is

Tr

[

Ĥb1
dρ̂′(t)

dt

]

= i! Tr
[

Ĥb1

{

Ĥ ′ρ̂′(t)− ρ̂′(t)Ĥ ′
}]

, (A8a)

Tr

[

Ĥb1
d

dt
[P̂b2ρ̂

′(t)]

]

= i! Tr
[

Ĥb1P̂b2

{

Ĥ ′ρ̂′(t)− ρ̂′(t)Ĥ ′
}]

. (A8b)

where we have taken into account that there is no time-dependence in P̂b2. We now insert

the explicit expressions for the Hamiltonian operators [Eqs. (A1)–(A4)] in the right-hand

side of Eq. (A8a) and simplify the resulting expression to obtain

Tr

[

Ĥb1
dρ̂′(t)

dt

]

=
∑

A

Trb1

[

Trb2

[

(b̂b1 ⊗ Îb2) ⟨A| Ŝ
′(t) |A⟩

]

]

+
∑

A,B

Trb1

[

Trb2

[

(ĉAB
b1 ⊗ Îb2) ⟨B| Ŝ ′(t) |A⟩

]

]

,
(A9)

where we have used Ŝ ′(t) to abbreviate i! [Ĥ ′ρ̂′(t) − ρ̂′(t)Ĥ ′]. A similar procedure can be

also carried out for the right-hand side of Eq. (A8b) with the definition of P̂b2 [Eq. (A7)],

yielding

Tr

[

Ĥb1
d

dt
[P̂b2ρ̂

′(t)]

]

=
∑

A

Trb1

[

b̂b1Trb2

[

⟨A| Ŝ ′(t) |A⟩
]

]

+
∑

A,B

Trb1

[

ĉAB
b1 Trb2

[

⟨B| Ŝ ′(t) |A⟩
]

]

.
(A10)

If we compare the right-hand sides of Eqs. (A9) and (A10), their only difference is whether or

not the bath operators b̂b1 and ĉAB
b1 are within the trace over the subspace of the second bath

component. A sufficient condition for taking the bath operators in Eq. (A9) out of the trace is

that ⟨A| Ŝ ′(t) |B⟩ must be factorizable into operators within the individual bath subspaces.

As every term in the system Hamiltonian [Eqs. (A1) and (A3)] are already in the direct

product form, the only remaining requirement is that the projected densities ⟨A| ρ̂′(t) |B⟩

are factorizable. In general, such a condition is not satisfied because the subsystem-bath
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interaction [Eq. (A3)] entangles different bath components as the system evolves in time.

Nevertheless, this issue can be remedied by making an additional assumption that ρ̂′(t) =

P̂b2ρ̂′(t) [Eq. (A7)] at this instance. As this condition must be satisfied with classifying every

single bath component as Ĥb1, it is required that ρ̂′(t) = P̂ ′ρ̂′(t), which will remain valid at

all instance if we keep our focus on the projected density (Sec. II B).

Having confirmed the validity of Eq. (A6) within the formulation presented in our work,

we can now observe that Eq. (27) is a specific case of Eq. (A6), as P̂ ′ [Eq. (A4)] reduces

to P̂ [Eq. (10)] when R̂AB
b1 = r̂AjδAB and R̂AB

b2 = R̂A,j−δAB. The connections between

Eq. (A1) and the Hamiltonian models in Sec. III are also readily established. For example,

the Hamiltonian for linearly coupled harmonic oscillator bath [Eqs. (58) and (59)] is obtained

by setting

b̂b1 =
p̂2j
2

+
ω2
j

2
x̂2

j , ĉAB
b1 = δAB

(

− ω2

jdAj x̂j +
ω2
jd

2
Aj

2

)

, (A11a)

b̂b2 =
∑

k ̸=j

(

p̂2k
2

+
ω2
k

2
x̂2

k

)

, ĉAB
b2 = δAB

∑

k ̸=j

(

− ω2

kdAkx̂k +
ω2
kd

2
Ak

2

)

. (A11b)

Appendix B: Validation of Eq. (35)

This Appendix presents the proof of Eq. (35) which assures that the dynamics of the state

populations is unaltered by calculation of the dissipation under the split of the projection

operator P̂ = p̂jP̂j− [Eq. (25)]. We start by applying p̂j from the left of Eq. (29),

p̂j
d

dt
[P̂j−ρ̂(t)] = −

1

!2

∫ ∞

0

p̂jP̂j−L̂1 exp(−it′L̂0/!)L̂1P̂j−ρ̂(t) dt
′, (B1)

which is justified by that p̂j is time-independent and therefore the order of the projection

and integration can be switched. Then, the integrand of Eq. (B1) can be simplified by using

Eq. (30) and explicitly applying p̂j based on Eq. (25a),

p̂jP̂j−L̂1 exp(−it′L̂0/!)L̂1P̂j−ρ̂(t) =
∑

A

∑

B ̸=A

[

|VAB|
2 |A⟩ ⟨A|

⊗

(

PA(t)Trb[ÛBR̂AÛ
†
A]− PB(t)Trb[ÛBR̂BÛ

†
A]

)

⊗ R̂A

]

+ H.c.

(B2)

26



We now insert this result in Eq. (B1) and use Eq. (16) to relate the integrals to the rate

constants. The result is

p̂j
d

dt
[P̂j−ρ̂(t)] =

∑

A

∑

B ̸=A

(

[−KBAPA(t) +KABPB(t)] |A⟩ ⟨A|⊗ R̂A

)

=
∑

A

ṖA(t) |A⟩ ⟨A|⊗ R̂A,
(B3)

where the last equality follows from Eq. (15). Equation (35) can now be proven by connecting

Eq. (B3) to the time derivative of Eq. (10).

REFERENCES

1U. Weiss, Quantum Dissipative Systems, 4th ed., Series in Modern Condensed Matter

Physics (World Scientific, 2012).

2M. Schlosshauser, Decoherence and the Quantum-to-Classical Transitions, The Frontiers

Collection (Springer-Verlag Berlin, 2007).

3F. Fassioli, R. Dinshaw, P. C. Arpin, and G. D. Scholes, “Photosynthetic Light Harvesting:

Excitons and Coherence,” J. R. Soc. Interface 11, 20130901 (2014).

4L. Wang, R. Long, and O. V. Prezhdo, “Time-Domain Ab Initio Modeling of Photoinduced

Dynamics at Nanoscale Interfaces,” Annu. Rev. Phys. Chem. 66, 549–579 (2015).

5N. J. Hestand and F. C. Spano, “Expanded Theory of H- and J-Molecular Ag-

gregates: The Effects of Vibronic Coupling and Intermolecular Charge Transfer,”

Chem. Rev. 118, 7069–7163 (2018).

6L. Mejía, U. Kleinekathöfer, and I. Franco, “Coherent and Incoherent Contributions to

Molecular Electron Transport,” J. Chem. Phys. 156, 094302 (2022).

7D. Kienzler, H.-Y. Lo, B. Keitch, L. de Clercq, F. Leupold, F. Lindenfelser, M. Marinelli,

V. Negnevitsky, and J. P. Home, “Quantum Harmonic Oscillator State Synthesis by Reser-

voir Engineering,” Science 347, 53–56 (2014).

8J. A. Campos-Gonzalez-Angulo, R. F. Ribeiro, and J. Yuen-Zhou, “Resonant

Catalysis of Thermally Activated Chemical Reactions with Vibrational Polaritons,”

Nat. Commun. 10, 4685 (2019).

9K. Ng, M. Webster, W. P. Carbery, N. Visaveliya, P. Gaikwad, S. J. Jang, I. Kretzschmar,

and D. M. Eisele, “Frenkel Excitons in Heat-Stressed Supramolecular Nanocomposites

Enabled by Tunable Cage-Like Scaffolding,” Nat. Chem. 12, 1157–1164 (2020).

27

https://doi.org/10.1098/rsif.2013.0901
https://doi.org/10.1146/annurev-physchem-040214-121359
https://doi.org/10.1021/acs.chemrev.7b00581
https://doi.org/10.1063/5.0079708
https://doi.org/10.1126/science.1261033
https://doi.org/10.1038/s41467-019-12636-1
https://doi.org/10.1038/s41557-020-00563-4


10S. M. Hart, W. J. Chen, J. L. Banal, W. P. Bricker, A. Dodin, L. Markova, Y. Vyborna,

A. P. Willard, R. Häner, M. Bathe, and G. S. Schlau-Cohen, “Engineering Couplings for

Exciton Transport Using Synthetic DNA Scaffolds,” Chem 7, 752–773 (2021).

11M. Esposito and S. Mukamel, “Fluctuation theorems for quantum master equations,” Phys.

Rev. E 73, 046129 (2006).

12M. Esposito and C. Van den Broeck, “Three faces of the second law. i. master equation

formulation,” Phys. Rev. E 82, 011143 (2010).

13A. Kato and Y. Tanimura, “Quantum heat current under non-perturbative and non-

Markovian conditions: Applications to heat machines,” J. Chem. Phys. 145, 224105 (2016).

14R. Kosloff, “Quantum thermodynamics and open-systems modeling,” J. Chem. Phys. 150,

204105 (2019).

15M. Carrega, P. Solinas, M. Sassetti, and U. Weiss, “Energy exchange in driven open quan-

tum systems at strong coupling,” Phys. Rev. Lett. 116, 240403 (2016).

16E. Geva and R. Kosloff, “The quantum heat engine and heat pump: An irreversible ther-

modynamic analysis of the three-level amplifier,” J. Chem. Phys. 104, 7681–7699 (1996).

17E. Mascarenhas, M. F. Santos, A. Auffèves, and D. Gerace, “Quantum rectifier in a one-

dimensional photonic channel,” Phys. Rev. A 93, 043821 (2016).

18H.-D. Meyer, U. Manthe, and L. Cederbaum, “The Multi-Configurational Time-Dependent

Hartree Approach,” Chem. Phys. Lett. 165, 73 – 78 (1990).

19G. A. Worth, “Accurate Wave Packet Propagation for Large Molecular Systems: The

Multiconfiguration Time-Dependent Hartree (MCTDH) Method with Selected Configura-

tions,” J. Chem. Phys. 112, 8322–8329 (2000).

20H. Wang, “Multilayer Multiconfiguration Time-Dependent Hartree Theory,”

J. Phys. Chem. A 119, 7951–7965 (2015).

21M. A. Cazalilla and J. B. Marston, “Time-Dependent Density-Matrix Renormalization

Group: A Systematic Method for the Study of Quantum Many-Body Out-of-Equilibrium

Systems,” Phys. Rev. Lett. 88, 256403 (2002).

22S. R. White and A. E. Feiguin, “Real-Time Evolution Using the Density Matrix Renor-

malization Group,” Phys. Rev. Lett. 93, 076401 (2004).

23J. Haegeman, C. Lubich, I. Oseledets, B. Vandereycken, and F. Verstraete,

“Unifying Time Evolution and Optimization with Matrix Product States,”

Phys. Rev. B 94, 165116 (2016).

28

https://doi.org/10.1016/j.chempr.2020.12.020
https://doi.org/10.1103/PhysRevLett.116.240403
https://doi.org/10.1063/1.471453
https://doi.org/10.1103/PhysRevA.93.043821
https://doi.org/https://doi.org/10.1016/0009-2614(90)87014-I
https://doi.org/10.1063/1.481438
https://doi.org/10.1021/acs.jpca.5b03256
https://doi.org/10.1103/PhysRevLett.88.256403
https://doi.org/10.1103/PhysRevLett.93.076401
https://doi.org/10.1103/PhysRevB.94.165116


24H. Umezawa, H. Matsumoto, and M. Tachiki, Thermo Field Dynamics and Condensed

States (North-Holland, Netherlands, 1982).

25J. Ren, Z. Shuai, and G. Kin-Lic Chan, “Time-Dependent Density Matrix

Renormalization Group Algorithms for Nearly Exact Absorption and Fluores-

cence Spectra of Molecular Aggregates at Both Zero and Finite Temperature,”

J. Chem. Theory Comput. 14, 5027–5039 (2018).

26T. Jiang, W. Li, J. Ren, and Z. Shuai, “Finite Temperature Dynamical Den-

sity Matrix Renormalization Group for Spectroscopy in Frequency Domain,”

J. Phys. Chem. Lett. 11, 3761–3768 (2020).

27E. J. O’Reilly and A. Olaya-Castro, “Non-Classicality of the Molecular Vibrations Assisting

Exciton Energy Transfer at Room Temperature,” Nat. Commun. 5, 3012 (2014).

28P. Nalbach, C. A. Mujica-Martinez, and M. Thorwart, “Vibronically Coherent Speed-

Up of the Excitation Energy Transfer in the Fenna-Matthews-Olson Complex,”

Phys. Rev. E 91, 022706 (2015).

29V. I. Novoderezhkin, E. Romero, J. Prior, and R. van Grondelle, “Exciton-Vibrational

Resonance and Dynamics of Charge Separation in the Photosystem II Reaction Center,”

Phys. Chem. Chem. Phys. 19, 5195–5208 (2017).

30D. I. G. Bennett, P. Malý, C. Kreisbeck, R. van Grondelle, and A. Aspuru-Guzik, “Mecha-

nistic Regimes of Vibronic Transport in a Heterodimer and the Design Principle of Incoher-

ent Vibronic Transport in Phycobiliproteins,” J. Phys. Chem. Lett. 9, 2665–2670 (2018).

31C. W. Kim, “Extracting Bath Information from Open-Quantum-System Dynamics with

the Hierarchical Equations-of-Motion Method,” Phys. Rev. A 106, 042223 (2022).

32H. Kim, A. Nassimi, and R. Kapral, “Quantum-Classical Liouville Dynamics in the Map-

ping Basis,” J. Chem. Phys. 129, 084102 (2008).

33A. Kelly, N. Brackbill, and T. E. Markland, “Accurate Nonadiabatic Quantum Dynam-

ics on the Cheap: Making the Most of Mean Field Theory with Master Equations,”

J. Chem. Phys. 142, 094110 (2015).

34J. Liu and G. Hanna, “Efficient and Deterministic Propagation of Mixed Quantum-

Classical Liouville Dynamics,” J. Phys. Chem. Lett. 9, 3928–3933 (2018).

35J. E. Runeson and J. O. Richardson, “Generalized Spin Mapping for Quantum-Classical

Dynamics,” J. Chem. Phys. 152, 084110 (2020).

29

https://doi.org/10.1021/acs.jctc.8b00628
https://doi.org/10.1021/acs.jpclett.0c00905
https://doi.org/10.1038/ncomms4012
https://doi.org/10.1103/PhysRevE.91.022706
https://doi.org/10.1039/C6CP07308E
https://doi.org/10.1021/acs.jpclett.8b00844
https://doi.org/10.1103/PhysRevA.106.042223
https://doi.org/10.1063/1.2971041
https://doi.org/10.1063/1.4913686
https://doi.org/10.1021/acs.jpclett.8b01619
https://doi.org/10.1063/1.5143412


36C. W. Kim and Y. M. Rhee, “Toward Monitoring the Dissipative Vibrational En-

ergy Flows in Open Quantum Systems by Mixed Quantum-Classical Simulations,”

J. Chem. Phys. 152, 244109 (2020).

37K. H. Cho and Y. M. Rhee, “Cooperation between Excitation Energy Transfer and Anti-

synchronously Coupled Vibrations,” J. Phys. Chem. B 125, 5601–5610 (2021).

38H. W. Kim and Y. M. Rhee, “Improving Long Time Behavior of Poisson Bracket Mapping

Equation: A Non-Hamiltonian Approach,” J. Chem. Phys. 140, 184106 (2014).

39C. W. Kim and I. Franco, “Theory of Dissipation Pathways in Open Quantum Systems,”

J. Chem. Phys. 154, 084109 (2021).

40T. Förster, “10th Spiers Memorial Lecture. Transfer mechanisms of electronic excitation,”

Discuss. Faraday Soc. 27, 7–17 (1959).

41H. Sumi, “Theory on rates of excitation-energy transfer between molecular aggregates

through distributed transition dipoles with application to the antenna system in bacterial

photosynthesis,” J. Phys. Chem. B 103, 252–260 (1999).

42X. Song and R. A. Marcus, “Quantum correction for electron transfer rates. Comparison of

polarizable versus nonpolarizable descriptions of solvent,” J. Chem. Phys. 99, 7768–7773

(1993).

43D. G. Evans and R. D. Coalson, “Simulation of electron transfer in polar solvents: Effects

of nonequilibrium initial state preparation,” J. Chem. Phys. 104, 3598–3608 (1996).

44S. Mukamel, “Nonimpact unified theory of four-wave mixing and two-photon processes,”

Phys. Rev. A 28, 3480–3492 (1983).

45J. Hayes, J. Gillie, D. Tang, and G. Small, “Theory for Spectral Hole Burn-

ing of the Primary Electron Donor State of Photosynthetic Reaction Centers,”

Biochim. Biophys. Acta Bioenerg. 932, 287 – 305 (1988).

46S. Nakajima, “On Quantum Theory of Transport Phenomena: Steady Diffusion,”

Prog. Theor. Phys. 20, 948–959 (1958).

47R. Zwanzig, “Ensemble Method in the Theory of Irreversibility,”

J. Chem. Phys. 33, 1338–1341 (1960).

48C. W. Kim and I. Franco, “General Framework for Quantifying Dissipation Pathways in

Open Quantum Systems. II. Numerical Validation and the Role of Non-Markovianity,” J.

Chem. Phys. 160, 214112 (2024).

30

https://doi.org/10.1063/5.0009867
https://doi.org/10.1021/acs.jpcb.1c01194
https://doi.org/10.1063/1.4874268
https://doi.org/10.1063/5.0038967
https://doi.org/10.1021/jp983477u
https://doi.org/10.1063/1.471063
https://doi.org/https://doi.org/10.1016/0005-2728(88)90166-1
https://doi.org/10.1143/PTP.20.948
https://doi.org/10.1063/1.1731409


49E. U. Condon, “Nuclear motions associated with electron transitions in diatomic

molecules,” Phys. Rev. 32, 858–872 (1928).

50Y. Lai and E. Geva, “Electronic absorption spectra from off-diagonal quantum master

equations,” J. Chem. Phys. 157, 104115 (2022).

51A. A. Golosov and D. R. Reichman, “Reference system master equation approaches to

condensed phase charge transfer processes. I. General formulation,” J. Chem. Phys. 115,

9848–9861 (2001).

52S. J. Jang, Dynamics of Molecular Excitons, Nanophotonics Series (Elsevier, 2020).

53M. Yang and G. R. Fleming, “Influence of Phonons on Exciton Transfer Dy-

namics: Comparison of the Redfield, Förster, and Modified Redfield Equations,”

Chem. Phys. 275, 355 – 372 (2002).

54E. Mulvihill and E. Geva, “A road map to various pathways for calcu-

lating the memory kernel of the generalized quantum master equation,”

J. Phys. Chem. B 125, 9834–9852 (2021), pMID: 34424700.

55In this work, “trace” can mean either full or partial trace depending on the context.

56A. Trushechkin, “Calculation of Coherences in Förster and Modified Redfield Theories of

Excitation Energy Transfer,” J. Chem. Phys. 151, 074101 (2019).

57L. Banchi, G. Costagliola, A. Ishizaki, and P. Giorda, “An Analytical Continuation Ap-

proach for Evaluating Emission Lineshapes of Molecular Aggregates and the Adequacy of

Multichromophoric Förster Theory,” J. Chem. Phys. 138, 184107 (2013).

58L. Yang and S. J. Jang, “Theoretical investigation of non-Förster exciton transfer mech-

anisms in perylene diimide donor, phenylene bridge, and terrylene diimide acceptor sys-

tems,” J. Chem. Phys. 153, 144305 (2020).

59A. F. Morrison and J. M. Herbert, “Evidence for singlet fission driven by vibronic coherence

in crystalline tetracene,” J. Phys. Chem. Lett. 8, 1442–1448 (2017).

60M. Nakano, “Quantum master equation approach to singlet fission dynamics in pentacene

ring-shaped aggregate models,” J. Chem. Phys. 150, 234305 (2019).

61S. Jang, Y. Jung, and R. J. Silbey, “Nonequilibrium Generalization of Förster–Dexter

Theory for Excitation Energy Transfer,” Chem. Phys. 275, 319–332 (2002).

62S.-J. Jang, “Multistep Quantum Master Equation Theory for Response Functions in Four

Wave Mixing Electronic Spectroscopy of Multichromophoric Macromolecules,” Bull. Ko-

rean Chem. Soc. 33, 997–1008 (2012).

31

https://doi.org/10.1103/PhysRev.32.858
https://doi.org/https://doi.org/10.1016/S0301-0104(01)00540-7
https://doi.org/10.1021/acs.jpcb.1c05719
https://doi.org/10.1063/1.5100967
https://doi.org/10.1063/1.4803694
https://doi.org/https://doi.org/10.1016/S0301-0104(01)00538-9


63J. Sung and R. J. Silbey, “Four wave mixing spectroscopy for a multilevel system,” J.

Chem. Phys. 115, 9266–9287 (2001).

64R. F. Fox, “Critique of the generalized cumulant expansion method,”

J. Math. Phys. 17, 1148 (1976).

65A. O. Caldeira, A. H. Castro Neto, and T. Oliveira de Carvalho, “Dissipative quantum

systems modeled by a two-level-reservoir coupling,” Phys. Rev. B 48, 13974–13976 (1993).

66P. C. Marques and A. H. Castro Neto, “Master equation for a particle coupled to a two-level

reservoir,” Phys. Rev. B 52, 10693–10696 (1995).

67J. Shao and P. Hänggi, “Decoherent dynamics of a two-level system coupled to a sea of

spins,” Phys. Rev. Lett. 81, 5710–5713 (1998).

68S. Jang, M. D. Newton, and R. J. Silbey, “Multichromophoric förster resonance energy

transfer,” Phys. Rev. Lett. 92, 218301 (2004).

69Q. Shi and E. Geva, “A New Approach to Calculating the Memory Kernel of

the Generalized Quantum Master Equation for an Arbitrary System–Bath Coupling,”

J. Chem. Phys. 119, 12063–12076 (2003).

70Q. Shi and E. Geva, “A Semiclassical Generalized Quantum Master Equation for an Ar-

bitrary System-Bath Coupling,” J. Chem. Phys. 120, 10647–10658 (2004).

71A. Kelly, A. Montoya-Castillo, L. Wang, and T. E. Markland, “Generalized Quan-

tum Master Equations In and Out of Equilibrium: When Can One Win?”

J. Chem. Phys. 144, 184105 (2016).

72G. Amati, M. A. C. Saller, A. Kelly, and J. O. Richardson, “Quasiclassical Approaches to

the Generalized Quantum Master Equation,” J. Chem. Phys. 157, 234103 (2022).

73B. B. Laird, J. Budimir, and J. L. Skinner, “Quantum-mechanical derivation of the Bloch

equations: Beyond the weak-coupling limit,” J. Chem. Phys. 94, 4391–4404 (1991).

74D. R. Reichman and R. J. Silbey, “On the relaxation of a two-level system: Beyond the

weak-coupling approximation,” J. Chem. Phys. 104, 1506–1518 (1996).

75G. T. Landi and M. Paternostro, “Irreversible entropy production: From classical to quan-

tum,” Rev. Mod. Phys. 93, 035008 (2021).

76P. Strasberg, G. Schaller, T. L. Schmidt, and M. Esposito, “Fermionic reaction coordinates

and their application to an autonomous maxwell demon in the strong-coupling regime,”

Phys. Rev. B 97, 205405 (2018).

32

https://doi.org/10.1063/1.523041
https://doi.org/10.1103/PhysRevB.48.13974
https://doi.org/10.1103/PhysRevB.52.10693
https://doi.org/10.1103/PhysRevLett.81.5710
https://doi.org/10.1103/PhysRevLett.92.218301
https://doi.org/10.1063/1.1624830
https://doi.org/10.1063/1.1738109
https://doi.org/10.1063/1.4948612
https://doi.org/10.1063/5.0124028
https://doi.org/10.1063/1.460626
https://doi.org/10.1063/1.470916
https://doi.org/10.1103/RevModPhys.93.035008
https://doi.org/10.1103/PhysRevB.97.205405


77V. I. Novoderezhkin, M. A. Palacios, H. van Amerongen, and R. van Grondelle, “Energy-

Transfer Dynamics in the LHCII Complex of Higher Plants: Modified Redfield Approach,”

J. Phys. Chem. B 108, 10363–10375 (2004).

78M. Rätsep and A. Freiberg, “Electron–phonon and vibronic couplings in the FMO bac-

teriochlorophyll a antenna complex studied by difference fluorescence line narrowing,”

J. Lumin. 127, 251–259 (2007).

79I. Gustin, C. W. Kim, D. W. McCamant, and I. Franco, “Mapping electronic decoherence

pathways in molecules,” Proc. Natl. Acad. Sci. U. S. A. 120, e2309987120 (2023).

80M. K. Lee, K. B. Bravaya, and D. F. Coker, “First-principles models for

biological light-harvesting: Phycobiliprotein complexes from cryptophyte algae,”

J. Am. Chem. Soc. 139, 7803–7814 (2017).

81C. W. Kim, B. Choi, and Y. M. Rhee, “Excited state energy fluctuations in the

Fenna–Matthews–Olson complex from molecular dynamics simulations with interpolated

chromophore potentials,” Phys. Chem. Chem. Phys. 20, 3310–3319 (2018).

33

https://doi.org/10.1021/jp0496001
https://doi.org/https://doi.org/10.1016/j.jlumin.2007.02.053
https://doi.org/10.1073/pnas.2309987120
https://doi.org/10.1021/jacs.7b01780
http://dx.doi.org/10.1039/C7CP06303B

	General Framework for Quantifying Dissipation Pathways in Open Quantum Systems. I. Theoretical Formulation
	Abstract
	Introduction
	Theory
	The projection operator technique for open quantum systems
	Quantifying the dissipation by individual bath modes using projection operator technique
	Proof of thermodynamic principles
	Energy conservation
	Detailed balance


	Application to Specific Models
	Harmonic Oscillator Bath
	General Linear Subsystem-Bath Coupling
	Local Coupling

	Spin Bath

	Conclusion
	Acknowledgments
	Data Availability
	Derivation of Eq. (27)
	Validation of Eq. (35)
	References


