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Sharp uniform-in-time mean-field convergence for
singular periodic Riesz flows
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Abstract. We consider conservative and gradient flows for N-particle Riesz energies with mean-
field scaling on the torus T4, for d > 1, and with thermal noise of McKean-Vlasov type. We prove
global well-posedness and relaxation to equilibrium rates for the limiting PDE. Combining these
relaxation rates with the modulated free energy of Bresch et al. [22-24] and recent sharp functional
inequalities of the last two named authors for variations of Riesz modulated energies along a transport,
we prove uniform-in-time mean-field convergence in the gradient case with a rate which is sharp for
the modulated energy pseudo-distance. For gradient dynamics, this completes in the periodic case
the range d — 2 < s < d not addressed by previous work [92] of the second two authors. We also
combine our relaxation estimates with the relative entropy approach of Jabin and Wang [68] for so-
called W~ 1% kernels, giving a proof of uniform-in-time propagation of chaos alternative to Guillin
et al. [55].

1. Introduction

1.1. The problem

We are interested in proving mean-field convergence, i.e. the large N limiting behavior of
dynamics for stochastic singular interacting particle systems of the form

1
dxf = Z M Vg(x} - x})dt + V2odW]

1<j<N:j#i ie{l,...,N}. (1.1)
0

xll'lt=0 = 'xi s

Above, x? € T4, the flat torus in dimension d > 1 which we identify with [—%, %]d under

periodic boundary conditions, are the pairwise distinct initial positions; {W; }f’ | are inde-
pendent standard Brownian motions in T, so that the noise in (1.1) is of so-called additive
type; and the coefficient o-, which may be interpreted as temperature, is nonnegative. M is
a d X d matrix with constant real entries. We shall either choose M = —I, corresponding to
gradient/dissipative dynamics or choose M to be antisymmetric, corresponding to Hamil-

tonian/conservative dynamics. Mixed flows are also allowable, but here our main results
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will concern gradient flows. The motivation for considering T¢, as opposed to Euclidean
space R ¢, will be explained below.

The interaction potential g that we will study is a periodic Riesz potential (indexed by
a parameter —1 < s < d), that is the zero average solution to

AT -

d=sq = - = T(s/2) ’
VI g =cas(@o =1 Cas =4 [y frntal e (1.2)
2 ) - .

The notation |V|¢~ denotes the Fourier multiplier with symbol (27|¢])¢~%. As explained
in Section 3, the potential g behaves like [x|™*,if —=1 < s < d, or —log |x|, if s = 0, near the
origin. This is a model choice for studying systems, such as (1.1), with interactions between
particles that become singular as the inter-particle distance tends to zero. The family of
potentials defined by (1.2) includes the physically important Coulomb case s = d — 2, as
well as the sub-Coulomb range s < d — 2 and super-Coulomb range d —2 < s < d. We are
primarily interested in the super-Coulomb case, as we shall explain momentarily. Unlike in
the setting of R ¢, where g(x) = |x|~* for s # 0 and g(x) = — log |x| for s = 0, the potential
g on T4 does not have a simple form (see [61,62] for various representations of periodic
Riesz potentials). However, one can show that in a neighborhood of the origin, g equals its
Euclidean analogue plus a smooth correction (see (3.3) below). We limit ourselves to the
potential case s < d, in which g € L' (T¢). The hypersingular case s > d is also interesting,
but is a fundamentally different regime and will not be considered in this article. We refer
to [19, Chapter 8], [59, 60] and references therein for more on this case.

Applications of systems of the form (1.1) are numerous. Since this topic has been dis-
cussed at length elsewhere, we will not repeat this discussion. Instead, we refer the reader
to the introduction of [92], the survey [67], and the recent lecture notes [38,52].

One can show by a truncation and stopping time argument that there is a unique, local
strong solution to the system (1.1). When s < d — 2, one can then use the energy of the
system (which has nonincreasing expectation) to show that the solution is global. In partic-
ular, with probability one, the particles never collide. This has been shown in [92, Section
4] for the case s < d — 2 in Euclidean space, but the argument is adaptable to the periodic
setting without issue and, with a little more work, to the Coulomb case s = d — 2 as well.
When d — 2 < s < d, the aforementioned global existence argument fails, in short because
Ag — +00 as |x| — oo, as opposed to —oco when s < d — 2. Consequently, it is unclear how
to make sense of the system of SDEs (1.1), except on very short timescales which a priori
vanish as N — oco.! Accordingly, rather than work with (1.1) directly, we work with the

'Elias Hess-Childs has recently informed us that it is possible to show well-posedness of the SDEs in
the gradient flow case for max(0,d —2) < s < d.
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Liowville/forward Kolmogorov equation

N N
. 1
01 f =—Zld1vxi fNNK_Z_ MV =) [+ ) A f 03
i= <jSN:j#i i=1
fN|t:0 =f](\)]3

which is obtainable from (1.1) through It6’s formula. Here, the initial positions of the
particles are thought of as random vectors in T¢ distributed according to a probability
density fy,, and f% is the law of the solution x; := (x/,...,x%) to (1.1).

Establishing the mean-field limit refers to showing the weak convergence (in the sense
of probability measures) as N — oo of the empirical measure

N
1
t o 2 .
phy = N;@i (1.4)
associated to a solution x’; := (xi, ..., x%,) of the system (1.1). For fixed #, we note that the

empirical measure is a random Borel probability measure on T<. If the points x?, which
themselves depend on N, are such that :“9\! converges to some sufficiently regular measure
1O, then a formal application of Itd’s lemma leads to the expectation that for 7 > 0, My
converges as N — oo to the solution of the Cauchy problem

{@H = —div(uM Vg * u) + cAu (t,x) e R, x T4 (1.5)
, + : '

Mlr=0 = #0,

While the underlying N-body dynamics are stochastic, we stress that the equation (1.5) is
completely deterministic, and the noise has been averaged out to become diffusion, which
is consistent with the independence of the Brownian motions and the mean-field limit being
a law of large numbers type result. Proving the convergence of the empirical measure is
closely related to proving propagation of molecular chaos: if fl(\), (x1,...,xn) is the initial
law of the distribution of the N particles in R ¢ and if fl(\)l converges to some factorized
law (u®)®", then the k-point marginals fav.x converge for all time to (u")®* It is known
that mean-field convergence and propagation of chaos are qualitatively equivalent (e.g., see
[64]), though quantitative results for one form of convergence do not a priori carry over to
the other.

The topic of mean-field limits for singular interactions has seen tremendous progress
in recent years. In particular, we mention the works of Jabin and Wang [68] which allowed
to treat so-called W~ !-* interactions via a relative entropy method; the introduction of the
modulated energy by Duerinckx in [46] to noiseless systems of the form (1.1), following
earlier usage in a different context by the third author in [98]; the generalization of the
modulated energy method to all super-Coulombic interactions in [100], which allowed
to treat cases without noise, both conservative, dissipative, or mixed; and the modulated
[free energy method of Bresch et al. [22-24], which combines both the relative entropy and
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modulated energy approaches in a physical way to treat the case (of gradient flows only) with
noise. Subsequent work by the last two authors with Nguyen [79] generalized the modulated
energy method to sub-Coulombic interactions (cf. [31,63]), and to singular interactions that
are not exactly of Riesz type (e.g., repulsive Lenard-Jones potentials in the case of gradient
flows). Further extensions and improvements of the modulated energy method concerning
regularity of solutions to (1.5) [88,89] and incorporation of multiplicative noise [86] have
been achieved by the second author. Much progress has also been made by Lacker [69],
who introduced a novel usage of the relative entropy in conjunction with the BBGKY
hierarchy to obtain the sharp O(k?/N?) rate for the asymptotic factorization of the k-
point marginals measured by the relative entropy, but only for less singular cases, such as
bounded interactions. The recent work of Bresch et al. [21] also introduces a novel usage
of the BBGKY hierarchy to prove uniform-in-N weighted L? estimates for the k-point
marginals, which allows to treat second-order systems with degenerate noise and singular
interactions (e.g., Coulomb in dimension 2) of Vlasov-Fokker-Planck type,? as well as first-
order systems with interactions more singular than in [68]. We emphasize that these last
two works strongly rely on the dissipative effect of the noise, i.e. they require o= > 0.

The aforementioned work [22-24] of Bresch et al. focuses on treating as general as
possible repulsive singular interactions with a mildly attractive part (e.g., logarithmic). In
particular, the latter work proves the mean-field limit for the Patlak-Keller-Segel (PKS)
equation on TZ, which corresponds to (1.2) with s = 0 and g replaced by —g, up to, but not
including, the critical temperature.®> However, when considering only repulsive Riesz inter-
actions of Coulomb or super-Coulomb type, their modulated free energy method, which
leverages algebraic cancellations specific to the gradient flow structure, can lead to a much
quicker proof of convergence, as outlined in the introduction of [100]. In addition, their
work, which was restricted to the torus, left as an assumption the existence of a sufficiently
regular limiting solution. The essential content of this restriction to the torus is the need for
compactness of the underlying domain in order to prove lower bounds for the density that
are uniform in space, which are needed in order to show certain norms involving log u’ are
finite. Such pointwise bounds are seemingly incompatible with the setting of R ¢, without
some form of confinement in the form of an external potential,* as u’ vanishes as |x| — oo
and the L norm of y’ vanishes as t — oo.

2The work of Lacker [69] (see Remarks 2.11 and 4.5 in that work) is also capable of proving (sharp)
propagation of chaos for second-order kinetic models with degenerate noise, but again only for less singular
interactions.

3In the literature on PKS dynamics, the critical parameter for the global existence vs. finite-time blowup
is typically formulated in terms of a critical mass with fixed unit temperature (i.e., diffusion coefficient). Since
the mass in our setting is normalized to one, this critical mass can be equivalently expressed as a critical
temperature.

4In unpublished work by the last two authors with Huang [65], we show how to extend the modulated free

energy to the case of R ¢ when a confining term —VV,,, is added to the dynamics in (1.1) and provided one
starts from initial data which are small perturbations of the equilibrium for equation (1.5) with the additional
confining term.
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Our goal in this paper is to present a streamlined version of mean-field convergence for
periodic Riesz interactions (1.2) in the case d — 2 < s < d, along with a complete analysis of
the limiting equation (1.5). Specifically, we prove (1.5) is globally well-posed (either in the
dissipative or conservative case), and solutions and their derivatives satisfy exponentially
fast relaxation estimates (see Sections 4 and 5 below). By combining these relaxation esti-
mates with the modulated free energy method and new sharp functional inequalities for the
variations of Coulomb/Riesz modulated energies obtained by the last two named authors
[91], we manage to show the first instance of uniform-in-time convergence for singular
dissipative flows, with a rate which is sharp in N.

There have been a number of results obtained by probabilistic arguments over the years
on uniform-in-time mean-field convergence/propagation of chaos for McKean-Vlasov type
systems. We mention the sample of works [5, 36, 45,48, 76, 95], which are related to the
long-time dynamics of nonlinear Fokker-Planck equations, e.g. [8-10, 16, 17,34-36, 76].
Importantly, these results are restricted to regular potentials. We also note that uniform-in-
time propagation of chaos may fail for certain potentials [12, 13]. It is only very recently
that uniform-in-time results for the much more difficult case of singular potentials have
been obtained.

The uniform-in-time convergence (without sharp rate) was previously shown by the last
two authors in [92] only for d > 3 and 0 < s < d — 2 on Euclidean space, though the proof is
adaptable to the torus. The idea of our proof for the relaxation to equilibrium of the limiting
solutions is inspired by the method of [92], which itself builds on earlier ideas of Carlen and
Loss [29]. We note that uniform-in-time convergence (without sharp rate) was established
by Guillin et al. [55] for W1 kernels through a refinement of the argument in [68], in
particular the exploitation of the Fisher information through a uniform-in-time log Sobolev
inequality. We also mention that recent work of Lacker and Le Flem [70] builds on [69] to
obtain uniform-in-time propagation of chaos with a sharp rate. The results of [70] have been
subsequently extended to slightly more singular interactions—though not covering the case
s=00f (1.2)—in [57], subject to anumber of conditions. We mention recent work of Guillin
et al. [56], which proves uniform-in-time propagation of chaos for one-dimensional log and
Riesz gases, exploiting the convexity of the log/Riesz interaction in dimension one—and
only dimension one (cf. [11]). Finally, we mention recent work [93] (subsequent to the first
version of this paper) by the last two named authors on the stronger notion of generation of
chaos, conditional on certain logarithmic Sobolev inequalities, which asserts that systems
become chaotic as both N — oo and + — oo regardless of the initial condition.

Lest the reader think otherwise, uniform-in-time convergence is not merely aesthetically
pleasing. It is important for both theory and practice, such as when using a particle system
to approximate the limiting equation or its equilibrium states and for quantifying stochastic
gradient methods, such as those used in machine learning for general interaction kernels.
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1.2. The modulated free energy method

In order to present our results, let us introduce the modulated free energy from [22-24],
which is a combination of two quantities: the modulated energy from [46, 100] and the rel-
ative entropy from [66,68]. See also earlier incarnations—in other contexts—of modulated
energy/relative entropy methods in [20,43, 103].

The modulated energy is a Coulomb/Riesz-based “metric” that can be understood as
a renormalization of the negative-order homogeneous Sobolev norm corresponding to the
energy space of the equation (1.5). More precisely, it is defined to be

Q2
1 1 &
Fn(xpy,p) = 5/(Td)2\A g(x—y)d(ﬁl;éxi —u) (x,y), (1.6)

where we remove the infinite self-interaction of each particle by excising the diagonal A =
{(x,x) € (T%)?}. Since we work in the statistical setting of the Liouville equation (1.3),
one needs to average this quantity with respect to the joint law f of the positions x ;. We
then define the (normalized) relative entropy with respect to the N-fold tensor product of
a probability density u (denoted u®V, which is the distribution of N iid random points in
T4 with law ) as

1 In
Hy (flu®™ ) =— 1 df. 1.7
N\ Snlu N Japn o8| " on fn (1.7)
With the modulated energy and relative entropy, we now define the modulated free energy
following [22-24]:

Extivm =t (™) [ Pumafv). 09

As explained above, the consideration of T4, as opposed to R 4 stems from the need for a
confined domain.

When there is no noise (i.e., o = 0), the relative entropy is unnecessary and a pure
modulated energy approach suffices, which is consistent with the weighting of the relative
entropy by o in (1.8). This has been shown in [46, 79, 100], the last of which treats the
full range 0 < s < d for (1.2). Initially, it was unclear whether a pure modulated energy
approach could also handle noise of the form in (1.1). Such an extension was finally shown
in [92], but only for s < d — 2. This limitation stems from treating the nontrivial quadratic
variation contribution to the evolution of the expectation of the modulated energy as a term
which is nonpositive up to negligible error. Such nonpositivity is no longer expected to hold
if d -2 < s < d, and we are skeptical a pure modulated energy approach is feasible for
d —2 < 5 < d. Note that this work also makes sense of and works directly with the SDE

5A pure modulated energy approach is known to be well-suited to a completely different kind of noise,
of multiplicative type, thanks to [79, 86].
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(1.1), and not the Liouville equation (1.3), so that the modulated energy is a stochastic
process.

The modulated free energy method comes at the cost of only treating gradient flows
case. This method consists of computing the evolution of the quantity En (f},, 4'), given
solutions f3; and u' of equations (1.3) and (1.5), respectively, and establishing an inequality
in caricature of the form

d
ZEN(fin') < C(En(Flpoi) +N7F), (1.9)

where C is some constant depending on norms of u” and 8 > 01is some exponent determined
by d, s. One then concludes by the Gronwall-Bellman lemma. Not only is it a physically
well-motivated quantity, but mathematically, En (f%,, u) is a good quantity for showing
propagation of chaos because it metrizes both convergence of the k-point marginals (thanks
to the relative entropy) and convergence of the empirical measure (thanks to the modu-
lated energy). See Remark 6.5 below for further elaboration. The beautiful observation of
[22-24] is that when computing %E N (f3» 1), the contribution of the noise to the evolu-
tion of the modulated energy cancels exactly with terms coming from the relative entropy,
but only for the gradient flow case. Then, one is left with having to control the average with
respect to the measure dfy (x,,) of an expression of the form

| N ®2
1= /(TJ)Z\A<v(x)—v<y>>-Vg<x—y>d(ﬁlzléxi—u) (xy),  (L10)

where v is a vector field, by En (fn, ¢) and some negligible error. Note that the expression
(1.10) arises naturally by pushing forward the measure # > l’i | 0x; — punder themap [ + tv
in the modulated energy Fyn (x,,, u) and computing the first derivative at ¢ = 0; in other
words, computing the first variation of the modulated energy along the transport v.

Such a functional inequality was previously shown by the third author [100, Proposition
1.1] in the form®

(log N)

2dN To0+ C(1 + |||l z=)N™ aan + (other terms),

(1.11)
for a constant C depending only d, s. The (other terms) are not so important for our discus-
sion, and we choose not to make them explicit. These functional inequalities have proven to
be extremely powerful for mean-field limit and related problems, and we mention a sample
of recent applications [30,53,58,78,82,87,90,99]. The original functional inequality (1.11)
has since been improved in the Coulomb case s = d — 2 in [99, Corollary 4.3], [90, Propo-
sition 3.9], where the exponent —% is improved to —1 + 5. This is sharp in the sense

[1] < C|IVoll Lo | Fn (x5, 1) +

6Strictly speaking, this cited work considers R ¢, not T¢, but the argument is adaptable to the torus, as
for instance shown in [90, Proposition 3.9]. See also Section 6.2 below for explanation.
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that the modulated energy scales as N — oo like N™'*: the minimal value of the modu-
lated energy among all point configurations x,;, for a fixed background density p, scales
like N~!*d. See [62] specifically for the periodic case and [81,94,96,97] for the Euclidean
case with a confining potential. Recent work by the last two authors [91] goes further, in
particular covering the full range d — 2 < s < d, and replaces the right-hand side in (1.11)
by

log(lullz~)

1. a N1+ 1.12
W)y g (112)

ClIVo|[Le | Fn (xy, 1) +
This estimate is sharp in its rate N~'*@. Moreover, it is improved in its dependence in
|||l L; and as first observed in [92], this improved dependence can be used in conjunc-
tion with decay estimates for ||u’||z~ to obtain uniform-in-time bounds. The question of
functional inequalities with sharp dependence on N in the sub-Coulomb range s < d — 2
remains an interesting open problem.

Returning to the modulated free energy method, one wants to apply the above described
functional inequalities with v = u’ = o'V log u’ + Vg = u’, where u’ solves (1.5). A point
we stress to the reader is that when there is no noise, there is no Vlog u’ term, and thus, the
vector field is not the same in the modulated energy and modulated free energy methods.
We have now arrived at a PDE question, which is control on the Lipschitz seminorm of u’.
Assuming that ' is bounded from below, this translates to W>* control on ‘. Another
point we stress to the reader is that control of ||V®? log ! ||z~ is delicate on the Euclidean
space due to the decay of ' to 0 at infinity. This issue, of course, disappears on the torus
(likely more generally a bounded domain with appropriate boundary conditions), since the
solution to (1.5) remains bounded from below, provided the initial data is (see Lemma 4.6
below). This is our main reason for considering the periodic setting. It is possible, however,
to implement the modulated free energy method on R ¢ with a confining potential Vey added
to the dynamics (1.1), (1.5) and for solutions of (1.5) which start near equilibrium (which
is no longer uniform) [65].

We now come to the main concern of the present article. In light of the work [92] on
uniform-in-time convergence for sub-Coulomb Riesz interactions, it is natural to ask if
such a uniform-in-time result is also possible for the modulated free energy, which would
then yield uniform-in-time convergence for the full Riesz range —1 < s < d, at least in the
periodic setting. Such a result also necessitates having a satisfactory solution theory for the
limiting equation (1.5), in particular global solutions in W2, The well-posedness of (1.5),
even locally in time, is taken for granted in [22], which sketches the use of the modulated
free energy for local-in-time convergence for general Riesz interactions. Additionally, one
seeks estimates for the modulated free energy which are sharp in their dependence on N.
Such estimates are obtained in the forthcoming work [91] for the Coulomb/super-Coulomb
case without noise, but to our knowledge no work to date has achieved the sharp rate of
convergence for Riesz interactions with noise.
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1.3. Main theorem

We are now ready to state our main results, which establish in complete generality the
global existence and asymptotic behavior of solutions to (1.5) in both the conservative
and dissipative cases for d —2 < s < d and show the first uniform-in-time propagation of
chaos result for both Coulomb/super-Coulomb gradient flows on the torus. Moreover, the
convergence is at the sharp rate N~'*a . The function space notation in the statements of
Theorem 1.1 and Theorem 1.2 below is standard, but we recall it anyway for the reader’s
benefit in Section 1.4.

Theorem 1.1. Let d > 1, d —2 < s < d and o > 0. Define the space X = L*(T%) n
WP (T4), where

>0,1<p< oo, fd-2<s<d-1
{“ b= v g (1.13)

a>max(d—s+1,d—s+%), l<p<oco, ifd-1<s<d.

Assume further that the initial datum u° > 0 if M = —1. Then the equation (1.5) is globally
well-posed. in the space C ([0, ), X); smooth on (0, 00) x T; infya p! > infra u°; and
foranyn > 0and 1 < p < oo, we have”

Vi>0, [V (' - Dl
0 0 0 0 . -1 -m _~-Ct
< W(l e, 17 = Ulpr, For (), |- | gssa-1la-1<s<a, 0~ ) (o) " e™ =", (1.14)

where m > 0 depends on n, s, d, p; C depends on n,s,d,M; and W : [0, 00)5 — [0, )
is continuous, nondecreasing in its arguments, and depends on the parameters similar to
C. Here, Fo(1°) is the free energy associated to equation (1.5) in the case M = -1 (see
(4.66) below), and W is independent of Fo (u°) if M. is antisymmetric.

Theorem 1.2. Letd > 1,d -2 < s <dand o > 0. Let fx be an entropy solution to (1.3),
in the sense of Definition 6.1, and let u° € P(T%) N W>*(T4) with associated solution
u € C([0,00), P(TY) N W>*(TY)). Assume further that infra u°>0. Suppose now that
M = —I, so that we consider gradient flows. Define the quantity

log(N|| || o
+og( [l | )

s s
v Lo + Ol N (1.15)

8y =En(fr. 1)

where C > 0 is a certain constant to ensure that 85\, > 0 (see (6.21) below). There exists a
function A : [0, 00) — [0, ), depending on s,d, o, infra p°, ||t° |y, |L°]| giss-a,
1 = 1l .1, For (u°), such that A° = 1, sup, s A’ < oo, and

Viz 0,  En(fip') < AEN(fr ). (1.16)

7The notation 14_ <44 denotes the indicator function for the conditiond — 1 < s < d.
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Using ideas inspired by the proof of uniform-in-time propagation chaos in Theorem 1.2,
we are also able to give a proof of uniform-in-time propagation of chaos for systems like
(1.1) but with M Vg replaced by a kernel k which belongs to the space W~ (i.e., it is the
divergence of an L™ matrix field). A precise statement of the result is given in Section 2.4
with Theorem 2.14. This improves the result of Jabin-Wang [68], which had a growing
factor e’ in their relative entropy estimate. Our result should be understood as a refinement
of their original proof, as the main novelty is the incorporation of decay estimates for the
derivatives of u’ to obtain a uniform-in-time result. As mentioned in Section 1.1, Guillin et
al. previously obtained a uniform-in-time version of the Jabin-Wang result, also through a
refinement of the original proof of [68], but not relying on decay estimates. See Section 2.4
for comparison between the two proofs.

The modulated free energy method was originally developed [23, 24] to treat propa-
gation of chaos for the gradient dynamics of the d-dimensional attractive log gas, which
coincides with the aforementioned Patlak-Keller-Segel model if d = 2. The cited works
show a non-sharp rate for propagation of chaos, which deteriorates exponentially fast in
time, leaving as a question whether a uniform-in-time rate is possible. In forthcoming work
[44], we answer this question for sufficiently high temperatures using the modulated free
energy and relaxation estimates for the limiting equation. The attractive case is substan-
tially more difficult than the repulsive case considered here due to the existence of phase
transitions: at a certain critical temperature, the long-time dynamics of the system com-
pletely change and one encounters issues of non-uniqueness and instability of stationary
states. In fact, we show that a uniform-in-time estimate for the modulated free energy may
fail if the temperature o is too low.

We close this subsection with the following remarks concerning Theorem 1.1 and The-
orem 1.2. We defer a discussion of the proofs of these results until Section 2.

Remark 1.3. The relaxation/decay estimate (1.14) is not the most general possible state-
ment. One also has estimates which hold for fractional derivatives | V|, @ > 0. We refer the
reader to Section 5 for further details. The fact that we have an exponential decay as t — oo,
as opposed to an algebraic decay, as for instance in [92], is a special feature of the confined
setting of the torus vs. Euclidean space. The reader may easily convinces themselves of
this by ignoring the nonlinearity and considering the asymptotic behavior of solutions p’
to the linear heat equation, for which ||u|| .~ decays at the optimal rate O(t_%) onR?,

Remark 1.4. Concerning regularity assumptions, Bresch et al. [22] assume—but do not
prove—the existence of a local solution u € C([0, T], W>*(T¢)), for some T > 0, to
equation (1.5), which remains bounded from below on [0, T']. For such a solution and for
t € [0,T], they can prove an estimate with the same structure as (1.16), but with nonsharp
exponents.

Remark 1.5. An explicit form of the right-hand side in the bound (1.16) is given in Sec-
tion 6.3 (see the inequality (6.49)). We have not presented the explicit form above, so as to
keep the introduction accessible.
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Remark 1.6. As is by now well-known, the vanishing of the relative entropy or modulated
energy, and therefore the modulated free energy, as N — oo, implies propagation of chaos.
We refer to Remark 6.5 below for further explanation.

Remark 1.7. To the best of our knowledge, equation (1.5) has not been studied in the
complete generality presented here. Some special cases are treated (on R ) in [14,32,37,
39,41,42,50]. However, the decay estimates seem generally to be new. If d =2 and s =0 and
M is a 90° rotation, then this is the well-known Navier-Stokes in vorticity form (e.g., see
[50]). Staying in dimension two, but letting O < s < 2, this the generalized SQG equation
with subcritical dissipation (e.g., see [42]). If d =2 and s = 0, but now M = —I, then this is
a repulsive analogue of the famous Patlak-Keller-Segel equation (e.g., see [15]). Usually,
these equations are studied on R ¢, but many of the results are expected to carry over to
T¢ mutatis mutandis. We also mention that the case without temperature (and generally on
R4, not T¥) has been studied in several works, e.g. [3, 14,26-28,32,33,37,39,40,42,47,
74,75,77,101, 104, 106].

Remark 1.8. The results of Theorem 1.1, Theorem 1.2 are valid for any o > 0 (i.e., positive
temperature), but essentially all our estimates blow up as o — 0. Naturally, one asks if it
is possible to have a uniform-in-time mean-field convergence/propagation of chaos result
when o = 0 (i.e., zero temperature). Interestingly, the answer is yes. For instance, for 2D
Coulomb gradient dynamics, we can show that any L* solution of (1.5) which is bounded
from below converges exponentially fast to the uniform distribution as ¢+ — oo, and this
relaxation can be combined with the refinement of the modulated energy developed by the
second author in [89] to obtain uniform-in-time mean-field convergence. These findings
and others will be reported elsewhere.

1.4. Notation

We close the introduction with the basic notation used throughout the article without further
comment. We mostly follow the conventions of [79, 92].

Given nonnegative quantities A and B, we write A < B if there exists a constant C > 0,
independent of A and B, such that A < CB. The dependence of the implicit constant on a
parameter p is denoted by <,,. If A < Band B < A, we write A ~ B. Throughout this paper,
C will be used to denote a generic constant which may change from line to line. Also, ().
denotes the positive part of a number.

N denotes the natural numbers excluding zero, and Ny including zero. Similarly, R,
denotes the positive reals. Given N € N and points x1,n, ..., Xy, n in some set X, x,, =
(X1.N»..-»xN.n) € XNV.Givenx e R and r > 0, B(x, r) and dB(x, r) respectively denote
the ball and sphere centered at x of radius r. Given a function f, we denote the support of
f by supp f. The notation V& f denotes the k-tensor field with components
(Of i Misir...ix<d-

P (T¢) denotes the space of Borel probability measures on T<. If 4 is absolutely con-
tinuous with respect to Lebesgue measure, we shall abuse notation by writing i for both the
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measure and its density function. C(T¢) denotes the Banach space of continuous, bounded
functions on R ¢ equipped with the uniform norm || - ||co. C*(T¢) denotes the Banach space
of k-times continuously differentiable functions with bounded derivatives up to order k
equipped with the natural norm, and C* = ", C k. The subspace of smooth functions
with compact support is denoted with a subscript c.

V| = (—A)_% denotes the Fourier multiplier with symbol 27|¢|. Functions of |V| can
be defined through the spectral calculus (i.e., by using the Fourier transform). For integers
n € Ng and exponents 1 < p < co, WP denotes the usual Sobolev space. For general @ € R
and 1 < p < oo, W® P denotes the Bessel potential space defined by

{u € D'(TY) : (1 = A Ppllrr < oo} . (1.17)

In other words, the space of distributions u such that (I — A)®/?y is an LP function. When
« is a positive integer, then WP coincides with the classical Sobolev space above. For
p € {1, co}, these fractional Sobolev spaces are awkward to consider and will be gener-
ally avoided in this paper. When p = 2, we instead use the customary notation H?. As is
convention in the literature, a”superscript indicates the corresponding homogeneous space.

2. Roadmap for the paper

We give here a roadmap for the paper, in particular the various results contained in it and
their relation to one another. We also take this opportunity to comment on the general
strategy behind the proofs of Theorem 1.1 and Theorem 1.2.

In Section 3, we review some basic facts about periodizations of Riesz potentials and
estimates for the heat kernel. This section may be skipped upon first reading and consulted
as necessary.

2.1. Well-posedness and L? control

In Section 4, we take up the first part of Theorem 1.1 by showing the global well-posedness
of the limiting equation (1.5), its basic properties, and the relaxation to the uniform dis-
tribution in L norm. Section 4.1 considers the well-posedness. The local well-posedness
(Proposition 2.1), which allows for M to be either conservative or dissipative, proceeds
through a fixed point argument for the mild formulation of (1.5). This technique is classi-
cal, but some care is needed in the case d — 1 < s < d, as the vector field M Vg * u loses
derivatives compared to yu.

Proposition 2.1. Letd > 1, s < d, and o > 0.
o(s <d—1)Ifu’ € L™(T?), then there exists a time

2p
a

122 Hrr \7

g g2

T > (—) Iycy 1+ |——— Te—g-1, 2.1
CllpOll=) = Cpllu®ll ’
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where d < p < oo is arbitrary, such that equation (4.4) has a unique solution
u e C([0,T], L*). Moreover, if uy, uy are two solutions to (4.4) on [0,T], then

i1 = palleoryiey < 20 = w1l (2.2)

0(s>d—1)Let1Sp<ooand0z2s+1—dsatisfyp>d0ra>s—d+%.If
10 € L*(T4) n WP (T9), s then for arbitrary 6 € (s +d — 1, 1), there exists a time

o
T E—— , (2.3)
Colll s )

such that equation (4.4) has a unique solution p € C([0,T], L® N W*P). Moreover, if
U1, 1o are two solutions to (4.4) on [0,T], then

Il 1 —/12||c([o,TJ,meWmn) = 2“/1(1) - /1(2)||Lwnme~ (2.4)

The constant C above depends onlyond, s, M ifd —2 < s < d — 1 and C,, additionally
onpifs=d-1; Cs depends additionally on a,6,p ifd — 1 < s < d.

o (blow up) Let X = L N WP, where a, p are as above if d — 1 < s < d, equipped
with its natural norm. Let p € C([0, Tiax), X) be the maximal lifespan solution obtained
by iterating the local existence argument. If Tpyax < o0, then

limsup ||l (j0,71,x) = 0. (2.5)

T—Thax

After proving Proposition 2.1, we establish important properties of solutions in
Lemma 4.6, such as conservation of mass, minimum/maximum principle, etc that will be
useful in the sequel. The subsection concludes with Proposition 2.2, showing solutions are
global. Here, we crucially use the repulsive assumption for the dissipative case. The case
s < d —1is an immediate consequence of the maximum principle, while the case s > d — 1
follows from a nonlinear Gronwall inequality. In the latter case, the controlling norm, which
depends on a fractional derivative of the initial data, a priori may grow in time, but this
will be ruled out later by Proposition 2.6 discussed below.

Proposition 2.2 (Global well-posedness). Under the same assumptions as in the statement
of Proposition 2.1, there exists a unique global solution u to (4.4) in

(2.6)

C([0, 00), L=(TY)), d-2<s<d-1
C([0,00), L " WP(TY)), d-1<s<d.

8We exclude the case p = oo because expressions of the form |||V |% u|| L~ are awkward from the point
of view of harmonic analysis. If @ = n is a positive integer, then there is no issue in adapting our proof to
the usual Sobolev spaces W™
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Next, Section 4.2 shows (Lemma 4.9) that all L” norms of solutions are nonincreasing
and, in fact, are decreasing exponentially in time for conservative dynamics when restricted
to zero-mass solutions. The latter establishes a cheap form of convergence to the uniform
distribution for the conservative case. Section 4.3 reviews the gradient flow structure for
the dissipative case and uses the dissipation of free energy,

1
Fol) = o / log () + 5 / o(x - y)du(x, y), @7
T‘l (Td)Z

with the logarithmic Sobolev inequality for the uniform measure (Lemma 4.11) to obtain
exponential-in-time decay of the free energy. Interpolating with the L? control provided
by Lemma 4.9 yields exponential-in-time decay of all norms ||u’ — 1]|.» for finite p.

Lemma 2.3. Let u be a probability density solution of equation (1.5). If M = -1, then
ViZ 0, Folp') < Fo(u)e S, 238)

andfor1 < p <r < oo,

S=

S

-2 -1
vt >0, I’ = Ul < (L4 10=) 7 (647120[\/27'}(/10)/0') L9

Similarly, if M is antisymmetric, then

Vi>0,  Ent(g') < e 3™ Ent(10), (2.10)

andfor1 < p <r < oo,

1_1
P T

11
1-2°% 1
vt >0, I = Uiee < (L4 ) o7 (64”2“’\/2Ent(ﬂo)) BT

Lastly, Section 4.4 establishes a smoothing property for solutions (hypercontractivity),
asserting a higher LY norm ||u’|| 4 is controlled by a lower L? norm ||u’||.» at the cost
of a factor of e€ 77 /(ot)"r, for some positive integer n p.q- In the conservative case, one
may replace u’ by u' — 1 and the result still holds. The proof adapts an argument from
[92]—which in turn was an extension of a work by Carlen and Loss [29]—to the periodic
setting. This hypercontractive estimate is a priori only useful for short times, due to the
exponential factor. But by combining Lemmas 4.9 and 4.13 with a time translation trick, we
improve the factor to min(ot, 1) ~"7-4. In other words, the smoothing costs nothing for large
times. This result also gives exponential-in-time decay of ||u’ — 1]|z», forany 1 < p < oo,
in the conservative case.

Corollary 2.4. Let u be a solution to equation (1.5). Then for any 1 < p < q < oo, there
exists a constant Cy > 0 depending on d, p, q such that

_d(1_1
Vi >0, It e < Ci(min(ot, 1)) 4(3 q)||ﬂ°||Lp. (2.12)
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Additionally, if M is antisymmetric, and 1 < p < oo, then there is a constant C, depending
on d, p such that

a

i(1_1
Vi >0,  |lu' = 1llze < Ci(min(ot, 1)) 43 q)e_cz‘”H,uO—lHLp. (2.13)

Corollary 2.4 does not yield a rate of decay for ||u’ — 1||Lr in the gradient flow case
M = -I and Lemma 2.3 by itself does not give a rate of decay when p = co. However,
by combining Lemma 2.3 with Lemma 4.13, we can obtain such a rate of decay, but only
under the restriction d —2 < s < d — 1. The reason for this restriction is that M Vg = u?
loses derivatives compared to u’ ifd — 1 < s < d.

Corollary 2.5. Suppose thatd > 2, d —2 < s < d — 1 and that M = —1. Then there exist
constants C1,Cy > 0 depending only on the dimension d, such that

2,0
Vis 0,  |lg =1l < Cro—d=3 (o)~ 5 e Gt | F, (u0). (2.14)

2.2. Derivative decay

In Section 5, we take up the second part of Theorem 1.1 by showing the decay estimates
for derivatives of u' of arbitrary degree, which contribute a major portion of the technical
effort in this paper.

Proposition 2.6. Ler u' be a solution to (1.5) with [rd 10 = 1. IfM = -1, further assume
that u° > 0. Leta > 0, &£ > 0, and n € N.

o When max(0,d — 2) < s < d — 1, there exist constants C,C. > 0, for any € > 0, and
Sfunctions Wy, 4, Wa 4 : [0, 00)* = [0, ), continuous, nondecreasing, and polynomial in
their arguments, such that for every t > 0,

V1% 4 e < Wag(lelle, o™ 11 = Tlla, For (1))
x (1) "2 (14 Ce(01) *lyegoing=1)e 7" (2.15)
and
IVt lLa € Wag(Iellies, o' 1w’ = TlLa, For (1°))
X () 3|10l a (1+ Co(ot) “Lyma-1ng=1)e 7", (2.16)

eWhend — 1 < s < d, there exist a constant C > 0 and functions W o4, Wy 4 : [0,00)° —
[0, 00), which are continuous, nondecreasing, and polynomial in their arguments, such that
foreveryt > 0,

2, For (1))

d-s

VI s < Wag (el 160l g, o™t Ik — 1,

a@

X (01) 72 (14 (01) *1yes)e €70 (2.17)

9The notation 1,5 denotes the indicator function which is one if both the conditions a and b hold, and
zero otherwise.
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and

IV 1 e < Wi g (1o 160N g o™ N1® = I, 2  Fo (1))
X (a1) 2 (14 (01) *1yee)e €70, (2.18)

where 1, =1+s—d.

We divide into two cases based on the value of 5: d —2 < s < d — 1 in Section 5.1
and d — 1 < s < d in Section 5.2. Beginning with the former, the proof proceeds through
two steps. First, we show that [|[V®"u!||.», for any 1 < p < oo and n > 1, is bounded by
a function of LZ norms of u° — 1 (and in the gradient case, also the free energy of u°)
and some polynomial of (o) ! for ot < 1. In other words, a short-time smoothing effect.
The proof of this lemma is an induction argument, through the mild formulation of the
equation, asserting that control of ||[V®" u’||» for orders m < n, as a function of L4 norms
of u° — 1 (and the free energy of u°) and (o¢)~!, for ot small, implies short-time control
of |[V®™u!||L» as a similar function of the initial data and (o7)~! for m < n + 1.

Lemma2.7. Letd >2andd -2 <s<d-1. Foreachn e Nand1 < p < g < oo, there
exists a function Wy, ,, 4 : [0, 00)* = [0, ), continuous, nondecreasing in its arguments,
and vanishing if any of its arguments is zero such that following holds. If u is a smooth
solution to equation (1.5) on [0,T], then

vie (0,07, IV e < Wop g (10N, o5 11 = Uz, For (1°))

1
1- 25
x(1+ cg<m)-€13-qu_l)(||u° e + (1017 (For (/)™ 1pes

om

+ Celle =S (For () 1p=m)1M=_ﬂ)(m>“'(H), 2.19)

where C > 0 depends on n,d, p,q, Ce > 0 depends on € € (0,d~"), Cz > 0 depends on
& > 0, which can be made arbitrarily small. The function W, ,, , additionally depends on
d, s, M. Moreover, it is independent of Fo-(u°) if M is antisymmetric and is independent
of 110 = 1l ifM = 1.

Next, we combine Lemma 2.7 with Lemmas 2.3 and 4.9 and a time translation trick to
obtain exponential decay of ||V®" u'||.» for any order m and 1 < p < co.

Lemma?2.8. Letd >2andd -2 <s<d-1.Foreachn e Nand1 < p < g < oo, there
exists a function W,,_p 4 : [0, 00)* — [0, 00), continuous, nondecreasing, and polynomial
in its arguments, such that following holds. If u is a solution to equation (1.5), then

V>0, IV g < Wop g (Il o7 Ik = le, For (u°))e €

n 1

_n_d(1_1
xmin(ct,1) ? 2(" ")(1+C8min(0't,1)’815=d_1Aq:1), (2.20)
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where C > 0 depends on n,d, p,q and C. > 0 depends on € > 0, which can be made
arbitrarily small. The function W,, j, , additionally depends on d, s, M. Moreover, it is
independent of Fo (u°) if M is antisymmetric.

A scheme similar to that described above is followed in Section 5.2 for the case d — 1 <
s < d, but due to the loss of regularity in the velocity field, we need additional bounds
on the Sobolev norms of the solution (see Lemma 2.9), which are established through an
energy-method type argument, in order to implement the induction.

Lemma?2.9. Letd > 1 andd — 1 < s < d. Let u be a solution to (1.5) with unit mass and
such that,uo > 0ifM = -I. For a > 0, there exists a C > O depending onlyond,s,a,o,M,
such that

ViSO < N + 0 Wl 6 = 1] stasacss, T (1) /).

’ (2.21)
where W, @ [0, 00)3 — [0, o) is a continuous, nondecreasing, polynomial function of its
arguments, which does not depend on its third argument if M is antisymmetric. Addition-
ally, there exists a T, > 0 such that ||’ ||i.1a is decreasing on [T, o).

Lemma 2.10. Letd > 1andd — 1 < s < d. Foreverya > 0, and 1 < g < oo, there exists
a function W 4 : [0, 00)5 — [0, o), which is continuous, nondecreasing, polynomial in
its arguments, such that for any solution u to (1.5), it holds that

Vi e (0,07, VI e < ()72 (14 Ce(01) *1yeee)

X Wag (Il il g o™ N = 11 2 Fo (1), (222)

where C > 0 depends on d, a, s, q, M, € > 0 is arbitrary, and C. > 0 depends only on
d, s, &. The function W o 4 additionally depends on d,s,M and is independent of its fifth
argument if M is antisymmetric.

Lemma 2.11. Letd > landd — 1 < s < d. Foreverya > 0, and 1 < g < oo, there exists
a function W 4 : [0, 00)> — [0, c0), which is continuous, nondecreasing, polynomial in
its arguments, such that for a solution u to (1.5), it holds that

Vi >0, 11V|¥4 |La < min(oz, 1)72 (1 + C min(ot, 1) 1yec0)e €77
2 Fo (1), (2.23)

d-s

0 0 -1 0
XWaq el I g, o= llw” = 11

where C > Odependsond,a,s,q,M, € > 0is arbitrary, and C, > O depends onlyond, s, €.
The function W o 4 additionally depends on d, s,M, is independent of its fifth argument if
M is antisymmetric.

Let us mention that ideas related to our method of proof in this section have been used,
for instance, for 2D Navier-Stokes (see [51, Section 2.4]) and perhaps in other contexts as
well; but to our knowledge there has not been a treatment at the level of generality and for
such singular vector fields as in our equation (1.5).
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2.3. Modulated free energy

In Section 6, we combine our decay estimates with the modulated free energy to prove
uniform-in-time propagation of chaos for the system (1.1). This then completes the proof
of Theorem 1.2.

Section 6.1 reviews the notion of entropy solutions to the forward Kolmogorov equation.
The existence of entropy solutions is presented in Appendix A. Entropy solutions are a
suitable notion of a weak solution that allows to establish the key dissipation inequality
behind the modulated free energy method, as stated in Proposition 2.12 below. We refer to
[24, Proposition 2.3] for a proof. The very interesting phenomenon is that, compared to a
pure modulated energy approach such as in [92], the modulated free energy yields crucial
cancellations in the dissipative case at positive temperature.

Proposition 2.12. Assume that fn is an entropy solution to the Liouville equation (1.3)
and that € C([0, 00), W2 (T%)) solves equation (1.5). Then the modulated free energy
defined by (1.8) satisfies that

En(fi. 1) < En(fy. 1%

_1 ! T T . _ T 7\®2 T
5 L o o 7@ =0 V(=0 = 1) 0, 24

where u' == oVlogu' + Vg * u'.

We now want to control the right-hand side of (2.24) by the modulated free energy itself
and conclude by application of the Gronwall-Bellman lemma. The control of the right-hand
side is done in several manners in the literature. In [79], the authors use commutator esti-
mates together with a renormalization procedure implemented through a smearing of the
Dirac masses, which allows for Riesz-like potentials that are not exactly our potential g.
In particular, this method works for full range 0 < s < d. Instead of smearing of the Dirac
masses, Bresch et al. [22] employed a regularization of the kernel Vg and a functional
inequality (of the same kind as in [100]) for this regularized kernel, which may be under-
stood as a commutator estimate, though this connection is not made in [22].

When considering the exact Riesz potential in the Coulomb/super-Coulomb case d —
2 < s < d, one can prove functional inequalities (1.11) using integration by parts. More
precisely, one uses the Caffarelli-Silvestre extension procedure to replace g by the kernel
of a local operator in the extended space R 4*¥ and then exploits a stress-energy tensor
structure and integration parts. Combining this with the smearing procedure mentioned in
the preceding paragraph, this method alows for sharp estimates. This is an advantage over
the approaches of [22,79], in the particular the latter work which encounters an inefficiency
in the kernel regularization. Of course, the cost to the stress-tensor approach is the rigidity
of the interaction—it must be exactly Riesz.

10A degenerate elliptic operator with an A, weight, for which there is a good theory [49].
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In the forthcoming article [91], a proof of the sharp version of (1.11) with right-hand
side (1.12) is given in Euclidean space using the above described stress-tensor approach.
As there is a version of the Caffarelli-Silvestre extension procedure for the torus (reviewed
in Section 6.2), the proof can be straightforwardly adapted to the setting of this paper to
give Proposition 2.13 stated below. We sketch the proof of this proposition in Section 6.2.
We also review the truncation/smearing procedure in the periodic setting used to express
the modulated energy as a renormalized energy, as this is used in the proof.

Proposition 2.13. Assume pu € L™ (T?) is such that /Td u = 1. For any pairwise distinct
configuration x 5, € (TN and any Lipschitz map v : T — R4, we have

LN 82
/( o, 00 =00 Vgl =) (ﬁ 284 n) @)
log(Nlul~)

Lo+ CllulfN"1*7 ] (225)

< CIVeli [Pty + 2

where C depends only on s, d.

Finally, in Section 6.3, we implement the Gronwall argument underlying the proof of
Theorem 1.2. The idea is to combine the use of functional inequalities in the modulated
free energy method, as described in Section 1.2, with the relaxation estimates of Section 5.
Such a combination was first observed in [92] (for just the modulated energy). An important
difference, though, with the cited work is the density no longer decays to zero as t — oo,
but rather to 1. Only derivatives of the density decay. There is an additional ingredient
concerning the sharpness of the functional inequalities. As advertised in the title of our
work, the factor N~'*@ is of the same order as the modulated energy as N — oo and is
therefore sharp. To obtain the exponent —1 + %, we crucially rely on the aforementioned
new functional inequalities.

More precisely, we consider the quantity

t
& = En(fh ) + 2ELI])
where C > 0 is the constant in (6.21) and the reader will recall the definition of the modu-
lated free energy from (1.8). The inclusion of the last two terms is to obtain a nonnegative
quantity. Using (2.24) and (2.25), averaging with respect to f;, one obtains the inequality

Lo + Gl [ fNa ™", (2.26)

log(VIIA™ll2~) |

NG s=0 + CllpTlIF Na ) dr,

(2.27)

t
gl <EY +C / VU1 (FNo_c;V,uT) +
0

where the vector field " is given by!!

u® =oVlog(u®) +Vg* u’. (2.28)

UNote that this is not the same vector field as in the pure modulated energy approach due the presence
of the first term coming from the relative entropy.
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In arriving at (2.27), we have implicitly used that ||’ ||~ is nonincreasing. The constant
C depends only on d, s and taking C above larger if necessary, we may assume that C > C.
Since the relative entropy is nonnegative, it may be added to the expression inside the paren-
theses and the inequality still holds. Applying the Gronwall-Bellman lemma, we obtain

EN(fi 1) < EN(fu 1) exp (c /0 ||Vu’||mdr), (2.29)

A uniform-in-time bound for Ex (f5,, u") now follows from Proposition 2.6. The details
are given in Section 6.3.

2.4. Application to W~ kernels

Finally, in Section 7, we show how our decay estimates approach may be combined with the
relative entropy approach of [68] in a straightforward manner to give a proof of uniform-
in-time propagation of chaos for mean-field McKean-Vlasov systems

1<j<N:j#i ie{l,...,N}. (2.30)

The vector field/kernel k : T4 \ {0} — T¢ is assumed to satisfy the following conditions:
i keL!(TY),
(ii)) divk =0 in the sense of distributions, '?
(iii) k® =gV P for an L™ (T9) matrix-valued field (V“ﬁ)i’ﬁzl.

Note that k is no longer assumed to be potential (i.e., k = Vg for some g). We remark that the
last condition ((iii)) amounts to requiring that k belong to the negative-order Sobolev space
W=1(T4). A sufficient condition is that k € L% (T%) (the weak L? space). A model
example is the 2D periodic Biot-Savart kernel (i.e., k = M Vg for a 90° rotation matrix M
and g the periodic Coulomb potential), as explained in [68, p. 531].
Analogous to (1.5), the mean-field limit of the system (2.30) is determined by the solu-
tion of the Cauchy problem
{a’“ = —divluks w) + odu (t,x) € [0, 00) X T 2.31)

ple=o = p°
By assumption ((ii)), the vector field u := k * y is divergence-free. Hence, equation (2.31)

is a transport-diffusion equation with a divergence-free vector field. Such an equation fits
into the framework of Section 4 for the range d — 2 < s < d — 1. Indeed, an examination

12This condition is not strictly necessary; it would suffice to have have divk € W~1-*. But we impose it
to simplify the presentation.
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of the proofs of Proposition 2.1 and Lemma 2.7 reveals that we only used that Vg € L!,
no other specific structure on g. Thus, one may repeat the aforementioned proofs with Vg
replaced by k € L' and no other change. Since k is divergence-free, the equation conserves
average/mass and the lower and upper bounds for the initial data as in Lemma 4.6, respec-
tively. In particular, given u® € L= (T¢) N WP (T¢) forany @ > 0and 1 < p < 0,3 there
is a unique global solution i € C([0, 00), L N W®P)_If u is a zero-mean solution, then
all the LP norms are nonincreasing, and for any 1 < g < oo, we have the decay estimates

_n_d(j_1L
Ve 0 nz 0 IVl € W (Il oo~ oy 8 H173)
(2.32)

Theorem 2.14. Let d > 1, k be a kernel satisfying assumptions ((i)), ((ii)), ((iii)). Let
v € L2([0, 00), L' (T%)) be an entropy solution to the Liouville equation (1.3), # and let
u € L=([0, ), P(TY) N W>*(T4)) be a solution to equation (2.31) with infra u° > 0.
Then

Ve >0,  Hy(fLl(u)eN) < HN(f1(3/|(/~lO)®N)+%t v, (2.33)

where € : [0, c0) — [0, ) is a continuous, nondecreasing function such that €° = 0 and
Sup,so €' < co. € depends on d, o, ||K|ly-1.~, 0|y, infpa 1.

Remark 2.15. By Remark 6.5, such a bound implies propagation of chaos with an explicit
rate, though one not expected to be optimal.

Remark 2.16. By exploiting the Fisher information as in [55] (see the next paragraph),
one can obtain a factor of the form ¢~<2’ for large ¢ in front of the term Hy (fp|(1*)®N)
in (2.33).

As commented in Section 1.1, Guillin et al. [55] have previously shown a comparable
result to Theorem 2.14. Their proof again is a refinement of [68] and uses techniques more
common in the probability community (e.g., uniform-in-time log Sobolev inequalities to
exploit the Fisher information in the entropy dissipation), as opposed to the “PDE approach”
of the present paper. They also need uniform-in-time bounds on the W>* norm of !,
which they obtain through standard energy methods, akin to the proof of Lemma 2.9, and
Sobolev embedding. Relaxation estimates neither enter into their proof nor are established.
Therefore, our proof presented below should be taken as an alternative to their work. In
particular, our proof demonstrates there is no need to use the Fisher information.

3. Periodic Riesz potentials and heat kernel estimates

We recall from the introduction that g is the unique distributional solution to the equation

V9 Sg =cas(do—1), xeT9, (3.1)

BIf @ is integral, then p = oo is allowed.
14The existence of such a solution is sketched in [68, Section 1.5].
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subject to the constraint that de g = 0. Equivalently, g is the distribution with Fourier
coefficients §(¢) = cd,5(27r|§|)s‘d1§¢o for & € Z <. One can show that g € C*(T¢ \ {0}).
Moreover, if we let

ge(x) = —log |x[1s—0 + [x| *Lo<s<a, Vx e R4 (3.2)

denote the Euclidean log/Riesz potential, then
o 1
9-9ge€C (B(O, Z))' (3.3)

For proofs of these facts, we refer the reader to [62]. In particular, these facts imply that
d d
g € L5°(T9) (the weak L space), a fortiori in L' (T?), and

Vn >0, x € T\ {0}, Ve g(x)] <n x| 757" + 1. (3.4)

We let ¢’ denote the Fourier multiplier on T¢ with coefficients (e =% g |2) gezd,and
we let K; denote the convolution kernel of e’. It is easy to check from the Fourier repre-
sentation that K, € C®(T9) and de K: = 1, for every ¢t > 0. One can explicitly write K; as
the periodization of the Euclidean heat kernel,

Ko@) = @) 42 Y o5 = (3.5)

nezd

For instance, see [19, Section 10.3]. Since K; (¢) = e~47"11¢I” it follows that for any m > %,

K =1lle < Y e g N arkgy s (36)

£eZd:£#0 £e2d:£#0

The decay as t — co may, in fact, be improved to exponential by applying % to the second
expression in (3.6) and using Gronwall’s lemma:

Viztg, (K =1l < Tt 0T0 N il (3.7)
£eZd:£#0

Additionally, by Riemann sum approximation, we have

K = lp= < > e*“””'f'zzf%’/ e IER g (3.8)
Rd

£€Z4:£#0
which shows that ||K,|| L~ = O(t‘%) as t — 0. Hence,
1K, = 1l g min(z, 1)~ 74 max(e.h), (3.9)

One can repeat the same analysis for derivatives and use interpolation to show

. ,4(1,L),ﬂ c ax(r.1
Vn € Ny, t > 0, V" (K, — Dl Snoa,p min(z, 1) 207 7)7 2= Cnpmax(t.1) (3 1))
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for any 1 < p < co. In fact, one can show that if m(D) is a Fourier multiplier with symbol
m(&) which is homogeneous of degree x and has symbol m € C®(R ¢ \ {0}), then

) _g(l_i)_ﬁ _c max(z,1)
lm(D)(Ke = Dl Sn.d.p.m(py min(t, 1) 207 7) 72 g~ Cpmpy max(e.1), @11

From these properties, we deduce that if /T « M =0, then

ol

(%_%>_%67C1),m(D) max(t,1)

(3.12)
forany 1 < g < p < co. We will use this property, sometimes referred to as hypercontrac-
tivity, in the remaining body of the paper without further comment.

vVi>0 ”m(D)elA/J”LP Sn,d,p,q,m(D) ”/J”L‘l min(t, 1)_

4. Well-posedness and L? control for the mean-field equation

In this section, we prove well-posedness for the limiting PDE (1.5) in all cases d > 1 and
d—2< s <d. The case where 0 < s < d — 2 and on R ¢ was previously treated in [92],
and the proof here is an adaptation of that argument; however the super-Coulombic case, in
particular when d — 1 < s < d, is more complicated, as the reader will see, due to the loss
of regularity in the velocity field M Vg % u. While to the best of our knowledge, equation
(1.5) has not been previously considered in the literature in its full generality, some special
cases of this well-posedness result are known in certain function spaces, as commented in
the introduction.

We record here two observations about the solution class to (1.5) that will be important
in the sequel.

Remark 4.1. By rescaling time, we may always normalize the mass to be unital up to
a change of temperature. More precisely, suppose that u is a solution to (1.5). Letting
a= /Td u®, set v! == g~ 'y'/#. Then using the chain rule,

o' = —fi> div(,ﬂﬂVg . ,ﬂﬂ) v oA AR = —div(v' Vg £ V) + FAY, (A1)
where & = o /1.
Remark 4.2. If ¢ € R, then setting v := u — ¢, one computes
0v =—div(vM Vg % v) — cdiv(M Vg % v) + o Av. 4.2)

If M is antisymmetric, then div(M Vg = u) = 0, so u — ¢ is a solution to equation (1.5).
Indeed, using that the (i, j) entry M/ of M is a constant by assumption, the commutativity
of differentiation, and M/ = —M /!,

div(M Vg * u) = MYU8;0;(g * p) = M7 0;0,(g  p) = —div(M Vg * ). (43)

since the sum over i, j is symmetric under swapping i <> j. In particular, one can always
take ¢ = f[rd w1 and reduce to considering zero-mean solutions in the conservative case.
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4.1. Local well-posedness and basic properties

We prove Proposition 2.1 on local well-posedness of (1.5). We rewrite the equation in the
mild form as

t
ul = e‘”AyO—/ e DA div(u™M Vg * 17 )dT. (4.4)
0

Let us remark here that the regularity assumptions on x in Proposition 2.1 are not optimal,
but we have imposed them to simplify the proof and because we will need such regularity
for the modulated free energy method in Section 6. Indeed, an examination of the proof of
Proposition 2.1 below reveals that it would suffice to have y € L? for sufficiently high p.

Proof of Proposition 2.1. We first consider the case d —2 < s < d — 1. Note that in this
case u — M Vg yis an order s + 1 — d operator, which is either smoothing (s < d — 1) or
of the same order (s = d — 1) compared to the regularity of u. Consider the Banach space!®

X = C([0,T], L=(T%)), 4.5)

for some 7 > 0 to be determined. For fixed u° € L*, the right-hand side of (4.4) defines a
map 7,

)
s e A0 — / e” =D div(u™M Vg * u7)dr. (4.6)
0

We aim to show that 7 is a contraction on the ball Bg C X, for R,T > 0 appropriately
chosen. Once we have shown this, we can appeal to the Banach fixed point theorem to
obtain a unique solution to (4.4) in the class X.

By the triangle inequality, for any ¢ > O,
O +

t
e e < lle /0 e DA div(u™™M Vg * u7)dt

L

t
/ e DA div(u™™M Vg * 17 )dT
0

< NPl + , 4.7)

L

where the second line follows from the heat kernel being in L'. If s < d — 1, then we may
use Minkowski’s inequality together with ||e"= "2 div |1 < (o (f — T))_l/2 to obtain

t
H/ eI div(uTM Vg * uT)dt
0

t
_1
< / (ot = 1) I e Vg # 17 e
L® 0

< Il /O (ot — 1)) bar

< lull}(t/o)?, (4.8)

151f we were to adapt the proof to R ¢, the definition of X should be modified to X := C ([0, T], L' (R¢) n
L®(R4)).



Sharp uniform-in-time mean-field convergence for singular periodic Riesz flows 25

where we use that Vg € L' If s = d — 1, then M Vg * 7 is a matrix transformation of the
Riesz transform vector of u”, which is not bounded on L*. Instead, we use the smoothing
property (3.12) to obtain

le” @8 div(uTM Vg * p)drllis < (ot =) T HuTMVg gl (4.9)

for any p < oo such that % + % < 1(.e., p > d). By Holder’s inequality and the boundedness
of the Riesz transform on L7,

™ Vg * 1 ller < lp = IMVg* 1 llre < T llzelle®llee. (4.10)
Since || - [zr < |- Iz,
t A _d_11_.d 2
/ eI div(WTMVg x pT)dT|| S 0T I ||k (4.11)
0 L=

Repeating the preceding argument, we also have for any u;, up € X,

t t

‘/O' e()’(t—T)A le(/.l‘lrMVg * Iu‘lr)dT _ ‘/O eo'(l‘—T)A le(/J;MVg % Iu;)dT
L>

d 11

Lo _d 11 d
< it = ool + el (1) ycqr + 0 5755510 ). @12

Suppose that y, u» € Bg € X. Then we have shown

1 1

4 1 1_d
17 (1) = T (u2)llx < CR||py _H2||X((T/0')%1s<d—l +o w T2 ls:d—l)~ (4.13)

for a constant C > 0 depending on d, s, M. Fix R > 2||u°|| ., where ¥ is the initial datum
for the Cauchy problem. Evidently, for 4 € Bg,

R 2 1 _d_1_1_d
ITsullx < 5 +2CR (/) tgcar + o T 2T B 1), 4.14)
Choosing T > 0 such that

_d_1 1_4d 1
2CR((T/o) Lycam 40 BT B 1) = 5, (4.15)

we have that 7 (Bg) C Bg. Now for any u1, u» € Bg, we additionally have

1
17 (1) = T (u2)llx < §||#1 - u2llx, (4.16)

which shows that 7~ is a contraction on Br. We can also extract from our analysis the local
Lipschitz dependence on the initial data,

Vi, o € Br,  llun — pallx < 20p0 = 1)l (4.17)

16Note this is obviously false for R ¢, and this step needs to be modified with the usual L*™ Riesz potential
interpolation estimate.
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We now consider the case d — 1 < s < d. The velocity field M Vg * ¢ now has less reg-
ularity than u, and we need to exploit additional smoothing to avoid this loss of regularity.
Let @, p be as in the statement of the proposition. Recycling notation, we will show that
the map 7~ above is a contraction on the ball Bg of the Banach space

X = C([0,T], L= (T n WP (T4)), (4.18)

for some 7', R > 0 to be determined.
By arguing similarly to in (4.8), we observe that for any g > d,

t
/ eI div(u™M Vg * 17 )dT
0

! _i_d
< / (0t = 1)~ 5 |17 o | Vg # 17 adr.
L> 0
4.19)

If co > p > d, then we may choose ¢ = p and estimate
IV * pTllza < V1™~ ller < VI llLe. (4.20)

If p < d, then our assumption @ > s — d + % implies by Sobolev embedding that we may
find a ¢ > d such that
Vg s u™lla < VI U llLe. (4.21)

‘We now conclude that

t
/ e DA div(u™M Vg * 1 7)dT
0

, [ _i_d
Slully [ (o(r-7)) 2 2dr
L® 0
1

b Ll d 1_d
S llullyo 2 222, (4.22)

Next, we let 6 € (s + 1 — d, 1). Then again using the smoothing of the heat kernel,
followed by the fractional Leibniz rule (e.g., see see [54, Theorem 7.6.1] or [72, Theorem
1.5]),7 we find

)
2

V] %e” DA div(u™MVg * g7 lLr < (o (t = 7)) 72"
X (19170 e 19g 5 17l + 11l NIV17 09 g 5 7l ), (423)

where p < p1, p1, p2, P2 goosatisfy%+L=

Ly
P2 P1
so that

%z%.Wechooseﬁl =ooand pp =p,

Lo 19197 0Vg * 1Tl o s I s IVI9RT Lo, (4.24)

UThe estimates are stated for R <, but they carry over to T¢ as well when restricted to zero-mean func-
tions.
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since @ — § + s+ 1 — d < a by choice of 6. We choose p; = =& and p, = <F, which are

evidently Holder conjugate to p. Then by the Gagliardo-Nirenberg interpolation inequality
(e.g., see [6, Theorem 2.44]),8

_ e 1—
(Ao (V7 1758 N 1[4 Ro7aa P (4.25)
and
T 6,7 T l_g a, T %
Vg * u ez < VI HlLre < et VTR - (4.26)

Combining estimates, we conclude

! t
”'V'a/ e 7R div(uTMVg + p)dT| < lull / (c(t 1) 2dr
0 » )

L
s 1

<o 3 )} 4.27)

Putting together the estimates (4.22), (4.27) and using the properties of the heat kernel
for the linear part of the map 7, we arrive at

_1l_d _1_d _1l_s_1_¢
1Tl < N llzomper + Clluly (o2 0T340 £ o71-87478), 428)

for some constant C > 0 depending on d, s, p, @, 6, M. Completely analogous analysis also
shows that

d 1_6 1
2

17 (1) = T ()lx < Clllallx + Ml = oollx (o2 473730 4 087478,

(4.29)

Without loss of generality, we may choose ¢ sufficiently close to 1 and g sufficiently close
to d sothat§ = g Letting R > 2||u°|| oy » We see that if we choose T so that

1-6 1
Tz =—, 4.30
; (430)

1+6
2

2CRo~

then 7 is a contraction on Bg. So by the Banach fixed point theorem, we obtain a solution
to (4.4) in X. Additionally, we can extract from the reasoning used to obtain (4.28), (4.29)
that if w1, pp are two solutions to (4.4) in Br with initial data ,u(l), ,ug, respectively, then

e = pallx < 2014 = LNl Leoryians (4.31)

which shows local Lipschitz continuity of the solution map on the initial data.
We conclude with the blow-up criterion for the solution. Suppose that Tp,x < oo, but

limsup [| ¢l (f0,71,x) < 0. (4.32)

T—Thax

18 Again, this result is stated on R ¢ but is adaptable to T¢ for zero-mean functions.
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Then, there exists an M > 0, such that for every T < Thax, ||1llc([0,77.x) < M. We choose
T sufficiently close to Tnax SO that Tiax — 7T is less than the lower bound for the time of
existence given for a solution by Proposition 2.1. Using Proposition 2.1 with initial datum
/,lT, we can then increase the lifespan of the solution beyond Tp,x, Which is a contradiction.
This completes the proof of Proposition 2.1. |

Before proving some further properties of solutions to equation (1.5), we record a series
of remarks about Proposition 2.1.

Remark 4.3. The proof of local well-posedness makes no assumptions on the sign of the
interaction or the symmetry properties of the matrix M. In particular, it is valid for both
conservative and gradient flows, as well as repulsive and attractive interactions.

Remark 4.4. By using the fractional Leibniz rule as in (4.23), but skipping the Gagliardo-
Nirenberg interpolation, one can also show in the case d —2 < s < d — 1 that given u° €
L® N WP for any @ > 0 and 1 < p < oo, there exists a unique solution to (4.4) in
C([0,T], L® N WP) for some T > 0.

Remark 4.5. Using the dependence on initial data estimates (2.2) and (2.4), we see that we
can always approximate solutions to (4.4) by C* solutions, in particular classical solutions.

The solutions we have constructed necessarily conserve mass and have nonincreasing
L' norm (conserved if M is antisymmetric); note that we did not limit ourselves to non-
negative solutions in Proposition 2.1, so the mass and L' norm a priori do not coincide.
Moreover, solutions preserve the upper and lower bounds of the initial data. One may inter-
pret this as a form of maximum/minimum principle.

Lemma 4.6. Let u be a solution of equation (1.5) as in Proposition 2.1. The following
hold.

o (Mass conservation) Fort > 0, /Td uhdx = de 1Odx.

o (Nonincreasing L') Fort > 0, || |l.1 < 110l 1

o (Maximum/minimum principle) If ¢, < u° < ¢y a.e., thenfort >0, ¢y < p' < cya.e.’®

Proof. We only sketch the proof of the first two assertions. It suffices by approximation to
consider a smooth solution. Then

% » wdx = /Td div ("M Vg ") +0oVu')dx =0 (4.33)
by the fundamental theorem of calculus and periodicity, which gives mass conservation.
For nonincrease of the L' norm, we regularize the function | - | by v/&2 + | - |2, which is C®

for fixed £ > 0. By the chain rule,
d L (div(u'M V ! Au’
el ’82+|,ut|2dx=/ p (div(u gxp') +oAu’) (4.34)
dt Jta Td Va2 + |t |2

9 As we show later in Section 5 that u” is smooth, a fortiori continuous, for ¢ > 0, the inequalities hold
pointwise everywhere.
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and the result is obtained by integration by parts and letting € — 0.

For the third assertion, consider first the lower bound with ¢; = 0. If /10 > 0 a.e., then
the solution ¢’ > 0 a.e. on its lifespan. Indeed, let u’, u” denote the positive and negative
parts of u’ respectively. Then

d . 1d

— dx = —— l+u")dx <0, 4.35

& Joa == 5 Td(lul u') dx (4.35)
where the final inequality follows from the first two assertions. In particular, if /T J1%dx=0,
then 0 < de uldx < de u%dx = 0, which implies that u* = 0 a.e. The same reasoning
establishes the upper bound with ¢, = 0: if 4® < O a.e., then u’ < Oae. for¢ > 0.

Using this result, we can also show in the conservative case that if ¢; < ,uo < ¢ ae.
(i.e., the initial data is bounded from above and below), then ¢; < u' < ¢, a.e. for every
t > 0. Simply consider u’ — ¢; and u' — ¢, which are solutions to (1.5) with initial data
1 —c; > 0and u® — c7 < 0 ae., respectively. For the gradient flow case, let 0 < ¢ <
and use integration by parts to compute

d .
A / (U —c)_dx = —/ (div(u'Vg = ') + oA )dx
Td /ltSC

= [ Verutdvron, [ VPG - s
p'<c

pl<c

vu'
t
_U/,,tzc Vi e (4.36)

The last term is nonpositive and may be discarded. For the first term, observe that
Vu'l,i<. = =V(u' - c)- a.e. Hence, integrating by parts,

- / Vit Vg i = cas / (' — &) VP4 (. (4.37)
/ltSC Td

Similarly, u'1, <. = =(u" — ¢)- + 1,4 <, which implies that the right-hand side of (4.36)
is <

cd,sc/ V|24 (u')dx. (4.38)
p'<c

In particular, in the Coulomb case s = d — 2 and assuming u’ > 0, the right-hand side is
<cgscl{u’ < c}|(c— fa). For general d — 2 < s < d, we use the definition of the fractional
Laplacian on T (e.g., see [42, Proposition 2.2]) to write

t t
VI (1) gy = / / p(x) = 1 (y) . n
/,, ISCI I (u")dx = Cs.q Z e Jra ooy = KD dydx (4.39)

kezd

Evidently,

/ / KO =10 e <o, (4.40)
H'Zcdu

tse X —y— k|d+(2+s—d)
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Since by swapping x <> y and making the change of variable —k — k,

t _ oyt
Z/ / MO =)
© JuzcJpt<c |x — y — k|d+(2+s=d)
t _ oyt
) Z/ / H0) i) dydx =0, (4.41)
 JuzcJpi<c |x — y — k|d+(2+s=d)

we conclude that the right-hand side of (4.38) is < 0. Hence, _[T +(p" = ¢)_dx is nonincreas-

ing, and so if ¢ is chosen such that inf 4° > ¢, then [er (' = ¢)_dx = 0 for every ¢ in the
lifespan of y. This implies that inf u > inf x°. An analogous argument shows that if ¢ > f,
then de (4" = ¢)4dx is nonincreasing. In particular, if ¢ > sup u°, then de (' —c)ydx =0
on the lifespan of y, implying sup u! < sup u°. n

We conclude this subsection with the proof of Proposition 2.2, showing that the solu-
tions given by Proposition 2.1 are, in fact, global (i.e., Tipax = 00). Thecased —2 < s <d -1
is a triviality since we know from Lemma 4.6 that the L® norm is nonincreasing. For
the case d — 1 < s < d, we are not able to show yet—but we will in the next section—
that [|g!||yi7e.p is controlled by ||u°|lyi7e.» . But this is unnecessary: it suffices to show that
[l ||yi/e.p cannot blow up in finite time.

Proof of Proposition 2.2. For the case d —2 < s < d — 1, we have already explained the
proof. For the case d — 1 < s < d, we simply need to revisit the proof of Proposition 2.1.
Recalling estimates (4.19), (4.20), (4.21), we have

t
/ e Giv(uTM Vg = u7)dt
0

! _l_l (04 T
< 1O /0 (ot =)~ 5 VT o dr,
LOO
4.42)

for some g > d depending on p. Recalling estimates (4.23), (4.24), (4.25), (4.26),

t
”|V|"/ e DA Giv(u ™M Vg * u7)dt
0

Lr

t
_1_9s
< 1l /0 (o (=) NIl dr, (443)

for § € (s+ 1 —d, 1). Note here that in the gradient flow case, we are implicitly using the
interaction is repulsive to control [|u'||z~ < [|u°|| L~ (recall Lemma 4.6). Hence,

t
0 0 _l_d
It lsawer S N0 Lopyen + 1 I|L°°/0 (@t —7) 2 2 |[[V[*uT||rdT

t
+/ (o(t =) 2 2|VIL" |rdr.  (4.44)
0
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By adjusting g or ¢ if necessary, we may assume without loss of generality that g = %.
The singular Gronwall lemma [80, Ch. 5, Lemma 6.7] now implies that for any 7 > 0,

sup ||’ psnanr < 00, (4.45)
0<t<T

completing the proof of the proposition. ]

4.2. Control of L? norms

We already saw in Lemma 4.6 that the L' and L norm of a solution are nonincreasing.
By interpolation, this implies that for any 1 < p < oo,

1 1-L
iz 0, il < 1017 10l (4.46)

As we show in Lemma 4.9 below, it is possible control the L?” norm, for any 1 < p < oo,
of the solution in terms of the L? norm of the initial datum.

Before stating and proving the lemma, we recall some technical preliminaries. The first
is a type of Poincaré inequality adapted from [1, Lemma 3.2]. Note that when p = 2, the
inequality is the usual Poincaré inequality, which is a trivial consequence of Plancherel’s
theorem. We include a sketch of the proof for the reader’s convenience.

Lemmad4.7. Letd > 1 and 1 < p < co. There exists a constant C > 0 depending only on
d, p, such that for any f with [rd f=0and |f|% sgn(f) € WH2(T9), it holds

/Ti |F|Pdx < C/Td IVI£]% 2dx. (4.47)

Proof. The proof is by contradiction. Suppose there is a sequence of f,, with []rd fn=0,
[| fullr =1, and ||V(|f,,|§ sgn(fu))llz2 — 0asn — co. By approximation, we may assume
without loss of generality that f,, is C*. Set g, = | f,| 7 sgn( f). Since g, is bounded in
W1-2(T9), the Rellich-Kondrachov embedding implies that (up to a subsequence) there is a
g € Wh2(T) such that ||g, — gll;2 — Oasn — co. Since 1 = || f,[|7, = ||gn||iz, it follows
that 1 = ||g||;2. Since ||Vg,|[;2 — 0, it follows from lower semicontinuity that Vg = 0,
which implies that g = ¢ for some constant c. Since ||g||;2 = 1, in fact, ¢ = 1, which implies
that f = |g|% sgn(g) = 1. Since f,, = |gn|727 sgn(gn) — f in LP by the fact that g, — g in
L?, we also have that f, — f in L'. This implies that [, fdx = 0, which contradicts that
¢ = 1 above. ]

The second ingredient is a positivity lemma for the fractional Laplacian, adapted from
[42, Lemma 2.5], which one may view as a “cheap” version of the Stroock-Varopoulos
inequality (e.g., see [14, Proposition 3.1]).
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Lemma 4.8 (Positivity lemma). For0 < a <2, f € C*(T%),2°and 1 < q < o, it holds
that

/ 1£197 sgn(£)|V| fdx > 0, (4.48)
Td

We now come to the main lemma of this subsection, which uses the assumption that g
is repulsive in the gradient flow case and d — 2 < s < d, in contrast to Proposition 2.1.

Lemmad4.9. Letd -2 <s<dand 1 < p < oo, If u* is a solution to equation (1.5), with
the condition that u* > 0 if M = —I, then

Vi >0, I e < Nelllee. (4.49)

Furthermore, in the case when M is antisymmetric, there is a constant C > 0 depending
only on d, p, such that

Ve>0, g = allee < e Tl - dllee. (4.50)

Proof. Without loss of generality, suppose that u is a classical solution to equation (1.5).
Using the chain rule, we compute

d _ _
U1, =p [ 17 sentutyound dx = por [ 1107 seniu g ds
t Td Td
“p [, W17 senu) div(u 1 Vg < p)ds. - (45D
Td

By the product rule,

- p/ ' 1P~ sgn(u") div(u' M Vg * u')dx
Td

= —p/ |p"|P div(M Vg * ,u’)dx—p/ | 1P~ sgn(u!) V! - (M Vg * p')dx. (4.52)
Td Td

Since
Pl 1P~ sgn(u')Vu' = V(|u'|P), (4.53)

an integration by parts reveals that

p / 17" sen(ut) div(u' M Vg » w)dx = —(p — 1) / 1P div(M Vg # 1) d.
Td Td
(4.54)

20The C*™ assumption is qualitative. One just needs enough regularity for the integral in (4.48) to make
sense.
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Finally, write
t

u

sgn(p') = lim ———. (4.55)
=0 \JeZ + |2
Integrating by parts,
p/ |u' 1P~ sgn(u')Ap' dx
Td
= dim (== [ pas
e—0* Td \ /62 + |/Jt|2
_p/ |Iut|p 1 |VM |2 / | t|p 1 |M |2|Vﬂ |2 B Ll T Yl N 9
T Ve +|u'P? |2 (€2 +|ut|?)3?
==p(p=1) [ WA P
4(p-1
:—&/ V|t P22 dx. (4.56)
P Td

After a little bookkeeping, we arrive at

. (p-1 P
—||/1 17, ==(p - 1)/ |’ |P div(M Vg * p")dx — 4o VI | [Pdx.
Td P Td
(4.57)

Suppose that M is antisymmetric. Then recalling (4.3), identity (4.57) becomes

(-1
|| "y, =-4o0 P IIVINIZIILZ, (4.58)

which implies that ||u||? L» is nonincreasing and, in fact, strictly decreasing unless || is
constant. Additionally, since u’ — fi is also a solution to equation (1.5), replacing u’ above
with u’ — f, we find that

(p-1) 4Cq,po(p —1)
p

—|| "—ally, =40 IVIa' = al =12, < - I = all7,. (4.59)

where the final inequality follows from application of Lemma 4.7. From Gronwall’s lemma,
we then obtain

' = all?, < e Caroty® — m?,, (4.60)

where we have redefined C; , compared to above.
Suppose now that M = —I. Then

div(Vg * ') = —cq | VI (u' - 1), (4.61)
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so that (4.57) becomes

d - _ do(p-1) P
SN =~(p = Deas [ WP = g - 2= [ 9 P
4 Td p Td
(4.62)
If s =d -2, then

- _ 1 _
/N [ 1PV =2t = @ = Ik 1750 = Al 1], 2 0, (4.63)

where we have used that u’ > 0 by assumption, so that g = ||u’||;1 < ||¢!||Lr, and that
- Nppsr = llLe. If d =2 < s < d, then we may apply Lemma 4.8 with f = u’ (again
using that g’ > 0 by assumption) to obtain

/T T PIVPR G e 2 0. 4.64)

In all cases, we conclude that

d 4o(p-1) P
EIIM’IIZ < ————IVIu" |2 7., (4.65)
which completes the proof of the lemma. |

Remark 4.10. In the Coulomb gradient flow case M = —I and s = d — 2, we can actually
obtain an exponential rate of decay for ||u’ — f||Lr,for 1 < p < oo, through a modification
of the proof of Lemma 4.9. Since we do not use such a result in this paper, we do do not
report on the details.

4.3. Free energy and entropy control

In this subsection, we show how the free energy and entropy provide a priori estimates
for solutions of equation (1.5), as well as rates of convergence as t — oo to the unique
equilibrium given by the uniform measure on T¢. We assume through this section that y is
a probability density solution. Recall from Lemma 4.6 that mass and sign are preserved and
given a nonnegative solution, we may always rescale time (up to a change of temperature)
to normalize the mass to be one, as explained in Remark 4.1.

If M = I, then the free energy associated to equation (1.5) is defined by

1

Tolw =0 [ togudus 3 [ or=du®(xy) = oEni(u) + Eng(a). (466
Td 2 J(ray

consisting of the entropy and the energy of w. Evidently, both terms in the definition of

Fo () are nonnegative and, in fact, are equal to zero if and only if u = 1. Equation (1.5)

with M = -1 is the gradient flow of ¥, in the sense that (1.5) may be rewritten as

O = —div(/,tV— (4.67)
ou
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67:0
ou

where is the variational derivative of #,. Consequently,

d
T (1) = =D (), (4.68)
where D, is the free energy dissipation functional given by
2
Dy (u) = /Td loVlog(u') + V(g = u")|" du'. (4.69)

There is a deeper significance behind the relationship of the free energy to equation (1.5)

in terms of gradient flows on the manifold of probability densities on T4 (e.g., see [2]). But

we will not make use of this structure and therefore make no further comments on it.
Expanding the square,

Do (1)
=/ |o-Vlog(y’)+Vg*y’|2dy’
Td
:o-z'/Tl |Vlog(u’)|2d,ut+20'/Tl(Vlog(u’)-Vg*y’)dy’+/rd Vg * u!|*du’

> o [ 1V toglu) P + 2006, [ 191
Td Td

2+s-d
FPds+ [ 9w P, @70)

where the final line follows from integration by parts in the second integral of the penul-
timate line and the definition of g. Thus, we see that D, (u’) = 0 if and only if u’ = 1.
Since the uniform measure is a stationary solution to equation (1.5), uniqueness of solu-
tions implies that if u* = 1 for some ¢ = tg, then u’ = 1 for all ¢ > 7y. Thus, the free energy
is strictly decreasing unless u’ = 1, at which point it is then constant for all future time.

For conservative flows, the free energy is no longer the right quantity to consider.
Instead, the entropy alone suffices. Given a classical solution of equation (1.5) with anti-
symmetric matrix M, we compute

di log(u")du’ :/ Ap' (1+1og(u'))dx =/ (cAp' — div(u'M Vg = ")) dx
t Td Td Td

—/ div(u’MVg*,u’)log(,ut)dx+0'/ log(u')Ap'dx. (4.71)
Td Td

By the fundamental theorem of calculus, the first term in the right-hand side of the second
equality is obviously zero. The second term is also zero. To see this, we integrate by parts
using that div(M Vg = u’) = 0,
—/ div(u'M Vg * u') log(u')dx = / Vu' -MVg * u'dx
Td Td

_— / div(M Vg * u')du' = 0. 4.72)
Td
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For the third term above, we also integrate by parts to obtain

0'/ log(u’)A,u’dxz—cr/ Vlog(u') 'V,u’dxz—cr/ |V log(u)Pdu’. (4.73)
Td Td Td

The right-hand side is the Fisher information of u'. Putting everything together, we find

d

a Nt — _ V(2.9
a ) log(u')du O—-/’]I‘d |V log(u")|"dp’. (4.74)

Similar to the free energy dissipation functional, we note that the right-hand side is zero
if and only if p’ = 1. If u* = 1 for some ¢ = £y, then the uniqueness of solutions and the
fact that 1 is a stationary solution imply u’ = 1 for all t > #,. Thus, the entropy is strictly
decreasing unless at some time #g, 4™ = 1, at which point the solution remains identically
one and the entropy is zero for all subsequent time ¢ > 7.

The dissipation of free energy/entropy can be combined with the log Sobolev inequality
(LST) for the uniform measure on T¢ to obtain rates of convergence to equilibrium as t — co.
We reproduce this LSI from [55, Lemma 3].

Lemma 4.11. For any probability density f on T¢,

1 2
/T Jlog(P)df < /T Viog(/)df. @.75)

Using Lemma 4.11, we may obtain the following exponential rate of decay for the
free energy/entropy. Pinsker’s inequality (e.g., see [102, Remark 22.12]) and interpolation
imply an exponential rate of convergence to the uniform distribution as t — oo in any L?
norm, for finite p.

Proof of Lemma 2.3. By approximation, we may assume without loss of generality that u
is a classical solution. Consider first the gradient flow case. From (4.70), we find

2+s

d S —di
STy <=0 [ ioglu )Pt - 20ca, [ IV WA @70
dt Td Td

Observe from Plancherel’s theorem that

24+s—d s—d
/ V)25 (u) P = (2n) / 1195 (') Pelx
Td Td

_@np

/ o — AP (xy).  @T7)
Cd,s (T4)?

Applying Lemma 4.11, we then find

d
ST < -sw0 [ top(u)a 2022 [ o=yl xy)
Td (Td)Z

< 8120 Fo (u'). (4.78)
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By Gronwall’s lemma, we conclude that
For(p') < For(u)e 7", (4.79)

For the conservative case, the argument is essentially the same, except we now use the
entropy dissipation (4.74) instead of the free energy dissipation (4.68). We ultimately obtain

Ent(u') < e 8% 7 Ent(10). (4.80)

By Pinsker’s inequality, (4.79) and (4.80) respectively imply

o 1 _gx2 .
Sl =TI+ Sl = 1P g < Fo(ue™ 7 ifM ==L, (4.8D)

||/1 - 1||2 < e 87T ER(u0), if M is antisymmetric. (4.82)

By Lemma 4.6, we know that ||u’||z- < ||u°||z-. Combining this fact with (4.81), (4.82)
and interpolation, we conclude that for any 1 < p < oo, if M = —I, then

1_1

p_Tr 1-
It =1l

1_1
< (1+ 1l ll(“‘” 7\ 2F (u“)/cf) (4.83)

and if M is antisymmetric, then similarly

~j—

S

1_,

' = Uler < llp" =117

S|

|~
=

= (6—4"2‘”, /2Ent(,uo)) B (4.84)

This completes the proof of the lemma. ]

Ta\—
\\—
-3
o

1 <(1 o,y
Il lLr < (1+[lg"llzr)

44. LP-L9 smoothing

In the previous subsections, the decay estimate for ||u’ — 1]|.» required at least control on
[l°|| >+ wWhen using the free energy/entropy. Moreover, we have not yet obtained a decay
estimate for ||u’ — 1||.~. In this subsection, we show that it is possible to obtain decay
estimates in terms of much weaker control on the initial data.

To do this, we need a log-Sobolev inequality for the uniform measure on T¢. We could
not find in the literature the exact form that we need, so we include a proof below (without
any outright claims of originality).

Lemma 4.12. There exist constants Crs.1, Crs.2 > 0, which depend only on d, such that
forany f € C*(T%), with f = de fdx, and any a > 0, we have

f2 2 d 2 712
R v K Slog(@IfI2: < a (CosalV AR+ Cosal /). @89)
Td
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Proof. The argument is classical and proceeds through Jensen’s inequality and Sobolev
embedding. Suppose first that fT o« f2dx =1, so that f? is a probability density on T¢. Then
for p > 2, write

/Td f2log fdx = ]7%2 /Td 12 log(fp’z)dx < ﬁ log(||f||2Lp). (4.86)

From the inequality log¢ < at —loga, for any ¢, a > 0, it follows that
p

2(p

35 1os (1710 ) < 575 (@l 1 ~loga). (487)

T 2(p-2)

Observe from the triangle inequality that || f||z» < ||f — fllLr + |f]. If d > 3, then we
choose p = % and use Sobolev embedding to obtain that the right-hand side is <

d _
Z(zacéob’%uwniz +2alf? - loga). (4.88)

If d < 2, then we choose any 2 < p < oo and use Sobolev embedding plus interpolation to
instead obtain

p 2
30— =110
__ P 2 \7! .
C2(p-2) ' (d(p—Z)) 10g(||f||L§) ))

d ~ _ . _4p
< Z(a(llf—fllLP +|fl) @D —10ga)

4p
d ~1-d(i-1) _ d(l_i}) _\dp-2)
< Z(a(CSob,p”f_f”Lz Sl +|f|) —loga)
di 2y [ - 4 Tl ﬁ(pd(%,i)) )
< Z 24dp-2 g |f|d(p—2) +CSob,p2 F2 P ”Vf”LZ —loga
d._4__1 [ = S _dp (j_g(1-1)
< Z(Zd(pa a(|f|2+C§I;)’b’22d("2)( 27p )”Vf”iZ —logal, (4.89)

— 4p
where we have implicitly used above that | f| < || f||;2 = 1 and the convexity of | - | T . To
remove the assumption /T « f? =1, we apply the preceding argument to g := f/|| f|| .2, which
satisfies .[]I‘ . &2dx = 1. This then gives the inequality in the statement of the lemma. ]

Next, we show that for any time ¢ > 0, the L” norm of u controls the L4 norm of u?, for

df1l 1
1 < p < g < o0, at the cost of a factor blowing up like (o7) 2 (" ") ast — 0 and like e€“*
as t — oo. In other words, this gain of integrability, sometimes called hypercontractivity,

is only useful for short positive times. This is in contrast to the setting of R ¢, where one
_d(1_1
has this L”-L4 control with only a factor of (ot) ? (" a ), which yields the optimal decay

of solutions as t — oo (cf. [92, Proposition 3.8]).
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Lemma 4.13. Letd > 1 and d —2 < s < d. If p is a solution to equation (1.5), then for
1 <p<g<oo

Vi>0,  lulle < Cpgalon) 2@ eCraas| O]y, (4.90)
where Cp, 4.q > 0 depends only on p, q,d.

Proof. We have already seen that we may assume without loss of generality that u is spa-
tially smooth on its lifespan and y is C™ in time. Therefore, there are no issues of regularity
or decay in justifying the computations to follow. The proof is based on an adaptation of
an argument, originally due to Carlen and Loss in [29] and extended in [92].

For given p, g as above, letr : [0,T] — [p, q] bea C' increasing function to be specified
momentarily. Replacing the absolute value | - | with (€2 + | - [*)!/2, differentiating, then
sending € — 0%, we find that

At

2p,, 2 ()-1 r(t)
PO 10 i = 40 / o
Lrt

e [0 senGut audax
—r(1)? /Td | 7O sgn(pf) div(u'M Vg = u')dx.  (4.91)
Above, we have used the calculus identity
Lx@ = 5(0x(0 g x(1) + y(Di(0)x()* ! 4.92)

for C! functions x(r) > 0 and y(¢). As shown in the proof of Lemma 4.9,

or(1)? /T O sen(u e (1) /T O sgn(u) div(u Vg » i d
< —4o(r(t) = 1) / V| "D 2dx.  (4.93)
Td

Hence,

PO o < 70 [0 e
M Lr®) M lLr@) M 4 ” t”r(l‘())
Lrt

—40'(r(t)—1)/ V| |72 2dx.  (4.94)
Tcl



40 A. Chodron de Courcel, M. Rosenzweig, and S. Serfaty

We apply Lemma 4.12 to the right-hand side of inequality (4.94) with choice a =

8 -1 ;
r'((rz()rd(—é)m’l) and f = |u'|"®)/2 to obtain that

: 8o\ .10
P I S N < 0 310 (— I 1)

7(1)dCrs.1 Lr®
. 40Crs(r(t) = 1)

7 ()
(4.95)
oy

Lr(®)/2°

with the implicit understanding that 7(¢) > O (i.e., r is strictly increasing). Define

G (1) =log(llx' I r)- (4.96)
Then it follows from (4.95) that
d 1 r(t) d o (r(t) —1)
26wy = L < -2 L ( .
dt ||| rey dt r(1)% 2 F(t)dCrs.1
40 Crsa(r(t) = 1) I 150
C 3 O (4.97)
a2 )
By Holder’s inequality, “HAL,HHL—”:);Z < 1. Seting s(¢) == 1/r(¢) and writing % = —#,
Lr t

we find from (4.97) that

—G(t) < S(t)( IOg( S(t)(l - S(t)))) + g(—S'(t)) log(-3(1))

4O'CLS 2
Crs,1

dCps
( (1) - s(2) ) (4.98)

So by the fundamental theorem of calculus,

T
G(T)-G(0) < A S(t)%l log( Y(I)(l - s(t)))dt

dCrs

T
_‘51/0 S(t)log(—s'(t))dt+%/ (s() = 5(0?)dr. 4.99)

We require that s(0) = 1/p and s(T) = 1/4, so by the fundamental theorem of calculus,

T ) d
/0 s(t)zlog(dc

87 (1 - s(t)))dt
LS,1

_ d 8o s —(1-5) s=1/q
= E(IOg(dCLs,l )s +10g(s (I=y) ) -2s |S=1/p. (4.100)

Using the convexity of a — alog a, we minimize the second integral in the right-hand side
of (4.99) by choosing s(¢) to linearly interpolate between s(0) = 1/p and s(T) = 1/q, i.e.

1{1 1
§(1) = —(— - —), 0<t<T. (4.101)
T\q p
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41
Thus by fundamental theorem of calculus,

d ", , d(1 1 T
- 5'/0' S(t) log(—s(t))dt = —5(1—) - 5) log(m) (4102)
and

40'CLS,2

T 1(1 1\\ '40Crs>
T ho,e _ 2 S Il B
Crs.1 ./0 (S(t) $() )dt ( (‘1 ))

T » TS,I/OTS(t)(S(t)—s(t)Q)dt

(AL e )
T\q p

Crsa \2 73 ) st (4.103)

The desired conclusion now follows from a little bookkeeping and exponentiating both
sides of the inequality.

(]
Combining Lemma 4.13 with Lemma 4.9, we obtain the Corollary 2.4.

Proof of Corollary 2.4. If ot < 1, then by Lemma 4.13,

_d(l_1
It llLa < Cpg.alo(t/2))” 2P

_d(1_1
< Cpaaler(t/2) 168 Coaar o), 4.104)

where the final inequality is by Lemma 4.9. If ot > 1, then by time translation invariance
of solutions and Lemma 4.13 again,

d

_d(1_1 _ 1
1 o < Cpgalor1/20) 5 78) Crmarro =2y < €.

(4.105)
In the conservative case, we may also obtain from combining Lemmas 4.9 and 4.13,

df1l 1
ot 1 77(’7’75) it L to_ 1
I = 1]|a < Cp,q,d(a-mm(z, ;)) eCp,q,dtTmm(z’za)||ﬂmax(z” 75) _ e
df1_1
2

L1
. _d(1 . .
< C;,q’d(mm(o't, 1) (1 q)e o max (L.

i = Ulew,  (4.106)
provided that p < co. This then completes the proof of the corollary.

(]
Lastly, we prove Corollary 2.5.

Proof of Corollary 2.5. The argument exploits the mild formulation of the equation (4.4)
together with the smoothing properties of the heat kernel. Arguing similar to in the proof
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of Proposition 2.1, for any 1 < g < oo, we have

eO’(t—T)A

" = 1lza < lle" A (1® = Dllza + div(u

dr
La

< Cap, q(tﬂ)ﬁ(” ">|I# — e

1

t _1_df1_1
+Capg [ (=) T o Vg # (47 = Dllmdr,
0
(4.107)

where 4 (% - é) <3 and -+ ﬁ =-—. Using Corollary 2.4 on ||u7||Lr1 and Young’s

inequality/boundedness of Rlesz transforms (assuming pp < co)on ||[M Vg (u™ —1)||r2,
we find

/ (ot =) 26 T o M Vg # (47 = Dl

_l_df1_1 _d(1_
(O'(I—T)) 40 ‘I)mm(O'T 1) iy "')Ilﬂ L sup [lu™ =1l dr,
O<7<t

(4.108)

1

where ry is chosen so that % (% - ;) < % Choose p; = o0 and p; = p. If ot < 1, then by

rescaling time, the integral in the last line becomes

i (,_,) 1 _l_d(i_l> i
(ot) * 6 pa sup llu” = 1ler (1-7) 2 2\r 9/772dr,  (4.109)
0

O<7<t

which implies that

It = Ule < Cpgar (o) 2071000 sup ™ = Uir.  (@110)

O<7<t
Using time translation and an iteration argument, the L” norm in the right-hand side can
be reduced to an L' norm, to which we can applying Lemma 2.3.
More precisely, suppose that g = co. Fix a time 7, and fix a step size

o1y
oK < mln( 2(d+l) 2(d+l)) We choose a sequence of GXpOHGHtS

OO=p0>p1>'-->pd>pd+1=l, (4111)
such that ¢ (ﬁ - pl) < % By translation the initial time, we observe from (4.110) that
for any ¢ — ik <t < 19,

i = Ul < Cao (o) HET 2 @08 sup T = g,

t—(i+1)k<T<t

4.112)
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Implicitly, we have used that ||u7 ||« is nonincreasing. This implies

—d— _d _
It = Ul < Caor™ N ok) 5 |u' PO sup lu" = 1. (4.113)

t—(d+1)k<t<t

Applying Lemma 4.13 to ||~ (¢*D%||, 4 to go from L¢ to L' and applying Lemma 2.3 to
[[4™ = 1|| .1, the preceding right-hand side is <

Cd_3 . . _ (d2+d-1) oot
Cyo™ %" 2(min(ot, 1)) T e N For (1), (4.114)
for constants Cy, cq > 0 depending on d. Note we have implicitly used that ||u°||;1 = 1.
This now completes the proof. ]

5. Derivative decay estimates for the mean-field equation

In this section, we prove Proposition 2.6 on the exponential rate of decay as ¢t — oo for the
L4 norms of derivatives (of arbitrarily large order) of solutions to equation (1.5), which we
know are global by Proposition 2.2. In particular, we show that solutions are smooth for
t > 0. We assume throughout this section that /]rd u® =1 and that x® > 0if M = —1I.

Before starting the proof, let us record some remarks about the statement of Proposi-
tion 2.6

Remark 5.1. The constants and functions in the statement of the proposition additionally
may depend on d, s, M. One may extract a more explicit dependence of W, 4, W, 4 on
their arguments from the proof of Proposition 2.6; but we do not find it enlightening and so
do not present it. We only remark that W, ,, W,, , do not depend on the argument % ( u°)
if M is antisymmetric (conservative case).

Remark 5.2. The exponent A is chosen so that ||Vg * u||;2 < |||l g1, . See Remark 5.5
below for further motivation.

Remark 5.3. By using the time translation trick, one can apply Proposition 2.6, going
from 7 = to 7 = f9 := min(4,7 — 7-), leading to the argument |||z~ in W, g, Wy 4.
One can then use Corollary 2.4 to eliminate the norm ||u®|| .~ at the cost of additional
factors of (ot)~'. Since this does not help us—and we know that u’ € L™ for any ¢ > 0
automatically—we have chosen to keep the L* dependence for simplicity.

So as to make the presentation easier to digest, we break the proof of Proposition 2.6
into a series of lemmas, which are proved in the upcoming two subsections. In Section 5.1,
we treat the range d — 2 < s < d — 1, showing (2.15), (2.16). Then in Section 5.2, we treat
the harder, remaining range d — 1 < s < d, showing (2.17), (2.18). This then completes the
proof of Proposition 2.6 and, together with the results of Sections 4.3 and 4.4, establishes
assertion (1.14) from Theorem 1.1.
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5.1. Thecased-2<s<d-1

We begin with the temporal decay estimates for the L? norms of the derivatives of u’ (note
V& u! has zero average for n > 1 and similarly for |V|?u’ if @ > 0) in the easier case
d—2 < s <d-1.Thefirst step is to prove Lemma 2.7 on the short-time gain of regularity.

Proof of Lemma 2.7. Our starting point is the following identity, which follows from com-
mutativity of Fourier multipliers,

t
Aapt’ = 2o’ - / e A div 8y (WM Vg * 1) dT, (5.1)
0
where @ = (ay,...,aq) € Ng is a multi-index of order |a| = 1. The general case || > 1 will

be handled by induction. As the heat kernel is singular at T = ¢, we divide the integration
over [0,7] into [0, (1 — &)¢] and [(1 — &)t,¢], for some & € (0, 1) to be determined. Applying
triangle and Minkowski’s inequalities to the right hand side of (5.1) leads us to

eI iva, (WM Vg ut)||  dr

t(l-¢)
A
10t < '™ 001s + [
0

t
)
t(l-¢g)

We respectively denote by Ji(7), J2(¢), J3(¢) the three terms in the right hand side of the
previous inequality and proceed to estimate each of them individually.
J1(¢) is consequence of heat kernel estimate (3.10) and Young’s inequality:

La

eI diva, (WM Vg * 1)

dr. (5.2)
L4

1

~ —4(*—i)—l ~Coty,,0
Ji(t) $ (min(ot,1)) *\7 2] 2™ |u” = 1| Le, (5.3)

forany 1 < p < g < 0.
Consider now J,(¢). By (3.12) and Holder’s inequalities, we have forany 1 < p < g < o0,

Ha(,e”(f—”A div (1 "M Vg % )

La
_d(1_1)_
€T minor(r - ), 1) 58 g« T

(
(

A

e

_L)
8 e 1M Vg % 7 o

<=

e €7 min(o(t — 1), 1)

A

e

-1 . _1
)" (min(err, 1) 10l M Vg * 17 110
54

=
Q=

e o) min(o(r - 1), 1)

A

where we applied Corollary 2.4 to ||u7|| .~ to obtain the last line. If p = co (and s0 g = o0 as
well) and s = d — 1, the Riesz transform Vg is not bounded on L” and so we will be out of
luck in trying to estimate ||M Vg * u’||Lr in terms of u’. Instead, we modify the preceding
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argument to obtain that for any d < r < oo,

H@ae‘f(’_T)A div (u™M Vg * u7)

LDO
< e €70 min(or(e = 1), )7 F (min(or, 1) 0] g Mg 7l
(5.5

Combining the estimates (5.4) and (5.5), we have shown that forany 1 < p < g < oo and
d<r<oo,

o(t—-7T)A q; T T : _ _%<%_$)_l
Oqe div (u™ Vg * u) Lo < min(o(t — 1), 1)

— - : -1
x e” 7T (min(o, 1)) 2(||u°||Ld||MVg*ufilml s<d-1
s=d—1Ap<co

+min(o (1 = 7), 1) (min(er, D) 1Ol o,

MV + 17 - tnpmen) . (5.6)

We then use (2.13) from Corollary 2.4, if M is antisymmetric, or (2.9) from Lemma 2.3,
if M = —I, to bound for 1 < r < oo (same for r replaced by p)

IMVg* T ller < 1™ = Uier < e’ = Ul Ly as (5.7

+(1+ | =) (e‘c””a/ﬂ(u‘))/a) Mo, (5.8)

Since 7 < ¢ and ot < 1 by assumption, we can drop the min(-) and exponential factors
above. It now follows that

o(t-7)A 3; T T _ —%<IL,—$)—1 -1
Oqe div (p™ Vg u) La S (o(t—-1)) (o1)72

1
-1 p
x (||#0||Ld(||#0 = Ulze b s+ 1+ 110lz=)" "7 (\/7‘}(#0)/0) IV | PO

1

-1 "
1O (10 = e tag s+ (14 1O) ' (J%(u%/a) L=t

.
x(m) 1,,200). (5.9)
o

Adjusting C,C’, = %" if necessary, we may assume without loss of generality that C =

sy 0

C'= CT” = %’. Recalling the definition of J,(¢) from (5.2) and using the dilation invariance
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of Lebesgue measure, we arrive at

A —d(i_1)_1
50 % 22100 o (o)1)

1

-4 b
x ((II#O = Ut s, + I (Fo (00/0) 7 Dipmt JLpeos

1

1-1 2
(I = e tig a4 1K (Fo (W) /0) 1M=_H)1p=m), (5.10)

where d* = d*l‘;:d,],\p:oo +d(1 = 1s=g-_1rp=c0), d < r < 00 is arbitrary, and

1-& daf1_1)_ . %
A, ::/O (11— 3F-3)1-4 (1p<m+((17ﬁ) 1,,200)411. (5.11)

Finally, for J3(¢), we have by product rule and triangle inequality,

Hﬁae‘T(t_T)A div(u™M Vg * u")

La
< e €70 min(o (1 = 1), 1) 2 (|00u™ Vg * 17 || 10 + |1 ™M Vg * o ||1a).
(5.12)

If s < d — 1, then since Vg € L', we obtain from application of estimate (2.12) of Corol-
lary 2.4 to ||u" || L,

Haae‘T(’*T)A div (U™ Vg * u7)

L4
. -1
min(o(r - 7), )72 lu" | = 100" || La

< e €7D min(or(r = 1), 1) "% min(or, 1) 72 |10l allfap Nl o (5.13)

< e—C(T(l—T)
If s=d — 1 and g > 1, we modify the argument (to account for Vg ¢ L") to obtain, for any
I <r<gq<oo,

_l_d(1_1
“(9(,60'(’_7)A div(u™Vg )| <e €7D min(o(r-1),1) 2 2 (’ q)

La
X (™M Vg s Oqu™llLr + 10o ™ MVg* p"|lLr).  (5.14)

We have by Holder’s and Young’s inequalities,

™M VG Qo™ |lLr S [IMVG s Oau™|lLr |||
S NOap - lpe™ |l L
< Oau  Nzallu™ L. (5.15)
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Again, by Holder’s inequality plus the boundedness of the Riesz transform,

10ap ™M Vg ™ |[Lr < 10ap||La MV * pt| rg

q-r

S NBap™lLalln™ =11 ra (5.16)

q-r "

Taking r close enough to g so that % - % < 1, it follows from (5.15), (5.16) and application
of (2.12) to [|u" ||z,

< e—Co‘(t—‘r)

Haaea(t—‘r)A div (ﬂTMVg *”T) a5
q

_l_d(1_1 _lyd(1_1
xmin(o(t —71),1) *? 2(’ q)min(a"r, 1) 2+2<’ q)”NO” (611 : 10ait™ | La-
-G -

(5.17)

Combining the estimates (5.13) and (5.17) and dropping the min(-) and exponential
factors using the assumption ot < 1, we arrive at

! -1 _1
I3 (1) < 11100 o /(1 )(ff(t—T)) 2(o1) 2 [|0au" || La
t(l-¢

0+
T
X (1S<d—1 + (([ — T)) 1s=d—l,q>l) dr. (5.18)

Combining the estimates (5.3), (5.10), (5.18), we obtain

_d(1_1)_1 A _d(1_1)_1
b < 1 = Ve (o) #7874 B2 0y oy 450

1

1- 2p
x ((qu = Uleo s as + 101" (For (1)/0) 7 Tasmat ) pes

1-1 %
+ (1 = Ve o s+ 11 (Fer () er ) 1M=_H)1,,=m)

0 ' -1 -1 T
+ |1l ar 0 )(U(l—T)) 2(07) 2| 0ap || La
t(l—-¢&
T 0+
X (ls<d—1 + (m) 1x=d—l,q>l) dr. (5.19)
To close the estimate for || ||z, we define the function (for 0 <t < o~ 1)

o0 = sup (o058 017 . (5.20)

O<7<t



48 A. Chodron de Courcel, M. Rosenzweig, and S. Serfaty

Using this notation, we rearrange (5.19), using the dilation invariance of Lebesgue measure,
to obtain the inequality

¢(t) < Cllu® = 1|r

. CALO| par
o

1
2p 1M=—]I)1p<00

((nu0 et s+ 10,27 (7 (%))

1-1 brd
4 (160 = et s + 1600, (For (/) T ) 1p | + o(0),

(5.21)

1 CBI1° ) o
(oa

where C > 0 depends only on d, s, p, g and

1 | _LI(L_L)_I T \0+

B, = / (-0 e S 4 () Lmargn | dr 522)
l-¢ 1-71

The fact that we did not pick up any factors of ¢ in (5.21) precisely explains our choice of

the exponents in the factors (r — 7) and 7 above. Since the integral in the definition of B

decreases monotonically to zero as € — 17, we may choose & sufficiently small so that

Cllu°)pa*Be < 5. Thus,

(ST

_d(1_1)_
10t 120 < Wi pg (I los o 10 = Ul For (1)) (o)~ (573)

-1 =
x (II#O = Ulze + (16N (For (/)7 1pecs

0fm

+ Cllk NS (For (1)) 1,,_00)1M_ﬂ), (5.23)

for any € € (0,d~"), where W, p.q 18 a continuous, nondecreasing, polynomial function of
its arguments. Furthermore, W1, , does not depend on ¥, (u°) if M is antisymmetric.

Let us now bootstrap from the case |@| = 1 to the general case n = |a| > 1. As our
induction hypothesis, assume that

ViBl<n-1,1€ (0,07, 1<p<qg<oo,

a 1Bl

ot e < W 0 “U 0 F (0 -4(L-1)-4
l0pu'llLa < Wi p.q (I [Les o I = lLe, Fo (1)) (0t)
1

-4 -
x (nyO e+ (167 (For (/) 1pecs

+ Celill = (Fo (W) /) 1,,:00)1M=_n), (5.24)
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where & € (0,d~") and W 5|.p,4 18 a continuous, nondecreasing, polynomial function of
its arguments. Analogous to (5.2), we have

t(l-g)
[00st s < e 0aslur+ [ e div o, (ura g dr
O q
t
+/ eIV a, (WMVg s uT)||  dr. (5.25)
t(l-¢) La
Repeating the arguments for J; (¢) and J,(¢) above, we have
_d(i_i)_n 0
Ji() < (o) 2\ 9] 2" = 1|ze, (5.26)
0 * n
I < Al pa (m)—g(,i,-g)—7
o
-1 =
x ((qu Uzt s + IO (Fo (1)) 7 Dipers ) Upeos
-1 3
(1 = Ve g s+ 1N, (For (i) fr ) 1M_ﬂ)1p_m), (5:27)
where now
1-& _d(i_i)_M | T \0+
A, ;=/ (1—n) $3-4)-"% T—z(1p<m+(1 ) 1,,_00)517. (5.28)
0 -7

For J3, we apply the Leibniz rule,
a
0o (UM Vg * p1) = Z ( )GB#MVQ * Oa-pH, (5.29)
Bza ﬁ

and note that estimates (5.13), (5.15), (5.16) also hold for the 8 = 0, 8 = @ terms. For the
terms with B ¢ {0, a}, we use the induction hypothesis (5.24). If s <d — 1 ors =d — 1 and
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q ¢ {1, 00},

dr

eT UM div dpuTMVG * Oy pu”

t
[(l—g)

t

_1

< /(1 =) 1 W
t(l—-¢&

S Wiglaeo (1K1 e o K = 1l pa, For (1)
X W iglp.q (1112, o= 116 = Ve, For (1))

L4

2p

-1 =
x (uu” = Ul + (1,7 (For 1) /) 1

+ Clli = (T <u°>/a)§ 1p=m)1M=_ﬂ)

1

- .
x (qu U + (1017 (For /) 1

F Coll®1 (o) ® 1p:m)1M=_ﬂ)

" o) Hon )
<[ e=nr e ar

< 0 "Wigl a0z, oL 110 = Ul e, For (1))
X W i1 pog I Loy ™ 1 = Tl e, For (10))

L

1-1 =
x (qu ~ e+ (10,7 (For (/)™ 1peen

+Call S (Fo ) 1,,=m)1M=_H)

- L
x (qu Ul + (1,7 (For 1)) 1pecs

+ Co Il (ﬁ(uO)/a)% 1p=m)1M=_n)

1)_ (ntD)

« (o) 34" p (5.30)

where &,&’ € (0,d™") and

(n+l)

1 _Q(L_L>_
B, = (1_7-) 217 2\p 4 2 drt. (5.3
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If s =d — 1 and g = oo, then similar to before, we argue

Hea(t—wA div (A ™M Vg * a_pu”)

La
1 1 1

_1l_d(1_1
< (ot =) 00T Lo 90l
< Wig o (s 0= 0 = 1l For (4))
X Wi g1t (0 s 1 12® = U, For (1))

-1 =
x (Iluo = Ulr + (11" (For (W0)/7) 7 1pecs

lp_oo)lM—]I)

-1 =
x (nuO = U + (167 (For /o) 7 1

wolm

+ Celldll= (For (W)

ol (7 r) 1,,-00)1M_1)

><(O'(I—T))_%(O'T)_%_%('L’_é)( T )0+. (5.32)

Above, we have neglected the case s = d — 1 and g = 1, as our arguments do not work.
However, we have by Holder’s inequality that, for any » > 1,

00k lIL1 < 10ap’llLr

- _d(1_-1y_la
S Wi pr (Il 0™ I = 1, For (1)) (o) =2 (177)73
-1 =
x (nuO e+ (16N (For (/) 1pecs
+Ce”ﬂ0”1L:°E (7:0_('110)/0') ’ lp—OO)lM_I[)
1 1-1
< Wiatpr (Il ™ 1 = 17, (14 102 ) 7 For (1)
_d(j_1)y_lal 1-1 W
x (1) "4 01=7) z(||u°—1||u+(||u°||mp (Fo (1)) 1o
+Clli = (o)) lp:w)lmz_n). (5.33)

Combining the estimates above and following the same reasoning used to obtain (5.23)

in the case |a| = 1, one completes the proof of the induction step. Therefore, the proof of
Lemma 2.7 is complete. |
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We now combine Lemma 2.7 with Lemmas 2.3 and 4.9 to prove Lemma 2.8 on the
long-time exponential decay of ||V®" ! || L« . This then establishes estimate (2.16) of Propo-
sition 2.6.

Proof of Lemma 2.8. Fix t > 0 and assume that ot > 1 (otherwise, the desired result is
covered by Lemma 2.7). Let ot = ot — % Translating time, we may apply Lemma 2.7 to
obtain

n_df1

_n_d(1l_1
195" 0 < W (e, 7~ I = Wl For ) e =10y~ 4 4773

1
-1 2p
x (nw e+ (nu'onmp (7-}(#“’)/0') Lpee

+ CellU IR (For (i) o) ® 1,,200)1M=_I)

X (] + Ca(o-(t - tO))igls:d—l/\q=l)
< Cwn,p,q(”ﬂtO”Lm, 0-_1, ”ﬂto - 1||L1” 7:0_(#%))(1 + C‘Ir-;ls=d—1/\q=1)

-1 €L
X (”ﬂto —1ler + (”ﬂtO”me (7:0'(#&))/0-) > 1P<oo

+ Cellll = (Fo (u)/o)? 1p_w)1M_1), (5.34)

where the second inequality follows from o (f — 19) > . We have [|u||z~ < ||u°|| .
Applying (4.50) from Lemma 4.9 to ||’ — 1|[z» and (2.8) from Lemma 2.3 to %o, (1),
then using that W,, ,, , is nondecreasing in its arguments, we find

W pg (1l o7 |4 - llan,Tfr(u’O))(llﬂt" —1izr

L

1- L - 5
+ (”ﬂto”me (Ta(ﬂm)/o—) P 1p<oo + Ce“,lflm”imE (7:0'(/110)/0—) : lp:oo)le—]I)
< Wop g Iz, o™ 11 = Uee, Fo (10))e™ €77, (5.35)

where C’ > 0 and W, p.q 10, 00)* — [0, o0) is a continuous, nondecreasing polynomial
function of its arguments, which is independent of %, (u°) if M is antisymmetric. This
completes the proof. ]

Remark 5.4. Using the fractional Leibniz rule in place of the ordinary Leibniz rule, one
can adapt the proof of Lemma 2.7, then use the same argument as in the proof of Lemma 2.8,
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to also obtain, for any @ > 0 and € > 0,

vt > 0, NV e < Wap g (I leos 1K = 1lee, For (1))
_a_d(1_1
x e € min(ot, 1) 2 2('” ")(1+C min(or, 1) 1s=g-1ng=1), (5.36)

where Wy, 4 1 [0, 00)* — [0, c0) is a function with the same properties as W, p.q above.
This establishes estimate (2.15) of Proposition 2.6. Alternatively, one can obtain the decay
estimate (5.36) following the proof of Lemma 2.10 presented in the next subsection.

5.2. Thecased-1<s<d

Next, we establish the analogue of Lemma 2.7 in the more difficult case d — 1 < s < d.
Recall from above that the difficulty stems from the loss of regularity in the vector field
M Vg = u, an issue we already saw in the proof of Proposition 2.1 for local well-posedness.

As an intermediate step, we first prove Lemma 2.9 on the uniform-in-time bound for L?
norms of (fractional) derivatives of u’, which by Sobolev embedding, will yield uniform-
in-time control of the quantity |||V|*~¢*'u7||.», for any 1 < p < oo, arising in estimation
of the vector field M Vg = u®.

Proof of Lemma 2.9. We may assume that u° # 1; otherwise, the left-hand side of (2.21)
is identically zero and there is nothing to prove. By Remark 4.5, we may assume without
loss of generality that u is a classical solution. We have for a > 0,

GV = [ 1917 (calT1u = divIT17 1 g « ') d

— o [ 19191 P + / VIVIu - || (1 Vg =
Td Td
(5.37)
where the ultimate line follows from integration by parts.
Consider the second term in (5.37). By Cauchy-Schwarz and the fractional Leibniz rule
(e.g., see [54, Theorem 7.6.1]), we have, for any exponent 2 < p < oo,

'/ VIVIT VT (Mg = p)dx| < IVIVITL V]9 (1 M Vg = p)l 2

S IVIVI e (W91 o I Vg )] 2,
+ oMV * V14 ). (5.38)

We choose p = @ Then by the fractional Gagliardo-Nirenberg interpolation inequal-
ities (e.g., see [6, Theorem 2.44]),

HVITu e < IIutl}}fiallﬂ - lllfci', (5.39)

+d
IM Vg * || T < el i I~ 111" T (5.40)

Hl+a 2(a+d 5)
d-s




54 A. Chodron de Courcel, M. Rosenzweig, and S. Serfaty

which allows to handle the first product inside the parentheses in (5.38). For the second
product, we trivially estimate

+at+s—d

IMVg = V"1 Nl 2 S i lgrears-a < llp" = 1015 i (7 ||H1‘3;' . (5.41)
Combining the above estimates, we obtain
2 +l+a 1 I+a 1 l+a
||/~t %o < —ollu’ IIHM +Cllpt g e = 1l e flu" = 1]l

d-s

2ps=d
+Clly! IIHliL"II/J Izl — 1||[2", (5.42)

for some constant C > 0 depending only on d, s, @, M. By Plancherel’s theorem,

d-s d-s
110 = M (M1 = 1) 2 15 (1012 - 1), 543)

where the final inequality follows from ||u’||;2 > ||u°||;> > 1, since the L? norm is nonin-
creasing. Thus, using that ||u'|| .~ is nonincreasing and triangle inequality, it follows from
(5.42) that

1

d-s
2 a 02 2(T+a) acsid e
D 1 < U (= o (002 = 1)l 1) s (1+||# =)™

Il = 1T ). 544)

Applying the exponential decay of ||u’ — 1|| Aatds) |u* = 1]| .2 given by estimate (4.50)
of Lemma 4.9, in the conservative case, or estlmate (2.9) of Lemma 2.3, in the dissipative
case, we see that there is a 7. > 0, a lower bound for which is explicitly computable, such
that the right-hand side of (5.44) is < 0 for all > T.. Hence, ||’ ||?, , is strictly decreasing
on (T, o).

Using Young’s product inequality, we see that for any & > 0, the right-hand side of

(5.42)is <
) )Ilu e

(—a-+(2+s_d
1+«

2(1+a)
(d=-ys) ard-s d-s
1 l+(y _1 l+(y
o I - 1
(d ) 2S7d Z(dl-Ht)
L e
——|C o -1 o . (545
+2(1+a)( A ) IEERT)

Choosing ¢ sufficiently small depending on d, s, @, o, we see that the first term is nonposi-
tive. Using that ||u’|| .~ is nonincreasing, we now conclude from the fundamental theorem
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of calculus that

2 0y2
77 [ 117 8

Navd—s) 2ira)
+Ce /0 ((1+|Iu ) @ || 1 I I = 10 ar. 40

d

Using estimate (4.50) from Lemma 4.9 in the conservative case and (2.9) from Lemma 2.3
in the dissipative case, the preceding right-hand side is controlled by

2(a+d-s)

t
||ﬂ°||2.a+c$/0 ‘C‘”((HII# )T (1 = 11 o ot

2(a+d-s) ﬂ
(L ) =5 P (1) bt ) + N (10 = 1T s

+ (1 1l) %(u%/alM:_I))dr

02
< il

Wl 11 = 1 2oasr, For (1) [0), (5:47)

where W, is a continuous, nondecreasing function of its arguments, vanishing if any of its
arguments is zero. Also, W, does not depend on its third argument if M is antisymmetric
and does not depend on its second argument if M = —I. Implicitly, we have used above
that || - ||z2 < || - || 2ard=s) in arriving at the final inequality. With this final estimate, the

proof of the lemma is cdmplete. ]

Remark 5.5. If 1 < p <2, then by Holder’s inequality and Lemma 2.9 witha =s —d + 1,

VP~ e < Nl 1l ggs-an < 2(|I#0||Hsd+1

+ \/O'_IWsdH(”/J

If 2 < p < oo, then by Sobolev embedding and Lemma 2.9 witha=1+s—-d + d(— - =

T(r(uo)/ff))~ (5.48)

s —d+1 0
9P~ N < M a3 p) S ((ny [

+\/0' W1+d(7—7)+s d(||ﬂ0||L°° lu® = 1| z+2d(1-1)a\[7:0'(/10)/0')) (5.49)

s

If p = o0, due to the failure of endpoint Sobolev embedding, we instead have the preceding
bound with an arbitrarily small € addedto 1 + s —d + d (— - —) In all cases, there exist
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Ap > 0 defined by

l+s—-d, 1<p<2
A, = 1+s—d+d(%—%), 2<p<e (5.50)
(1+s- 9+, p = oo,

such that forany 1 < p < oo, forall # > 0,

199+ ' llzr < (111l a0 + \/a—lwﬂ,xnuoum, 0= 11 sitpsans - For (1) /).
(5.51)

With Lemma 2.9 in hand, we are now ready to prove Lemma 2.10, which is the analogue
of Lemma 2.7 inthecase d — 1 < s < d.

Proof of Lemma 2.10. We first prove the assertion (2.22) in the case g = 2. We will then
treat general L9 norms by Holder’s inequality (¢ < 2) and Gagliardo-Nirenberg interpo-
lation (g > 2). The reason for this approach is that we need an a priori uniform-in-time
bound on |||V|**'=9 47| |14 if we try to directly start with general ¢, and the only way we
know how to obtain such a bound is through an intermediate L? estimate (i.e., Remark 5.5)
and Sobolev embedding as commented above.

Starting from the (5.2) with 4, replaced by |V|? and recycling notation, we define

Ti(1) =l V10l 2, (5.52)
t(l-¢g)
B0 = [ eI i 917 (Vg ) . (5.53)
0
t
J3(1) ::/ e =2 div |V|¥ (u™M Vg % u7) || ;2d7. (5.54)
t(l-¢)

for € € (0, 1) to be determined. Analogous to (5.3), heat kernel estimates give
Ji(0) < e € min(ot, 1) 75 |1 = 1) 2. (5.55)
For J;(t), we also have

|||V|an'(t—‘r)A div (,uTM Vg * #‘r)

L2

< e €7D min(or (1 - 1),1) 75 min(or, 1)72 |60 14 [IM Vg * 17| 2

A

e min(or(t = 1), 1) min(oT, 1) 77|10 14 (||,u0||mz

+ \/olwﬂ(uuonm, RS \/%(u%/a)), (5.56)
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where we have used (2.12) from Corollary 2.4 in the first inequality and Lemma 2.9 in the
second. Thus,

A _e
R < =250 z||u°||m(||u°||mz

+ \/0-_1W/12(||/‘10”L°°’ ”/10 - 1||Ld5s > 7:0'(/10)/0-))’ (557)

where, similar to (5.11),

I-& _Q(L_L)_m |
Aza ::/ (I—-7) 2\p a
0

2 r72dr. (5.58)
For J5(t), we choose 8’ € (1 +s —d, 1) so that
a+l+s—-d-6 <a. (5.59)
Using the fractional Leibniz rule (see [54, Theorem 7.6.1]), we find that
”lVlan'(t—T)A le(/.lTMVg % IJT) -
< min(or(r = 1), 1) 19170 (Vg « )|
< min(o(t = 7), 1)~ F (IIIV|“-6’M||Lm 1M Vg * 17 |
+ Tl V]9 M Vg *u’llm), (5.60)

where L + L =L

1
D1 Pz_ﬁ1+

5 = % Choose (p1, p2) = (o0,2), so that by the condition (5.59),
T o 1191270 MG * (| pon < T s NIV T N 2 (5.61)
Note that @ — ¢’ < @ — (s + 1 — d), by choice of §’. So, using Gagliardo-Nirenberg interpo-

lation, we have for the choice (p1, p3) = (%, s+21_(id) (which the reader may check
is Holder conjugate to 2)

s+l-d
a

Y _ _ s+l-d 1
V1% 1Tl < VIS D uT e < 6™ = Ul 11T, © . (5:62)

_ 1_s+l—d s+l-d
MV * T lleee < NV pT e s g7 = Ule @ Iel,e - (5.63)

Evidently, the preceding implies

19197 w Nl IM Vg * 7 llzee < ™ = Ules 17l ga (5.64)
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and in turn that the right-hand side of (5.60) is <

: Ly
min(o (£ = 7), ™2 |t = IVICu ]l 2

+3”

< min(er(r =), )% min(or, DT O

o V17 2, (5.65)
where the second line is by (2.12) from Corollary 2.4 applied to ||u" || L~. Hence, defining
¢(t) =sup,s T>0(O'T)% [IV|¥u™|| ;2 and using dilation invariance of Lebesgue measure,
we obtain the estimate

CBeallt®ll o
Ja(t) £ ————EF=4(1), (5.66)
o(ot)?
where
! _lxe!  _ar(1-8")
Be o = (1-17)""271 7 dr. (5.67)

l-¢
Note that 6’ may be chosen independently of @, hence we have omitted the dependence on

it from our notation. Choosing ¢ sufficiently close to 1 so that CB, .|| HOHL a, < 5, we

arrive at

0
e e

Acallillpa
9() < Capllillpe + == —5

+\/O'_lw/lz(H#OHL”’”ﬂo_1||L 2, 7:0(#0)/0-))- (5.68)

d

From these L2 estimates, we now obtain general L? estimates. If 1 < g < 2, then
Holder’s inequality implies that supy., <1 (cf) 2 |||V|¥u!| s is controlled by the right-
hand side of (5.68).If 2 < g < oo, then choosing 5 = %, Gagliardo-Nirenberg interpolation
gives

1-2 2
V1?6 e S et = Ul N,

0
(170 [FR%

+ \/a—lwh(nyoum, RS Jﬁ(u%/a))) (569

_a 1—% Ae,,BH,uO“Ld
< (o) 7|10l 7 (CB,2||,U0 =2+ —
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If g = oo, then for € > 0 and 1 < r < oo, we have by Sobolev embedding and (5.69),
d
HVITa Nl < IIIVI‘”’“MIIU

0
N

s,,B”:u()”Ld
< (ot) TE | ||Loo Cpoll® = 12 + — |l

+\/<T“V~V42(|Iﬂ

+ €. Choosing r arbitrarily large, this completes the proof of the lemma.
|

r

For (ﬂo)/a))) . (570

= d
where = a + {

Remark 5.6. A posteriori, one can infer from Lemma 2.10 thatforalln e Nand 1 < g < oo,
there exists a function W,, , with the same properties as W, 4, such that

Vi€ (0,07, IV | La < (00)" 2 (1+Ce (m)—slq w)

X Wa.q (I 110N s 2 Fo (1), (571

Indeed, the case g < oo follows from (2.22) using the L2 boundedness of the Fourier mul-

tlpher . The case g = oo follows from —— IVI‘*S being bounded on L*, for € > 0.

Similar to Lemma 2.8, we now combine Lemma 2.10 with Lemmas 2.3 and 4.9 to show

Lemma 2.11, giving estimate (2.17) of Proposition 2.6. Estimate (2.18) follows then from
the preceding remark.

Proof of Lemma 2.11. Fix t > 0 and assume that ot > 1 (otherwise, there is nothing to
prove). Letotg =0t - 35 L > 91 Then translating time and applying Lemma 2.10, we obtain
for any 8 > 0,

_B e
NVIEL N2 < (ot =10))" 2 (1+ Co(o(t = 10)) ™1 4=e0) (5.72)
X W o (10l [l g o™ e = 1 2 For (1))
< C(1+ Culyma) We o (I | o, 1™ s, o1 (| - L For (1))
(5.73)

By Lemma 2.9, Lemma 4.9, Lemma 2.3, and the nondecreasing property of Wg >,

-1
Wa (Il 1l o, o ™ = L Fo (1) < Wg, 2(||,u s 1 M3,

_ _@
+ o W, (4] L Fo(W)fo) o e W 1|

ZY IM a.s.

d-s

4o (e‘2”2"’ 27'}(#0)/0') i 1M=—]I,€_2n20-1(1r0'(#0))~ (5.74)

+ (1 + 11l e
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2 L For(12)).

Let us denote the right-hand side by Wﬁ 21N e N0 e
Now for @ > 0, by interpolation, then combining (5.72) and (5. 74) for 5 = 2a

1 1
2 2 2 -C 0
NVITp Nl < e = ULV, < (6 7" = 1l 2Ly as.

+(1+]|p ||L°°)( i ”’\/27‘“@@0)/0') 1M=—]I)

%(#0))2 (5.75)

X Wea (11l 160 e

where in the last line we have also used Lemmas 2.3 and 4.9. Upon relabeling, this yields
(2.23) for g = 2. For 1 < g <2, we may simply appeal to Holder’s inequality. For 2 < g < oo,
we appeal to Gagliardo-Nirenberg interpolation similar to (5.69), (5.70). ]

With the proof of Lemma 2.10 complete, the reader will see, after a little bookkeeping
that the proof of Proposition 2.6 is also complete.

6. The modulated free energy approach

In this section, we explain how to prove uniform-in-time propagation of chaos for the system
(1.1) (in the gradient-flow case) using the modulated free energy approach. This will then
complete the proof of our main result Theorem 1.2.

6.1. Entropy solutions

First, we must clarify what we mean by a solution to the Liouville equation (1.3), since the
kernel Vg is singular. We recall from [24, 68] (e.g., see Definition 2.1 in the last reference)
the definition of an entropy solution to the Liouville equation (1.3). The proof of existence
of an entropy solution to (1.3) is sketched in [24, Section 4.2] for the (attractive) case s = 0.
Following a similar argument, we sketch a proof of existence for the Riesz case (1.2) in
Appendix A. In principle, entropy solutions need not be unique, though this is immaterial
for our purposes.

Deﬁnition 6.1. Let T > 0. We say that fyy € L¥([0,T], L'((T4)V)), with fi, > 0 and
/(T a) ~ dff, =1, is an entropy solution to equation (1.3) on the interval [0, 7] if it solves
(1.3)in the sense of distributions and for0 < < T,
dfx < / log df .
N (TN N

Lol [ [ el )
(6.1)

where G = exp(—ﬁ Di<izj<n 9(Xi —x j)). We say that the entropy solution is global
if the above holds on [0, o).

I
Gn
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Lemma 6.2. Iffl(\), is a probability density on (T¢)N such that

/ (f}&) 0
log| = |dfy < oo, (6.2)
(Td)N GN

then there exists a global entropy solution to (1.3) with initial datum fl(\),.

Remark 6.3. Given that the only entropy solutions we show exist are limits of sequences
of smooth solutions to a regularized problem, there seems no harm in taking as part of
Definition 6.1 that fjy can be expressed as such a limit.

6.2. The modulated energy and functional inequalities on the torus

As a first step to establishing the functional inequality of Proposition 2.13, we need to
discuss properties of the modulated energy, in particular the electric formulation as a renor-
malized energy following [81,90,91, 100].%

The distribution ig £ is the kernel of the nonlocal operator | V|4~ in R ¢. However, as

popularized by Caffarelli and Silvestre [25], g is the restriction to R ¢ x {0} of the kernel
Ge(X) =|X|"%, VX = (x,z) e R4 xR* (6.3)

which satisfies (in the sense of distributions)

1

c_>d,s

div(|z|”VGE) = 60, RYxRF (6.4)

fory=s+1—-dandk=0if s=d —-2and k =1ifd — 2 < s < d.??> We generally use capital
letters (e.g., X) to denote points of the extended space R ¢ x R . Such a representation also
holds on T9, as shown in [84, 85]. Namely, let G denote the unique solution of

1

d,s

div(|z|"VG) = 60 — Spax (o). T xR (6.5)

with dexR « Gdoray (o = 0. Here, d1a (o) denotes the restriction to T¢ viewed as a sub-
space of T4 x R .

Following [81], we also will use in Section 6 the following truncation of the extended
potential G. For 0 < n < %, we let

G, =min(Gg(n),Gg) + G- Gg — Cy, T xR, (6.6)

where
Cy, = / (min(Gg(n),Gg) + G - GE)déTdX{O}(X). (6.7)
Td xRk

2Strictly speaking, only the first and third cited works consider the periodic setting; but the arguments

are adaptations of the Euclidean case anyway.
22The constant ¢4, s should not be confused with the constant cq s in (1.2).
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The constant C,, is to enforce that G,, has zero average on T¢ x {0}. The reader may check
that

- . (|Z|YVG77) — 5(()'7) — Sy (o} T4 xR ¥, (6.8)
Iy

where 6(()'7) is the positive measure supported on the sphere dB(0,7) c T¢ x R ¥ defined
by

1 !
/ eds(" = —- e(X)|27gp (), Ve eC(TYxR¥), (6.9
TdxR & Cd,s JoB(0,17)

where g is viewed as a function on R (through radial symmetry) with an abuse of notation.
Given X € T? xR ¥, we let 6('7) 6('7)( — X) denote the translate by X.
We introduce the notation

N
1
Hy =G+ ﬁzéxf‘ﬂ)’ (6.10)
i=1
N
1 N
Hy 5= NZGm('—Xi)—G*/J, (6.11)

i=1

where i = pdyay oy is the identification of u as a probability measure on T4 xR* and
7= (n1,...,nn) is an N-tuple of smearing lengthscales. We use the notation X; = (x;,0) to
denote points x; embedded in the extended space T¢ x R K. We also let H ;v (X)=Hn(X) -
+G(X - X;). Observe from (6.5), (6.8) that

19,
div(|2 VA, 5) = & D - . (6.12)

i=1

Cd,s
Consider the quantity

N
n 1 .
- Y\VHy -2dX — S / G, ds'"™
7 %d’s(/qm 2P|V | DI

2Cd

z

Fm(x_xi)dﬁ(x), (6.13)

i=1

where F,,, :=G — G,;,. Using the identity (6.12) and integration by parts, itis straightforward
that 7 converges to Fiy(x,, #) as max; 17; — 0. One can say more: the expression Fi
is monotonically decreasing with respect to the parameters 77; and becomes equal to the
modulated energy Fp (x,,, 1) when the 7; are sufficiently small so that the balls B(X;, ;)
are disjoint.

Proposition 6.4. Assume d > 1 andd —2 < s < d. Let n;, a; € (0, %) such that n; > a;.
Given a pairwise distinct configuration x , € (TN and a density yu € L= (T4) with /Td u=
1, then

Fil > Fa, (6.14)
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Defining the nearest-neighbor type length scale %3

1
o= —min( min |5 —x;, (Nlgll=)"@],  VI<i<N,  (6.15)
4 1<j<N:j#i
then
Fn(xp, 1) =F7, ifn; <t foreveryl <i < N. (6.16)

From this relation, it follows that there is a constant C > 0 depending only d, s such that

1
2Cq.s

/']I‘dx]Rk |Z|y|VHNsﬁ|2dX

N
1 (m0) G -l
<C|F , E Gy, doy™ + CllulldaNa |, (6.17
( N (xy u)+2N2 2 /dew 2 doy "+ Cllullf (6.17)

(6.18)

N N
1 1 : S s
¥ ZgE(ri) <C FN(’_CN’:“)"‘W Z ./deRk Gmd(s(()'h) +CllullfNE a
i=1 i=1
Proof. We sketch the proof, which originates in [81] and has been adapted to [100, Lemma
3.2], [4, Lemma B.1]. Given «; < n;, write

N
Hy 7 =HN,(;+NZ(Gm —Go,) (X - X)) (6.19)

i=1

and expand the first term in F i, Using integration by parts and the identities (6.8), (6.12),
we obtain

¥ 7o 1 (@) . ()
a _ n _— _ _ Y. J j
7T _2N21<;<N/wxw(ef’" Gy (X = X (67 +6") (X). (6.20)
<i#j<

From the definition (6.6) of G,,, we see that G, — G,;; = 0 with support in the closed ball
B(0,n;). Since 6;;:’ ), 6;;’ ) are positive measures, it follows that the integral in (6.20) is
nonnegative and vanishes if the balls B(X;,7;), B(X;,n;) are disjoint, for i # j. Letting
max; @; — 0 now yields F7 = Fy (x> 1)

The relation (6.17) is an immediate consequence of the end result of the preceding
paragraph and Holder’s inequality. The relation (6.18) follows by the same reasoning as in
the proof of [4, Lemma B.1] and using (3.3). ]

23The idea to have a length scale which depends on each point originates in [71, 100]. The recognition
of the importance, in particular for proving uniform-in-time convergence results, of weighting the typical
inter-particle distance N ~'/¢ by the maximum density of the points is due to [92].
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Remark 6.5. Since one may directly estimate the self-interaction term, the relation (6.17)
implies that the modulated energy is nonnegative up to a term vanishing as N — oo:

log(Nlullz=)

10— a NI+ 21
Pl 1y~ Gl N1, (621)

Fn(xp, 1) 2
where C > 0 depends only on d, s. We use a special font for the constant C to distinguish
it in later computations. As previously commented, the order of the term N+ is sharp.
Furthermore, it is known (e.g., see [100, Proposition 3.6]) that the modulated energy is
coercive in the sense that it controls a negative-order Sobolev distance between the empir-
ical measure uy = % 2.; Ox, and the density u: for any ¢ > % +d-s,

lun = pllg-c < CllpllfNa™!

log(Nullz=)

Lo+ Cllull i Na™ |, (622
o)1+ ClulfoN3™) 622

+C(FN()_CN,u) +

where C > 0 depends only on d, s. From this relation, one can deduce that if the N-point
configuration x,, is regarded as a random vector in (TN with law fy, so that uy is a
random element in P (T9), then

log(NII#IILoo)1
2dN =

+Cllf N (14l N (623)

B (i =l ) < CBpy [Pty +

This yields a bound for the difference fi.x — ()& in a negative-order Sobolev space (see
[92, Remark 1.5]).

The relative entropy is obviously nonnegative by Jensen’s inequality. Moreover, by sub-
additivity, the total N-particle relative entropy controls the relative entropy of the k-point
marginals. Using Pinsker’s inequality, it follows that

vk = 1l < \2kHi (fvaclu®) < N2kHy (fa]u®V). (6.24)

The implied rate O(k/N) for the relative entropy between fy.x and u® is in general not
sharp, as recently demonstrated by Lacker [69], who shows that O (k?/N?) is the sharp rate.
We note, however, that this cited work is limited to interactions less singular than Riesz
(e.g., bounded).

In any case, we conclude that the modulated free energy metrizes both propagation
of chaos in the sense of convergence of marginals in the L' norm and convergence of
the empirical measure in expected Sobolev distance. It is therefore a good quantity for
quantitatively proving mean-field convergence.

We now prove Proposition 2.13.
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Proof of Proposition 2.13. We only sketch the proof. For more details, we refer to the
upcoming work [91].

First, the reader may check using (6.8), (6.5) that if W = (w,0),Y = (y,0) € T¢ xR
and n € (0, %), then

/ G(X = W)ds\" (X) = G, (W - Y). (6.25)
Td xRk

We identify the vector field v as a vector field on T¢ x R ¥ by defining v(X) := (v(x),0).
Desymmetrizing and breaking up the measure,

®2
(X.Y)

1 N
v(X) - : —V)d|— .
/(dew)z\f (X) - () - VG(X - V) (lelax, i
N2 1 N
- Z‘ 5 /Taxw o(X;) - VG(X; - Y)d (ﬁ Zaxj —,,l) (Y)

J#i
1 N
N 0%~ ﬂ) ()

i=1

—2/ o(X) - VG(X - Y)da(X)d
(T9xR k)2\ A

2 & :
== u(X;) - VH: (X,-)—Z/ v- VHydpu, (6.26)
N V(X - VY, v VHndy

d

where the reader will recall the definitions of Hy, va from (6.10). Using the identities
. 1 )
Hiy (X) = Hy,5(X) = 3Gy (X = X0)in B(X;.m0), 6.27)
| N
Hy (X) = Hy,5(X) + ;«a — Gy ) (X = Xp), (6.28)

we rewrite the expression (6.26) as the sum Term; + Term; + Terms, where

N
1 (1)
Term; =2 -VH ~d—§67‘— , 6.2
= /deRkU N.m (N Xy #) (6.29)

i=1

[, O = 0(X)) - VH (X)) (X)
=1 X

N

Z/ ((X) —v(X;)) - VG, (X = Xi)d(;;h')(x)
T4xRk i

i=1

2 N
5 Lo 000 = 0(X0) (G, =G X = X)X, (630)
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2 N
it =—
erms N;/T;

N
2 )
DY) BB MESE ATy
i=1 X

0(X;) - VHiyd(5x, = 63")

xR &

N
2
+ — X;)-V(G,. - G)(X - X))da(X). (6.31
505 g P00 V(G = @K = X0, (631
First, we claim Terms = 0. Indeed, unpacking the definition of H j\/’

2 (7:)
Term; = — X;) - VG(X - X; =0y (X
ey = s >y [ o) VGOX - X))d(6, ~ 640

1<i#j<N

2 & . (mi)
_ NIZ;/(WXRW o(Xi) - VG(X = Y)dji(Y)d(6x, = 5) (X)

N
2 ()
——E X;) - VG, (X - X;)dé 1 (x
N2 =1 /deRkU( ) ni( Vo, (X)

2N

b [ 09y - O - X)), (632
N i Jraxmk

Thanks to (6.25), we have
/ VG(X - X,)d(5x, — 6)(X) = VG(X; - X;) = VG, (X; - X;),  (633)
TdxR * ! ’
which vanishes since 77; < r; by assumption and G,,, = G outside of B(0,7;) C T xRk,

Thus, the first line of (6.32) vanishes. By the same reasoning, the second line of (6.32)
equals

¥ )
N z:; /TdXRk v(X;) - V(G = Gy, (X; = Y)df(Y), (6.34)

and therefore the second line cancels with the second term on the last line of (6.32). It
remains to show that

/ o(X;) - VG, (X = X1)ds\ (X) = 0. (6.35)
TdxR k !
This is a consequence of the fundamental theorem of calculus, the observation
) 1
VG, (X = X)) (8" = 8x,) () = ~— VG, (X = X)) div (|2 VG, (X - X))
! d,s

1
= e div (G, (X = X)), Gy (X - X)), (6.36)
»S
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and that the last k components of v vanish and the trace of V.G, to T4 x {0} has zero
average. Above, [+, -] denotes the stress-energy tensor, which is the (d + k) X (d + k) tensor
defined by

[o.y]Y = |z]” (0000 + 0;000) — 2"V - Vys;;,  1<i,j<d+k, (637

for test functions ¢, on T4 x R ¥.
We write Term; in terms of the divergence of the stress-energy tensor as in [100] and
integrate by parts to obtain

|Term;| < C||Vv||Loo/ |z|7|VHN,,7|2dX. (6.38)
T4xR k

Finally, consider Term,. Since ; < r;, supp(VF,,) € B(0,7;) implies that the second
and third lines simplify to

_2 §N 1 l/ VF, (X = X;) - (0(X) — 0(X;))ds ") (X)
N &I N\N Jraxpr n ! I
- ./Td Vi (x =x;) - (0(x) = v(x;))du(x) |, (6.39)

where f,,, is the trace of F,, to T¢ x {0}. Using |VF,| = 77! on the support of 6(()'7), we
may bound the first term inside the parentheses by %n;s IVo||r~; and using |Vf,| < |Vg],
we may bound the second term by Cnfl’s |l L || Vo]l L. Using the explicit form (6.9) of

5;” i) and mean value theorem, we bound each summand in the first line of (6.30) by

i

ozl d+k—1
CnillVoll o |VHI | S dHA 1 (X), (6.40)
OB(X;,1i) n;

where H4+*~1 denotes the (d + k — 1)-dimensional Hausdorff measure in T¢ x R ¥ (equiv-
alent to surface measure). We set n7; = tr; and average (with respect to Lebesgue measure)
overt € [%, 1]. After using Cauchy-Schwarz, it follows that the average of (6.40) is <

C
NIIVvlle ) (6.41)

N

1
— ) v+ Y|VHy :%dX
N;:ll /deRklzll il

After a little bookkeeping and using the relations (6.17), (6.18) from Proposition 6.4 to
bound the right-hand sides of (6.38) and (6.4 1), we arrive at the statement of the proposition.
[

6.3. Conclusion of Gronwall argument

We now have all the ingredients necessary to show a uniform-in-time bound for the mod-
ulated free energy. This then completes the proof of Theorem 1.2.
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Recalling the inequality (2.29), we only need to exhibit decay of the Lipschitz seminorm
||[Vu™||L~. By the triangle inequality,

IVuT ||z < |V log (™) | = + 192 g # T || o = oIV og () || 2= + llg # V2T || .

(6.42)
Assume p° is bounded from below, i.e. k = infra u® > 0. Note that [, u° = 1 implies
k < 1, since T¢ has unit volume. Then u7 > « uniformly in 7 by Lemma 4.6, and we have
by the chain rule that

(V/f)®2 ||V®2/f|| o VeIl
19 log (™)l < R e WL .43
Since gisin L!,
llg = VO [| 2 < IIVE2 || o (6.44)
Combining (6.43), (6.44), we obtain
o L ol
||Vut||Loo < (1 + ?)”V@z,u ||L°° + T (6.45)

For 1 < n < 2, we may use estimate (2.16) from Proposition 2.6 to find
19 o < (14 Z ) Wa (Il o™ 1 = Tz, For (4 min(ore, 1)
+ (Wl I = 1l For (e min(ore, 17E), - (6.46)
ifd -2 <s <d-1, and estimate (2.18) from Proposition 2.6 to find
IVu! || < (1 + %)e-c‘” min(ot, 1)
X (1+Cemin(at, 1)) Wa o (1l o, 11 gz, o~ 11 = Tz, For (1))

+ %( ~Col min(ot, 1)72 (1 + C, min(ot, 1)~%)
K

X Wiz, 110 g, o~ 6 = iz, Fo (1) | 5 (6:47)

if d =1 < s < d and where € > 0 is arbitrary. By Proposition 2.1, there is a time T > 0,

comparable to
o

_ s<d-1
11012 2
P
i d-1
BCAEN RN
Cpll Ol (6.48)
o\
o , d—1<s<d,
Csllu®llwze
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for some p € (d,o0) and § € (s +d — 1, 1), such that ||ull¢ (o, 7], w2=) < 2| O .o . We
then divide the integration over the subintervals [0, Ty| and [Ty, ], assuming that 1 > Tj
without loss of generality. On [0, 7p], we use the trivial estimate given by choice of 7. On
[Ty, t], we use the decay estimates (6.46), (6.47) and we obtain

o a0l
/ VT || odt < 2CiTh ((1 + Z) 1y + —— 02
0 K K

. o - -Cot = -
+CI/ (((1+;)W2,m(||ﬂo||m,0' Ll = Ui, For(u”)e™ 7 min(orr, 17!
Ty
o _ _ ) _1)\2
+F(W1,oo(||ﬂ0||m,0 L = Ui, For (1°))e €7 min(or7, 1) 2) )ld—2§xsd—l

+ ((1 + %)e-C‘" min(o7, 1)~} (1 + C, min(or, 1))

X Wa o (1 o 110 s 0™ 1 = Uz, For (1))

+ %(e_C”T min(oz, 1)"2 (1 + Co min(or, 1)~%)
K

2
X Wi eo (L o 10 s o= 11® = Tl e, 7"0(#0))) )ld—1<s<d)d7'- (6.49)

Evidently, the integral over [7j, o) is finite. Applying this bound, we obtain the uniform-
in-time estimate (written in compact form)

sup En (fy» 1)
120

< EN (R 1O (Wil e 7 K7 I = T, For (10D L2551
+ Wl llwzess ™ k7 0 = T, For (0D Va-15a). - (6:50)

where W and W, are continuous, nondecreasing in their arguments. This completes the
proof of Theorem 1.2.

7. Application to W1 kernels

In this final section of the paper, we sketch the proof of Theorem 2.14, in particular focusing
on the main steps and how decay estimates allow to obtain a uniform-in-time result. For
justification of the differential identities below—especially, the consideration needed given
that fj is only a weak solution—we refer to the original article of Jabin-Wang [68, Section
2].
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One may verify that if y is a solution to (2.31), then u®" is a solution to the Cauchy
problem

N N
at_ K * l"vx‘_ = AXA_
fN+;( 1) (xi) - Ve, fiv azl Iy () € [0,09) X (THY. 1)

Inli=o = (U0)®N,

Using this equation, one can show that (see [68, Lemma 2])

& H (R0 < - Z /W K (py, = 10) (x0) - ¥, Tog ()N Jff ()

log (—ft )
( t)®N

where piy = % Zj.v: 1 0x; and we set k(0) := 0, which is harmless given we are modifying

2
a

afl,, (12)

— \%
N (Td)N *

on a measure zero set. By assumption ((iii)), there exists an L™ matrix field (V% )fl 51

such that k® = 65V“B . Integrating by parts in the variable x;B and performing some manip-
ulations, one arrives at the inequality

L H ({160 < < Z / I (VA — ) || 1o (u) e

1 ®2 t( l) .
+N;[Td)N(V*(ﬂxN_H))(xi)~ iy e 0

To control the right-hand side, we recall the following convexity inequality (see [68,
Lemma 1]), sometimes called the Donsker-Varadhan lemma, which allows one to change
the N-particle law with respect to which we compute expectations. This is useful because
we do not have much information about the N-particle law fx, as opposed to the tensorized
mean-field law (u)®V.

Lemma 7.1. Let uy, vy € P((THN), and let ® € L ((T4)N). Then Vn > 0,

1 1
/mrdw Dduy < ;(HN(,uNh/N) * Y log(/(Tl)N e'iN‘l’va)). (7.4)
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Applying Lemma 7.1 to each of the two terms in the right-hand side of (7.3), we obtain

IViegp'll7« 1
“on tw Hy (f31(1")®N)

SHN R0 < (

on

IViogu' 7 & < « Nl Ve
e 2 ,-_leog( o expl ¥ [(V s, =) Jatur 5|
N ®2,,1 .
‘3 1og( /( . exp(n’ (v s, - 1) ) : %)d(uww(m),

(7.5)

where the value of the parameters n7,” > 0 will be specified momentarily. Note that by
symmetry, the integral in the second line is independent of the index i.

To close the estimate for the relative entropy, we now recall two functional inequalities.
The first is a law of large numbers at exponential scale. For a proof, see [68, Section 4]; but
note the result is a consequence of classical exponential inequalities for sums of random
vectors [83,105].

Proposition 7.2. There exist constants Cy, Cy > 0 such that for any ¢ € L*(T9) with
l¢llz~ < 1 and any probability measure i on T<,

/(Td)N exp(cﬁl ‘Ad ¢(x)d(y£N - ,u)(x)

The next inequality is a large deviation estimate, which is proved in [68, Theorem 4].24
A much simpler probabilistic proof of this estimate has been given in [73, Section 5].

2
)d;ﬁ” (xy) < Ca. (7.6)

Proposition 7.3. Let y be a probability density on T¢. Suppose that ¢ € L®((T%)?) sat-
isfies

Vx € T¢, /]rd o(x,2)du(z) =0 and Vze T, Ad o(x,2)du(x) =0. (7.7)

Then there is a universal constant C3 > 0 such that if VC3||¢|| .~ < 1, then

2
eXp(N/ ¢ (x, 2)du’ (x, Z))duw()_c ) ————. (1.8)
/(Td)N (Td)2 = N T -Gligll3

Let us now see how to use Propositions 7.2 and 7.3 to complete the proof of the estimate
for the evolution of the relative entropy. Let C, C, be the constants in the statement of
Proposition 7.2. For 1 < a, 8 < d, we set

#(x) = nC VB (x| - x), Vx € T¢, (7.9)

24 As noted by Jabin-Wang, this estimate and more would follow from classical large deviations work [7],
which in turn builds on [18], if ¢ were continuous.
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so that

exp(nN((V“ﬁ (- uf)(n)(z) - exp| o ‘ [, #0des, =0

2
). (7.10)

We choose i > 0 sufficiently small so that 4/nC; maxq g [Ve|| .~ = 1, which ensures that
l|¢llL~ < 1. Applying Proposition 7.2 pointwise in ¢, we obtain that

bt & Sl [ el o)

a,B=1 i=

- d*||IV1og ¢’ I CilIV 7 « (log C2)

o (7.11)

Next, set
V®2ﬂt (x)
px)

Using that k* = 6[3V"ﬁ is divergence-free, one checks that ¢ satisfies condition (7.7). Now

p(x,2) =0 (V(x—2) = V= p'(x)) : Vx,z € TY. (7.12)

AN , Vo (x,) o
o DV sy s TS = [ 90D ) 1)
We choose ” > 0 to satisfy

Vil < 29y i AT - (.14)

so that by applying Proposition 7.3 pointwise in ¢,

1 , N , v®2 t( ) .
Nn,log( /(Td)NeXp(n DV = oy =) s T )d(# >®N<)_cN))

i=1
< WGV~ [VE24'[| = (log 4)
N inf uf '

(7.15)

Applying the estimates (7.11), (7.15) to the right-hand side of (7.5) and substituting in our
choices for 7, 7, we find

d
—H t t\®N
SHN (D)
IV tog w7 CullVIEe | 4VCSIV Lo V2l
o inf u

. d*||V1og ¢! I C1[IV |7  (log C2) N AVG ||Vl IV | = (log 4)
No N inf u? '

Hy (fyl(u)®Y)

(7.16)
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By the local well-posedness theory for (2.31), there exists a time 7 > 0 comparable to
#, such that ||u|lc 0,17, w2) < 2[|u°|| 2. Since inf p > inf u°, we have that
W2,00

Il
2011020
VEel0.Tol,  IVlogu'lls < P (D)
W 00 0 0, -1 +
N P R (o R (A1)
inf u
VixTy, IV e < Waw(l60]le, o™ e S (o)~ F, (7.19)

where the second and third assertions follows from use of (2.32). Integrating both sides
of the differential inequality (7.16), then applying the Gronwall-Bellman lemma, we ulti-
mately find that

¢ 4
Hy (f{1(u")®Y) < e (HN(f/(\)jKHO)@N) + W)’ (7.20)
where
. 2 .
gt Cy min(t, 7o) ( IV 110w N IV = |1 ll w2 min(z, To)
' o inf u® inf 0

2
(G IVl | W (Il e 2o
o2\ inf O (0To) 5

CillV Il Waeo ([l llp=, =) e= 20T
+ d+2 . ltZTo
o(oTy) = inf 0

(7.21)

By inspection, one checks that €° = 0 and sup,s €' < oo. This completes the proof of
Theorem 2.14.

A. Proof of Lemma 6.2

We give here the proof of Lemma 6.2 on the existence of entropy solutions to the Liouville
equation (1.3).

Let y € C° be a bump function with values between in 0 and 1 which is identically 1
on B(0, %) and zero outside B(0, %). Given g > 0, set y.(x) := ¢ y(x/e) and define the
truncated potential g, = gr(1 — x) + (9 — 9£).?° Evidently, g(,) € C*®(T%) coincides
with g if |x| > §.

259(¢) should not be confused with the truncated potential g, from Section 3.
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Consider the Cauchy problem for the regularized Liouville equation,

N N
. 1
Oufn.e== dive| fyeyy D, MYVGe) (i =x) [+ ) A fn.e
i=1

1<j<N:j#i o (A1)

fN,£|t=O = f](\)]

By standard well-posedness theory for transport-diffusion equations (e.g., see [6, Section
3.4]), (A.1) has a solution fy_ . € L*([0, ), P((T¢)N)), which is C* for positive times.
Letting G v, . denote the analogue of Gy from Definition 6.1 with g replaced by g(,), the
reader may verify the entropy bound

T 2
Vi > 0, / dfl, +o // xllo(N )dT
(Td)N GN & fN & Z Td)N g N,g fN’S
0
< log| =" |dfy. (A2)
'/('Td)N 5 GnN .« fN
Since gg is decreasing and by the properties of y, the preceding right-hand is
< frpayn log(22 )af.
From the relation (3.3),
0g(Gre) = = D 9oy =)
O0g\UN, e = No L J(e) Xi — X;
1<i#j<N
N
2 ——| sup |g(x)| + sup |ge(x) —g(x)]] > —co, (A3)
a 1 1
|x|> Ix|<}

it follows from (A.2) that

I

dO
Gy I

supsup/ log f% _dft </ log
£>0 >0 J(T4)N N.eN, & (Td)N

+§( sup [g(x)| + sup [ge(x) —g(x)]].

1 1
[x|=7 [x|<z

(A4)

Hence, by the Dunford-Pettis theorem, after passing to a subsequence, fy . converges
weakly in L' ([0, 00), L' ((T9)")) to an element fyy € L'([0,00), L' ((T4)N)). Itis easy to
check that ff, > 0 for a.e. (¢,x),26. We in fact have that f € L([0, ), Llog L((T4)N)).

26By redefinition of fj; on a set of measure zero, we may assume without loss of generality that fr > 0
everywhere.



Sharp uniform-in-time mean-field convergence for singular periodic Riesz flows 75

Indeed, let p € L' ([0, c0)) be a temporal function. Then for any ¢ € C((T9)N), we have

li I ¢
811}) 0 ,O(t) (‘/('Td)N ‘pdi’g [Td)N ¢ )dt
=/ p(t)(/ gode{,—/ e‘p)dt. (A.5)
0 (Td)N (Td)N

Now by the variational formulation of entropy, if ¢ > 0,

p/ @df? —/ e"’)dts/ p(—1+/ log f1, _df: )dt
‘/0' ( (Td)N N,e (T4)N 0 (Td)N N,e"/N,e

< (—1 + sup / logf{,’g,dflg’s)llpllu.
&’>0,7>0J (T4)N
(A.6)

Since p was arbitrary, the preceding implies that

ae. t >0, / edf? —/ e"”) < (—1 + sup sup/ log fr . dfx )
( (T4)N N (T4)N &>0 720 J(Td)N NN, e
(A7)
Taking the sup over ¢ € C((T%)N) in the left-hand side and again using the variational
formulation of entropy, we see that

ae. t >0, / log frdfs < sup sup/ log fr o dfy o (A.8)
(T4)N >0 7120 (T4)N ’ ’

the right-hand side of which is bounded by the right-hand side of (A.4).
Additionally, for any temporal test function p € C*([0, o)), we have by the weak
convergence with spacetime test function (x, t) — p(t),

/mp(t)dt = lim /m/ p(D)dfy di = /oop(t)/ dfydt. (A9)
0 -0 Jo (Td)N e 0 (Td)N

Since p was arbitrary, this implies that /(Td )N dfy, = 1 forae.t.
Now for any fixed gy € (0, 1], we have that

€0 t t
Ve < — - ! < - 1 . A.l
£< = /(Td)N 02 G N, 5dfy o < ‘/(TJ)N 0g G, =dfy . (A.10)

Note that log Gy ¢, is C™ and so may be taken as a test function. Let p € C*([0, o0)) be
an arbitrary test function of time, the weak convergence of fy . to fy implies

lim/ / p(1)10g G N, g df gdtz'/ / p(1)10g G N, gdfpdt.  (A11)
0 (Td)N ’ 0 (Td)N

e—0
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So by monotone convergence,

/ / p(t)log Gndfydt = lim — / / p(1)log G N &, dfy,dt
0 (Td)N £0—0 0 (Td)N

< liminf—/ / p(t)logGn (dfy di. (A.12)
0 (Td)N ’

e—0

Since p was arbitrary, the preceding inequality together with (A.8) implies that

£ ) s
ae.t>0, / lo ( dfy < lim 1nf/ lo
(T4)N g GnN fN £=0 J(Ta)N g

Next, observe that J ’;’] = converges in the sense of spacetime distributions to f M. Note

also from the monotonicity of gg and the properties of y that

1

N,e

)di .. (A13)

|V IN.e 2 | | IN.e 2

& GN,e GnN,s

Ve < 70 / ——dGN s < / ——dGy.. (A.14)
@ g @O g

By weak lower semicontinuity, we have

fN fN &
Vi v L 2
dGN gdt < liminf ——=—dGn gdt.  (A.15)
(T4)N I -0 (TN fNF ’
Gn Gn.e

By another application of monotone convergence theorem, it follows that

VfN

T |Vf_N|2
Gn .
o’/ / 7 dGydt = o lim / / dGn g, dt
0 (Td)N % £—0 (Td)N %

S/ log fN dfl(\),—/ log| — f
(THN (THN

G N G N
Finally, we check that the limit fx satisfies the original Liouville equation (1.3) in the
distributional sense on [0, c0) X (T4)" . Observe that for any test function ¢ € C®((T)V)
and a.e. t,

T
dfy.

(A.16)

/(Td)N <leog((J;—N)df,{, (A.17)

is absolutely convergent. Indeed, this follows since for a.e. ¢, V log<G—N) Jfa € L? and
therefore by Cauchy-Schwarz,

f 1/2 f 1/2
/ soVIOg( N)di_( I Isolzdf}v) / ‘Vlog( N) s
(Td)N G (Td)N (Td) GN
fz 2 1/2
S||<pllm(/ 'Vlog(G ) di) , (A.18)
(Td)N N
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where we use that f}, is a probability density to obtain the final line. We now want to show
that for any spacetime test function ¥,

t
1im/ / z/erog(f )diadt—/ / leog(—N)didt (A.19)
&—0 (Td)N (Td)N

Let M > 1 and decompose

t

f
/ ¥'V log| 222
(T4)N

GN,S

t

dfy .

d ! :/ tl - lo N.e
IN.& (Td)sz Gy=mV10g Gn e
1

+/ W'l 1<MVlog(£ )dig (A.20)
(TN N.e

Observe that
:i_gf_{|x[—xj|:G]_\,l()_cN) <M} >0. (A.21)
i#]j

Hence, foralle <r,V log(G]‘\,"g) IGI—VI <n =Vlog(Gy)) lG[—vl <um- S0, by weak convergence,

| fe %
l%/ /Td)Nw Ig <MVlog(G )di(S / /Td)Nl// I <MV10g(G )di

(A.22)
Finally, arguing similar to (A.18),
In
t ,E t
‘/(Td)Nlﬁ lG;,lZMVIOg m di’g
B\ 12
< |l |l g Vi = ! 1,- !
< WL /(Td)N Og(GN,S) di,s (/('Td)N GN‘>Mdi,s)
2 1/2 n
A / e\ ( / . /
< AL Viog| 22 || g su lo (G )d c)
(IOgM)l/2 (T4)N £ GN,S fN,a s,tfo (T4)N £ N fN,s

(A.23)

Hence by Cauchy-Schwarz,

J
o 1/2

x(logM>-”2(/ ||w’||imdr) spl [ ]
0 £>0 (T4)N

1

In
1pei.,,VIo £
/(Td)Nw Gn=m T8 Gy

12
< su log(G+')dft )
5,150(/("]1“1)"’ g( N) IN.e

i)

dfy .

1/2
di th) s

(A.24)
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which tends to zero as M — oo. This last step completes the proof of the lemma.
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