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A B S T R A C T 

Quasar absorption spectra measurements suggest that reionization proceeded rapidly, ended late at z ∼ 5.5, and was followed 

by a flat ionizing background evolution. Simulations that reproduce this behaviour often rely on a fine-tuned galaxy ionizing 

emissivity, which peaks at z ∼ 6–7 and drops a factor of 1.5–2.5 by z ∼ 5. This is puzzling since the abundance of galaxies is 
observed to grow monotonically during this period. Explanations for this include effects such as dust obscuration of ionizing 

photon escape and feedback from photoheating of the IGM. We explore the possibility that this drop in emissivity is instead an 

artefact of one or more modelling deficiencies in reionization simulations. These include possibly incorrect assumptions about the 
ionizing spectrum and/or inaccurate modelling of IGM clumping. Our results suggest that the need for a drop could be alleviated 

if simulations are underestimating the IGM opacity from massive, star-forming haloes. Other potential modelling issues either 
have a small effect or require a steeper drop when remedied. We construct an illustrative model in which the emissivity is nearly 

flat at reionization’s end, evolving only ∼0.05 dex at 5 < z < 7. More realistic scenarios, ho we ver, require a ∼0.1–0.3 dex 

drop. We also study the evolution of the Ly α effective optical depth distribution and compare to recent measurements. We find 

that models that feature a hard ionizing spectrum and/or are driven by faint, low-bias sources most easily reproduce the mean 

transmission and optical depth distribution of the forest simultaneously. 

K ey words: radiati ve transfer – galaxies: high-redshift – galaxies: intergalactic medium – cosmology: dark ages, reionization, 
first stars. 
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 I N T RO D U C T I O N  

he past decade has seen great progress towards constraining 
he timing of cosmic reionization. Measurements of the Thomson 
cattering optical depth by Planck have localized the mid-point 
f reionization to z ≈ 7.5 ± 0.8 (Planck Collaboration VI 2020 ). 
SO damping wing measurements have suggested that the IGM was 

ignificantly neutral at z ∼ 7–8 (Davies et al. 2018 ; Wang et al. 2020 ),
hile Ly α emitter surv e ys hav e hinted at large ionized bubbles at

he same redshifts (Ouchi et al. 2018 ; Hu et al. 2019 ; Endsley &
tark 2022 ). The tail end of reionization has been probed by the
y α forest of high-redshift QSOs (Fan et al. 2006 ; Becker et al.
015 ; Bosman et al. 2018 , 2022 ; Eilers, Davies & Hennawi 2018 ;
hu et al. 2022 ) and measurements of the ionizing photon mean free
ath (MFP; Worseck et al. 2014 ; Becker et al. 2021 ; Zhu et al. 2023 ).
hese observations support a relatively late end to reionization at z ≈
–5.5 (Kulkarni et al. 2019 ; Keating et al. 2020a ; Nasir & D’Aloisio
020 ; Cain et al. 2021 ; Davies et al. 2021 ; Qin et al. 2021 ). 
Despite our improving understanding of reionization’s timing, 

elatively little is known about the properties of the sources that 
ro v e it. Measurements of the high-redshift ultraviolet luminosity 
unction (UVLF; Bouwens et al. 2015 , 2021 ; Finkelstein et al.
019 ) and simulations (e.g. Ocvirk et al. 2020 ; Kannan et al. 2022 )
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uggest that galaxies with physically reasonable ionizing properties 
ould have completed reionization. Conversely, measurements of 
he quasar luminosity function (Willott et al. 2010 ; McGreer et al.
013 ; Georgakakis et al. 2015 ; Matthee et al. 2024 ), simulations
Trebitsch et al. 2021 ; Kannan et al. 2022 ), and constraints on the
emperature of the IGM (D’Aloisio et al. 2017 ) disfa v our quasars
s the dominant sources. Ho we ver, there remains ongoing debate
s to which galaxies were the dominant ionizing photon producers 
Robertson et al. 2015 ; Finkelstein et al. 2019 ; Naidu et al. 2020 ),
nd how the ionizing properties of these galaxies evolv ed o v er time.

If galaxies dro v e reionization, the total ionizing photon emissivity
s given by 

˙
 γ ≡ 〈 f esc ξion 〉 ρUV , (1) 

here ρUV is the integrated galaxy UVLF, ξ ion is the ionizing 
fficiency of galaxies, and f esc is their ionizing photon escape fraction,
nd the average of f esc ξ ion is over the galaxy population and weighted
y the luminosity L UV . The UVLF at M UV � −17 has been measured
ut to z ≈ 10 with Hubble Space Telescope (Finkelstein et al. 2019 ;
ouwens et al. 2021 ) and at higher redshifts with JWST (e.g. Adams
t al. 2023 ), and most recently even fainter galaxies are being probed
sing strong lensing up to z ∼ 8 (Atek et al. 2024 ). Assuming
 constant log( ξ ion ) = 25.2, Robertson et al. ( 2013 ) found that a
onstant f esc = 0.2 is sufficient for galaxies to reionize the universe by
 ∼ 6 given reasonable assumptions about the faint end of the UVLF.
he gre y curv e in Fig. 1 shows Ṅ γ from Robertson et al. ( 2015 ).
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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Figure 1. Ionizing emissivity versus redshift for several models and simula- 
tions in the literature. The faded grey curve shows the emissivity computed 
assuming f esc = 0.2 and log( ξ ion ) = 25.2, as in Robertson et al. ( 2015 ). The 
remaining curves come from simulations by Kulkarni et al. ( 2019 ), Keating 
et al. ( 2020a ), Cain et al. ( 2021 ), Ocvirk et al. ( 2021 ), Yeh et al. ( 2022 ), and 
Gaikwad et al. ( 2023 ), which reproduce QSO observations at 5 < z < 6. With 
the exception of THESAN-1 (Yeh et al. 2022 ), all the simulations find that 
a drop in Ṅ γ starting at z ∼ 6.5 is required to reproduce these observations. 
Our goal is to determine whether this drop is likely to be real, or an artefact 
of one or more modelling deficiencies in simulations. 
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t grows rapidly with cosmic time (decreasing redshift), tracing the
rowth of the UVLF and the underlying halo mass function. 
Ho we ver, QSO observ ations at the tail end of reionization may be

elling a different story. Fig. 1 compares Ṅ γ from Robertson et al.
 2015 ) to that from several recent simulations in the literature. All
hese simulations reproduce reasonably well (or have been tuned
o reproduce) the 5 < z < 6 Ly α forest and/or MFP. All of these

odels, except THESAN-1 (Kannan et al. 2022 ; Yeh et al. 2022 ),
isplay a drop in Ṅ γ , starting at z ∼ 6–6.5. The drop is necessary
n these models to prevent the mean Ly α forest transmission from
 v ershooting the measurements at z < 6. Its magnitude ranges from
 factor of 1.5 to 2.5, and happens within 300 Myr or less. This
ehaviour is only explainable by a factor of se veral e volution in
 f esc ξ ion 〉 o v er this relativ ely short time period. 

There are several reasons why f esc and/or ξ ion may decrease near
he end of reionization. If f esc and/or ξ ion depends strongly on galaxy
ost halo mass (Finkelstein et al. 2019 ; Rosdahl et al. 2022 ; Yeh et al.
022 ), the evolution of the halo mass function (HMF) could drive a
ecrease in 〈 f esc ξ ion 〉 . The ionizing properties of galaxies (particularly
aint ones) may be affected by feedback from IGM photoheating
nd/or supernovae (Shapiro, Giroux & Babul 1994 ; Kimm & Cen
014 ; Wu et al. 2019a ; Ocvirk et al. 2021 ). There may be evolution
nd/or variation in the intrinsic ionizing properties of high-redshift
tellar populations (Maseda et al. 2020 ; Atek et al. 2022 ). Dust
ay reduce the ionizing photon output of the most massive galaxies

Kostyuk et al. 2023 ; Lewis et al. 2023 ). 
For the most part, the studies referenced in Fig. 1 make little

ttempt to explain the physical mechanism(s) underlying the drop in
˙
 γ . The Ṅ γ evolution in Kulkarni et al. ( 2019 ), Keating et al. ( 2020a ),
ain et al. ( 2021 ), and Gaikwad et al. ( 2023 ) is not a prediction of any
nderlying galaxy model, but is instead tuned to reproduce Ly α forest
nd/or MFP observations. The fiducial simulation of Ocvirk et al.
 2021 ), which has a drop, does include star formation. In their case,
NRAS 531, 1951–1970 (2024) 
he drop is driven by a combination of photoheating feedback, which
uppresses gas accretion on to galaxies, and supernova feedback,
hich further disrupts star formation. Ho we v er, the y account for

hese effects by assuming a sharp temperature threshold for star
ormation, and it is unclear how much of the effect results from this
hoice. In THESAN-1, which uses the IllustrisTNG galaxy formation
odel (Vogelsberger et al. 2014 ; Weinberger et al. 2016 ; Pillepich

t al. 2017 ), the global escape fraction declines by a factor of 2–3
uring reionization (Yeh et al. 2022 ), in part due to feedback effects
Garaldi et al. 2022 ). Ho we ver, this is not enough to produce a
ecrease in Ṅ γ , nor do they find that one is necessary to reproduce
SO observ ations. Ho we ver, as we will see in Section 6.1 , their

greement with QSO observations may be in part due to their use of
he reduced speed of light. 

Another possibility is that the drop in Ṅ γ is an artefact of
naccurate or incomplete modelling of the IGM. Keating et al.
 2020a ) speculated that it may result from an inaccurate treatment of
he IGM thermal history. Simulations may also be missing ionizing
hoton absorbers that would otherwise regulate the growth of the UV
ackground (Cain et al. 2021 ). These absorbers could be missing
ue to a lack of spatial resolution, which is a problem for most
eionization simulations in representative cosmological volumes
Emberson, Thomas & Alvarez 2013 ). Absorption in and around
assive star-forming haloes may be sensitive to details of galaxy

ynamics and evolution (see appendix C of Wu et al. 2019b ).
imulations that model these details approximately (or not at all)
ay also be underestimating this source of IGM opacity. These,

nd several other potential IGM modelling considerations, including
he spectrum of the ionizing radiation and behaviour of ionizing
ecombination radiation, affect the relationship between the Ly α
orest and Ṅ γ . Our goal is to determine whether one or more of these
ssues, if resolved, might alleviate the need for a drop in Ṅ γ . 

This work is organized as follows. In Section 2 , we discuss
everal physical and numerical modelling effects that influence the
elationship between Ṅ γ and the Ly α forest. Section 3 describes our
umerical methods. In Section 4 , we study each modelling effect
ndividually. We consider their combined effects, and implications
or the properties of ionizing sources, in Section 5 . In Section 6 , we
onsider numerical (non-physical) modelling effects. We conclude
n Section 7 . Throughout this work, we assume the following
osmological parameters: �m 

= 0.305, �� 

= 1 − �m 

, �b = 0.048,
 = 0.68, n s = 0.9667, and σ 8 = 0.82, consistent with Planck
ollaboration VI ( 2020 ) results. All distances are quoted in comoving
nits unless otherwise specified. 

 R E L E VA N T  M O D E L L I N G  C O N S I D E R ATI O N S  

n this section, we will discuss several physical effects that affect the
elationship between Ṅ γ and the forest in simulations. We will also
iscuss how each of these might affect the need for a drop. 

.1 Spectrum of the ionizing radiation 

he ionizing photon spectrum emitted by galaxies is often
arametrized as a power law of the form 

d Ṅ γ

d ν
∝ 

J ν

h p ν
∝ ν−α−1 , (2) 

here J ν is the galaxy’s spectral energy distribution abo v e 1 Ryd,
 p is Planck’s constant, ν is frequency, and α is the spectral index.
ypical values for α range from 0.5 to 2.5, depending on assumptions
bout the ionizing properties of stars (Bressan et al. 2012 ; Choi,
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onroy & Byler 2017 ) and spectral hardening by the interstellar and
ircumgalactic medium (ISM and CGM) (Madau 1995 ; Faucher- 
igu ̀ere et al. 2009a ; Haardt & Madau 2012 ). Ionizing radiation may
e further hardened by the IGM after emerging from galaxies. 
The Ly α forest is sensitive to α through the latter’s effect on the

hotoionization rate � H I and temperature T . In optically thin gas, 

 H I = 

∫ 4 ν0 

ν0 

d ν
d N γ

d ν
cσH I ( ν) = N γ c〈 σH I 〉 , (3) 

here N γ is the local ionizing photon number density, c is the speed
f light, 〈 σ H I 〉 is the spectrum-averaged H I cross-section, and h p ν0 

13.6 eV is the ionization energy of H I . 1 For α = 2.5 (0.5), 〈 σ H I 〉
 3.11 × 10 −18 cm 

2 (1.93 × 10 −18 cm 

2 ), a factor of 1.6 difference.
he temperature is sensitive to α through the photoheating rate, 

 = 

∫ 4 ν0 

ν0 

d ν
d N γ

d ν
cσH I ( ν)( h p ν − h p ν0 ) ∝ N γ 〈 E ion , H I 〉 , (4) 

here 〈 E ion,H I 〉 is the average energy injection per ionization per H I

tom. Since harder photons carry more energy, smaller α will lead to 
arger 〈 E ion,H I 〉 and a hotter IGM. For α = 2.5 (0.5), 〈 E ion,H I 〉 = 3.16
5.38) eV, a factor of 1.7 difference in heating rate. 2 The temperature
he gas is heated to initially by reionization, T reion , also depends on α,
lthough D’Aloisio et al. ( 2019 ) found that sensitivity to be modest.

The opacity of the IGM to Ly α photons scales with � H I and T as 

Ly α ∝ n H I ∝ 

αA ( T ) 

� H I 
∝ T −0 . 7 � 

−1 
H I , (5) 

here αA is the case A recombination coefficient of H II . Because � H I 

nd T scale oppositely with α, the effect of changing α will partially
ancel in equation ( 5 ). The fact that τLy α scales more strongly with
 H I than with T suggests that it should increase for harder spectra

smaller α), resulting in less Ly α transmission at fixed N γ . This
ould allow Ṅ γ to be higher at fixed Ly α transmission, possibly 

lleviating the need for a drop in Ṅ γ . 

.2 Ionizing recombination radiation 

onizing recombination photons (IRPs) – produced by H I recombi- 
ations to the ground state – also affect the relationship between Ṅ γ

nd the Ly α forest. These photons are produced mainly within dense 
as clumps with high recombination rates, the same structures that act
s sinks (see next section). Modelling IRPs self-consistently requires 
esolving the structures that create them, a challenging computational 
ask. Thus, IRPs are often treated approximately assuming one of two 
imiting cases (although some codes include the full treatment, e.g. 
osdahl et al. 2013 ; Kannan et al. 2019 ). They are assumed to (1)
ave no effect on the local IGM or (2) get re-absorbed immediately
y neighbouring H I after being emitted (the so-called on-the-spot 
pproximation). These approximations are referred to as case A and 
, respectively. Case A (B) is most accurate in low (high) density
as where the local MFP to IRPs is long (short). 

Transmission in the 5 < z < 6 Ly α forest is set by underdense
as, where it is safe to assume that the case A approximation is
 The cut-off at 4 Ryd owes to absorption of He II ionizing photons within 
alaxies. 
 To get these values, we first assume that the ionizing photon number spectrum 

s given by equation ( 2 ), with a sharp cut-off at 4 Ryd (the He II ionization 
hreshold). To get the average energy injection per ionization over the whole 

pectrum, we e v aluate 〈 E ion , H I 〉 = 

∫ 4 ν0 
ν0 

dν
d ̇N γ
d ν σ ν

H I ( hν−13 . 6 eV ) 
∫ 4 ν0 
ν0 

dν
d ̇N γ
d ν σ ν

H I 

, which assumes 

he optically thin limit for absorption. 

o  

g  

b
(  

o
h  

2  

e  

L
T  
 alid locally. Ho we ver, the fate of IRPs produced in dense gas
lumps is less clear. The fraction of IRPs escaping these clumps,
nd their effect on the IGM opacity, are sensitive to the IGM column
ensity distribution (Faucher-Gigu ̀ere et al. 2009b ; Altay et al. 2011 ;
cQuinn, Oh & Faucher-Gigu ̀ere 2011 ). If a significant fraction

f IRPs escape, they may affect the properties of the sinks and the
onizing background. It is possible that they could affect the Ṅ γ –
orest relationship and the need for a drop in Ṅ γ . 

.3 Ionizing photon sinks 

onizing photon sinks – dense gas clumps with high recombination 
ates – set the ionizing photon MFP and the reionization photon 
udget. They also regulate the ionizing background at the end of
eionization. In Cain et al. ( 2021 ), we demonstrated that sinks could
revent the MFP from over-shooting the measurements at z ∼ 5 
ithout a drop in Ṅ γ . 
It is possible that the smallest, most abundant sinks are missing

rom simulations. These occupy non-star-forming ‘mini-haloes’ with 
ark matter (DM) masses of 10 4 –10 8 M �. They are photoe v aporated
 v er a ∼100 Myr time-scale after the IGM surrounding them is
eionized (Shapiro, Iliev & Raga 2004 ; Iliev, Shapiro & Raga 2005 ;
han et al. 2024 ). Despite being short-lived, mini-haloes contribute 

ignificantly to the IGM opacity and significantly increase the photon 
udget (Park et al. 2016 ; D’Aloisio et al. 2020 ; Nasir et al. 2021 ;
han et al. 2024 ). Mini-haloes are difficult to resolve in simulations
ecause they can be as small as the pre-reionization baryon Jeans
cale, which can be a kpc or less depending on the uncertain IGM
hermal history. Their response to reionization is sensitive to the 
nterplay between self-shielding and hydrodynamics, requiring fully 
oupled RT/hydro to model accurately. Another possibility is that 
imulations are underestimating the opacity from the most massive 
inks, which occupy haloes massive enough ( > 10 9 M �) to self-
hield long after reionization ends. The opacity after reionization 
s dominated by these objects (Prochaska, O’Meara & Worseck 
010 ), and they may be important during reionization (Mu ̃ noz et al.
016 ). Since haloes this massive usually host star-forming galaxies 
Okamoto, Gao & Theuns 2008 ; Finlator et al. 2017 ), their opacity
ay be sensitive to how galaxies form and evolv e. F or e xample,
u et al. ( 2019a ) found that how they modelled feedback in their

alaxies significantly affected clumpiness of the surrounding IGM 

their Appendix C). While several reionization simulations include 
alaxy formation models (e.g. Ocvirk et al. 2016 ; Rosdahl et al. 2018 ;
annan et al. 2022 ), these differ in how they handle processes like
GN feedback and star formation. Many reionization simulations 
o not include galaxy physics (e.g. Keating et al. 2020a ; Cain et al.
021 ). 

.4 Clustering of the ionizing sources 

he sources of reionization (galaxies) are clustered on spatial scales 
f 10s–100s of Mpc. If reionization was driven by the brightest
alaxies (Naidu et al. 2020 ; Matthee et al. 2022 ), the sources would
e more highly biased/clustered than if faint galaxies dominated 
Finkelstein et al. 2019 ; Atek et al. 2024 ). Several recent studies,
bservational and theoretical, suggest fainter galaxies may have 
igher average f esc and/or ξ ion (Begley et al. 2022 ; Rosdahl et al.
022 ; Saldana-Lopez et al. 2023 ; Atek et al. 2024 ). Ho we ver, Matthee
t al. ( 2022 ) and Naidu et al. ( 2022 ) recently argued that the brightest
yman α emitters (LAEs) may have been the primary drivers. 
heir model may be supported by observations of bright LAEs at
MNRAS 531, 1951–1970 (2024) 
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 ≥ 7, which hint at the presence of large, highly ionized regions
urrounding them (Mason et al. 2018 ; Endsley & Stark 2022 ). 

The clustering properties of the sources can affect the Ly α forest.
he more biased the sources are, the more the ionizing background
ill fluctuate on large scales during reionization, resulting in regions
ith enhanced Ly α transmission near the brightest sources. This

ffect should be important as long as the MFP is less than or
omparable to the clustering scale of the sources, which may be true
ven after reionization (Davies & Furlanetto 2016 ). The ionizing
ackground surrounding the brightest sources may also affect the
esponse of the sinks to reionization (Park et al. 2016 ; D’Aloisio
t al. 2020 ; Chan et al. 2024 ). 

 N U M E R I C A L  M E T H O D O L O G Y  

n this section, we describe the numerical methods used in this work.
ections 3.1–3.3 re vie w the methodology discussed in Cain et al.
 2023 ), and the remaining sections introduce new features in our
ramework. 

.1 Lar ge-scale radiati v e transfer 

e ran radiative transfer (RT) simulations of reionization using the
ay-tracing RT code first introduced in Cain et al. ( 2021 ) and further
escribed in Cain et al. ( 2023 ), which we refer to as Fle xRT (fle xible
adiative transfer) hereafter. 

Fle xRT solv es the RT equation in post-processing on a time-series
f cosmological density fields and with a uniform RT grid. Ionizing
ources (see next section) are binned to their nearest RT cells and
ays are cast from the centres of source cells. As rays travel, the
ptical depth through each intersected cell is computed, and photons
re deposited accordingly. Rays can adaptively split and merge using
he HealPix formalism (Gorski et al. 1999 ; Abel & Wandelt 2002 ;
rac & Cen 2007 ) to maintain a desired angular resolution. In this
ork we track 12 directions in the radiation field, with a maximum
umber of rays per cell of 28. Rays are deleted when their photon
ount is attenuated by a factor of 10 10 . 

Instead of solving for the H I number density ( n H I ) in each cell,
lexRT adopts a more general approach to compute ionizing photon
pacities. The optical depth at frequency ν encountered by ray j
ntersecting cell i is 3 

ν
ij = 

x i ion 
s ij 

λν
i 

, (6) 

here 
 s ij is the distance travelled by ray j through cell i , λν
i 

s the MFP at frequency ν, and x i ion is the ionized fraction. The
hotoionization rate is given by 

 

i 
H I = 

〈 σH I 〉 i ν〈 λ〉 i ν
x i ion V 

i 
cell 
t 

N rays ∑ 

j= 1 

N freq ∑ 

ν= 1 

N 

ij ,ν

γ, 0 [1 − exp ( −τ ν
ij )] , (7) 

here N 

ij ,ν

γ, 0 is the number of photons initially in frequency bin ν of
ay j , 〈 σH I 〉 i ν and 〈 λ〉 i ν are the H I cross-section and MFP averaged
 v er the ionizing spectrum incident on cell i , and N freq is the number
NRAS 531, 1951–1970 (2024) 

 To get this relationship between τ and x ion , we assume that I-fronts travel 
long one cell axis and that rays travel along this direction and enter at the 
onized side of the cell opposite the I-front. In this limit, the fraction of the cell 
raversed by the ray before reaching the I-front is x ion . We note that our results 
re not very sensitive to this choice, since x ion cancels out in equation ( 7 ) in 
he limit that τ 
 1. 

2  

m

4

o

f frequency bins. The inclusion of multifrequency RT is a new
eature in FlexRT, and is further discussed in Section 3.4 . The other
uantities have the same meaning as in equation 1 of Cain et al.
 2023 ). We will describe in Sections 3.3 and 3.4 how we calculate
 λ〉 ν . Appendix A gives the complete derivation of equation ( 7 ). 4 

We model the propagation of sub-resolved I-fronts in the ‘moving
creen’ approximation, which assumes a sharp boundary between
onized and neutral gas. The I-front speed is given by 

 IF = 

F 

inc 
γ

(1 + χ ) n H 
, (8) 

here F 

inc 
γ is the ionizing flux incident on the neutral part of the cell

after absorption by the intervening ionized part) and the factor of 1 +
= 1.082 accounts for single ionization of He. The gas temperature

ehind the I-front, T reion , is estimated using the flux-based method
rescribed in D’Aloisio et al. ( 2019 ), and the temperature evolution
hereafter is calculated using their equation ( 6 ). 

.2 Sources and density fields 

ur sources are haloes taken from a DM-only simulations run with
he N -body code used in Trac, Cen & Mansfield ( 2015 ) with a box
ize of 200 h −1 Mpc. We used N dm 

= 3600 3 particles, resulting
n a complete halo mass function (to within 10 per cent) down to
 minimum halo mass of 3 × 10 9 h −1 M � ( ≈200 DM particles).
aloes were saved every 10 Myr from z = 12 to 4.8. We assigned
V luminosities to haloes by abundance-matching to the UVLF of
inkelstein et al. ( 2019 ). The global (integrated) ionizing emissivity,
˙
 γ , is a free function of redshift that we tune to match observations
we describe how we do this in Section 4 . Ionizing photons are

istributed between haloes according to 

˙ γ ∝ 

{
L 

β

UV M halo ≥ M min 

0 M halo < M min 
, (9) 

here ṅ γ is the emissivity of a given halo, L UV is its UV luminosity,
 min is the minimum mass of haloes that produce ionizing photons,

nd β parametrizes how the emissivity is distributed between bright
nd faint sources. We will use M min = 3 × 10 9 h −1 M � and β = 1 as
ur fiducial values, and will vary both in Section 5.2 . Density fields
re taken from an Eulerian hydro-dynamical simulation with N =
024 3 gas cells run with the code of Trac & Pen ( 2004 ), with the
ame box size and large-scale initial conditions used in the N -body
un. We re-binned the density fields to a coarse-grained resolution of
 rt = 200 3 for our FlexRT runs. 

.3 Sub-grid models for λν

ur prescription for λν in equation ( 7 ) follows the formalism outlined
n (Cain et al. 2023 ), with the impro v ement that we now account for
he frequency dependence of λν (see next section). We use a suite
f high-resolution hydro/RT simulations in 1 h −1 Mpc volumes [like
hose in D’Aloisio et al. ( 2020 )] run with a modified version of
he code of Trac & Cen ( 2007 ). These simulations sample a range of
ox-scale o v erdensities (using DC modes, Gnedin, Kravtsov & Rudd
011 ), � H I , and reionization redshifts ( z reion ) to calibrate a sub-grid
odel for λν , which evolves in our simulations according to 

d λν

d t 
= 

∂ λν

∂ t 

∣∣∣
� H I 

+ 

∂ λν

∂ � 

∣∣∣
t 

d � H I 

d t 
− λν − λν, 0 

t 
, (10) 
H I relax 

 Appendix A of Cain et al. ( 2023 ) derives only the monochromatic version 
f equation ( 7 ) (their equation 1). 
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he first term on the RHS gives the time evolution of λν at fixed
 H I and the second gives the instantaneous dependence on � H I . We

nterpolate the first term from our simulation suite and assume λν ∝ 

 

2 / 3 
H I to calculate the second (moti v ated by theoretic expectations for
n ionized IGM, e.g. Furlanetto & Oh 2005 ). The last term accounts
or the evolution of λν towards its constant- � H I limit, 5 λν,0 , which we
lso interpolate from our simulations. We assume t relax = 100 Myr
or the timescale o v er which the IGM loses memory of its previous
 H I history. Further details can be found in the text and appendices
f Cain et al. ( 2023 ). 
In this work, we use two versions of our sub-grid model, both of

hich are described in Cain et al. ( 2023 ): 

(i) Full sinks : This model uses the full, self-consistent evolution 
f λν predicted by the our small-volume simulations suite combined 
ith equation ( 7 ) and ( 10 ). It accounts for the pressure smoothing of

he IGM after ionization and the effect of un-resolved self-shielded 
ystems. 

(ii) Relaxed limit : For this model, we extrapolate the low-redshift 
ν in our z reion = 12 sub-grid simulations to lower redshift assuming
 power law. This treats the IGM as if it has been ionized for a
ong time, and is in a pressure smoothed equilibrium, at all times. In
his model, the effects of small, short-lived sinks that are sensitive 
o pressure smoothing and photoe v aporation (see Section 2.3 ) are
eglected. 

.4 Multifrequency RT 

e hav e e xtended our sub-grid formalism to allow for a multifre-
uency RT treatment. Unfortunately, our sub-grid simulations only 
aved the MFP averaged over the ionizing spectrum, and the Lyman 
ontinuum (LyC, 912 Å) MFP. To approximate the full frequency 
ependence, we assume 

ν = κ912 

(
σH I ( ν) 

σ 912 
H I 

)βN −1 

(11) 

here κν ≡ 1/ λν is the absorption coefficient at frequency ν and κ912 

s the LyC absorption coefficient. This form follows from equation (5) 
f Nasir et al. ( 2021 ) (see also Prochaska, Worseck & O’Meara 2009 )
ssuming that the H I column density distribution is a power law of
he form f ( N H I ) ∝ N 

−βN 
H I . Our sub-grid simulations assume a power

aw ionizing spectrum of the form J ν ∝ ν−α with α = 1.5. We can
hen find βN using 

〈 κν〉 α= 1 . 5 

κ912 
= 

α[1 − 4 −α−2 . 75( βN −1) ] 

[ α + 2 . 75( βN − 1)](1 − 4 −α) 
, (12) 

here 〈 κν〉 α = 1.5 is the frequenc y-av eraged absorption coefficient in 
he sub-grid simulations. Then we calculate κν in each frequency bin 
n FlexRT using equation ( 11 ). Note that 〈 σH I 〉 i ν and 〈 λ〉 i ν in equation
 7 ) are averaged over the spectrum incident on cell i in FlexRT, not
he α = 1.5 spectrum used in the sub-grid simulations. This assumes
hat λν can be estimated for any incident spectrum using results from
n α = 1.5 simulation. In FlexRT, we use five frequency bins with
nergies 14.44, 16.64, 19.91, 25.47, and 37.6 eV, each containing 
he same number of photons. 6 We test this procedure and give more
etails in Appendix B . We find that our approach is accurate to within
0 per cent even for negative values of α. 
 That is, the limit in which � H I has not changed for a long time. 
 This particular binning is chosen to give approximately the correct average 
 I cross-section for an α = 1.5 spectrum. The are also approximately the 

ame frequency bins used in the high-resolution simulations. 

7

e
e
s
8

a

.5 Recombination radiation 

e have added an approximate treatment of recombination radiation 
o FlexRT. We assume that a fraction f rec 

esc of IRPs escape from the
ense clumps that produce them, and the rest are absorbed locally.
he ef fecti ve recombination coef ficient can be written as 

( T ) = f rec 
esc αA ( T ) + (1 − f rec 

esc ) αB ( T ) , (13) 

here T is temperature and αA and αB are the case A and B
ecombination coef ficients, respecti vely. We assume equation ( 13 )
olds when modelling the ionizing photon opacity. For Ly α forest 
alculations (described in Section 3.7 ), we use αA for the reasons
xplained in Section 2.2 . 

We assume that the ionized gas in each cell is in photoionization
quilibrium. 7 Then, we can write the recombination rate as a function
f the ionizing absorption coefficient (Emberson et al. 2013 ), with
∝ α( T ) at fixed density and � H I . Our small-volume simulations

ssume the case B recombination coefficient, so we can re-scale the
bsorption coefficient from those simulations like 

 κ〉 ν = 〈 κB 〉 ν α( T ) 

αB ( T ) 
, (14) 

here 〈 κB 〉 ν is the sub-grid model prediction. 
Under these approximations, the emissivity of IRPs in cell i is 

˙ rec , i 
γ = x i ion f 

rec 
esc 

� 

i 
H I 

〈 σH I 〉 i ν
(〈 κi 

A 〉 ν − 〈 κi 
B 〉 ν

)
(1 + χ ) , (15) 

here 〈 κi 
A 〉 ν is equation ( 14 ) e v aluated for f esc = 1, and the factor of

 + χ crudely accounts for ground state recombinations from He II . 8 

hese photons are added to the emissivity from haloes in each cell.
he energy of IRPs is 

 rec = 13 . 6 eV + 

1 

2 
m e v 

2 , (16) 

here m p is the electron mass and v is the relative velocity between
he recombining electron and proton. The average kinetic energy is 

3 
2 kT , where T is the gas temperature. For 10 4 K gas, this is 1.3 eV,

ielding E rec = 14.9 eV and an average H I cross-section of 〈 σ H I 〉 ν =
.93 × 10 −18 cm 

2 , a factor of 2 larger than the 〈 σ H I 〉 ν = 2.55 × 10 −18 

m 

2 for an α = 1.5 spectrum. In our multifrequency FlexRT runs,
e assign IRPs to our lowest energy bin (14.44 eV). We provide a

omplete deri v ation of equations ( 13 )–( 15 ) in Appendix C . 

.6 Modelling haloes as absorbers 

astly, we added a simple prescription for the opacity from haloes
osting ionizing sources. This allows us to assess how missing 
pacity from massive haloes would affect the drop in Ṅ γ (see 
ection 2.3 ). We treat haloes as spherically symmetric, optically 

hick absorbers with cross-section 

halo ( M halo , z, � H I ) = πR 

2 
halo ( M halo , z, � H I ) , (17) 

here R halo is the radius to which the halo is opaque. We write this
s 

 halo ( M halo , z, � H I ) = f 200 ( M halo , z, � H I ) R 200 ( M halo , z) , (18) 
MNRAS 531, 1951–1970 (2024) 

 This is not true in our small volume simulations, which include non- 
quilibrium effects such as photoevaporation of self-shielded systems. How- 
ver, it is likely a good approximation in the relaxed limit sub-grid model, 
ince such processes are largely neglected there. 
 This is appropriate because the recombination coefficients for H II and He II 
re very similar in the rele v ant temperature range. 
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here R 200 is the radius within which the mean density is 200 × the
osmic mean, and f 200 parametrizes the opacity of the halo (including
ts sensitivity to � H I ). Halo masses in our N -body simulation are given
y the mass enclosed within R 200 , which is approximately the halo
irial radius (Trac et al. 2015 ). We will describe momentarily how
e estimate f 200 . 
The total opacity from haloes in cell i is given by 

i 
halo = 

1 

V 

i 
cell 

N halo ∑ 

j= 1 

σhalo ( M ij , z) , (19) 

here the sum runs o v er all haloes occupying cell i . In what follows,
e assume that all haloes resolved by our N -body simulations (with
 halo ≥ 3 × 10 9 h −1 M �) contribute extra opacity. The total opacity

n cell i is given by adding κhalo to equation ( 6 ) 9 : 

ν
ij = x i ion 
s ij 

(
1 

λν
i 

+ κi 
halo 

)
. (20) 

Finally, we need a prescription for f 200 , for which we use an
nalytical model similar to that described in section 2 of Mu ̃ noz
t al. ( 2016 ) (see also Theuns 2021 ; Theuns & Chan 2024 ). We
ssume all haloes have a spherically symmetric power-law density
rofile 

gas ( r) ∝ r −ε . (21) 

he radius r abs to which the halo is opaque to ionizing photons can
e approximated by the condition 

ion ≈ n H I ( r abs ) 〈 σH I 〉 r abs = 1 , (22) 

here τ ion is approximately the optical depth encountered by a
ightline intersecting the edge of the halo. 10 We show in Appendix D
hat, assuming photoionization equilibrium, f 200 scales like 

 200 ∝ � 

− 1 
2 ε−1 

H I M 

1 
3(2 ε−1) 

halo (1 + z) 
5 

2 ε−1 , (23) 

here � H I is the photoionization rate in the IGM surrounding the
alo. The positive scaling with redshift reflects the fact that haloes
ollapsing at higher z have larger physical densities at their virial
adii. More details are given in Appendix D . 

.7 Modelling the Ly α forest 

e compute Ly α forest statistics on a N = 2048 3 version of the same
ydro run used to get our density fields. We traced 4000 sightlines
hrough the box and mapped on the � H I , T , and neutral fraction
rom FlexRT. In ionized RT cells (defined as those with x H I < 0.5),
e compute the residual neutral fraction assuming photoionization

quilibrium. The spatial resolution of our hydro simulation is 97.7
 

−1 kpc, which D’Aloisio et al. ( 2018 ) found to be un-converged in
NRAS 531, 1951–1970 (2024) 

 Note that the extra opacity from haloes does not contribute to 〈 λ〉 ν in the 
umerator of equation ( 7 ). This is because the expression 〈 λ〉 ν〈 σH I 〉 ν in the 
umerator of that equation is equal to the inverse of the residual H I number 
ensity in the ionized IGM, but the haloes are treated here as if they are 
ompletely self-shielding (neutral). Also, note that κhalo is also multiplied by 
 ion because not doing so would spuriously count opacity from haloes still 
ithin the neutral part of the cell. 

0 The analogous deri v ation in section 2 of Mu ̃ noz et al. ( 2016 ) identified the 
bsorber radius as the distance at which the opacity approaching the centre 
f the halo from infinity reaches 1. This condition yields the same scaling 
elations found here, but gives an absorber radius about 70 per cent of that 
iven by equation ( 22 ). This is an acceptable difference given the highly 
pproximate nature of the model. 
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n

he mean Ly α transmission at the 50 per cent level. We correct for
his using the approach outlined in Appendix A of D’Aloisio et al.
 2018 ), and the correction factors from their table A1. With their
orrection, our ef fecti ve spatial resolution for the forest calculation
s 12.2 h −1 kpc, close to the convergence criteria found by Doughty
t al. ( 2023 ). 

One problem with mapping the FlexRT fields directly to the hydro
ensity grids is that correlations with density on scales smaller
han the RT cell size (1 h −1 Mpc) are missed. This is a problem
or temperature, which correlates strongly with density on small
cales. Hydro cells less dense than the coarse-grained RT cells they
ccupy contribute most of the Ly α transmission, and in general
hese have temperatures lower than that of their host RT cell. The
GM temperature is usually assumed to follow a power law in density
f the form 

 ( 
 ) = T 0 
 

γ−1 (24) 

here 
 is gas density in units of the mean, T 0 is the temperature
t mean density, and the power law index γ is mainly a function
f how recently the gas was ionized. Recently ionized gas ( z ≈
 reion ) is nearly isothermal ( γ = 1), while for z < <z reion , γ → 5/3.
e estimate γ ( z , z reion ) using the analytical solution for the IGM

emperature given by McQuinn & Upton Sanderbeck ( 2016 ). Then
e re-scale the temperatures in each hydro cell according to 

 

i 
hydro = T 

j 

RT 

( 


 

i 
hydro 


 

j 

RT 

) γ ( z ,z j reion ) −1 

, (25) 

here T j RT is the temperature in RT cell j that contains hydro cell
 , 
 

i 
hydro is the density in hydro cell i , 
 

j 

RT is the coarse-grained
ensity in RT cell j , and z j reion is the reionization redshift of cell j .
e find that this procedure results in a ∼ 10 per cent correction to

he forest mean flux. We test this procedure and give more details in
ppendix E . 

 EFFECT  O F  I N D I V I D UA L  MODELLI NG  

O N S I D E R AT I O N S  

.1 Reference model 

n the following sections, we will study the IGM modelling effects
escribed in Section 2 . Starting from a reference model (described
elow), we will vary each modelling choice one at a time and assess
ow this changes the evolution of Ṅ γ required by the forest. In all
ur FlexRT simulations, Ṅ γ is a non-parametric function of redshift
uned such that the mean Ly α transmission, 〈 F Ly α〉 , agrees as closely
s possible with recent measurements by Bosman et al. ( 2022 ) using
he new XQR-30 QSO sample (D’Odorico et al. 2023 ). This is similar
o the approach adopted in (Keating et al. 2020a , b ). Our reference
odel has the following features: 

(i) A monochromatic spectrum with a σ H I = 2.55 × 10 −18 cm 

2 ,
s in Cain et al. ( 2021 , 2023 ). This σ H I is the average value for a
ower law spectrum with α = 1.5. 
(ii) The relaxed limit sub-grid model, described in Section 3.3 . We

hose this model so that our reference case would be representative
f simulations that do not resolve the small, abundant sinks that are
ensiti ve to photoe v aporation and pressure smoothing. We do not
nclude any extra opacity from haloes. 

(iii) We use the case B assumption for the ionizing opacity that is
ative to our sub-grid simulations (i.e. f rec 

esc = 0 in equation 13 ). 
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Figure 2. Top two rows, in clockwise order from top left: ionized fraction x ion , LyC MFP λmfp 
912 , ionizing emissivity Ṅ γ , IGM temperature at mean density 

T 0 , mean Ly α forest transmission 〈 F Ly α〉 , and electron scattering optical depth to the CMB ( τ es ). We compare our reference model (black solid curve) to 
observations from (Becker et al. 2011 ; Becker & Bolton 2013 ; Worseck et al. 2014 ; McGreer et al. 2015 ; Greig et al. 2016 ; Bosman et al. 2018 ; Davies et al. 
2018 ; Eilers et al. 2018 ; Mason et al. 2018 , 2019 ; Boera et al. 2019 ; Greig, Mesinger & Ba ̃ nados 2019 ; Walther et al. 2019 ; Gaikwad et al. 2020 ; Planck 
Collaboration VI 2020 ; Wang et al. 2020 ; Yang et al. 2020a , b ; Becker et al. 2021 ; Bosman et al. 2022 ; Zhu et al. 2022 ; Gaikwad et al. 2023 ; Jin et al. 2023 ; Zhu 
et al. 2023 ). The upper right panel displays the same models shown in Fig. 1 for reference (faded curves). All the simulations in this work have their emissivity 
histories calibrated to match the 〈 F Ly α〉 measurements from Bosman et al. ( 2022 ) as closely as possible o v er 4.8 < z < 6. The bottom two rows show the CDF 
of τ eff , computed o v er 50 h −1 Mpc segments of the Ly α forest, compared to the measurements of Bosman et al. ( 2018 , 2022 ) and Eilers et al. ( 2018 ). See text 
for details. 
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Figure 3. Comparison of our Fid. Multifrequency (orange dashed) and hard 
multifrequency (blue dotted) models to our reference model (solid black). 
From top to bottom, the panels show Ṅ γ , 〈 F Ly α〉 , and T 0 . All models are 
calibrated to match the measurements of 〈 F Ly α〉 by Bosman et al. ( 2022 ). 
Harder spectra work in the direction of making the drop in Ṅ γ shallower, 
but the effect is small compared to the size of the drop itself. The hard 
multifrequency model is also in significant tension with most recent IGM 

temperature measurements. 
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Fig. 2 compares our reference model with a wide range of obser-
ations and other simulations. The top two ro ws sho w, clockwise
rom the top left, the ionized fraction x ion , LyC MFP λ

mfp 
912 , Ṅ γ ,

GM temperature at mean density T 0 , mean Ly α forest transmission
 F Ly α〉 , and electron scattering optical depth to the CMB, τ es . We
stimate λmfp 

912 by stacking mock spectra calculated from random
tarting points and fitting to the model of Prochaska et al. ( 2009 ), as in
ain et al. ( 2021 ). 11 The upper right panel shows Ṅ γ for the reference
odel (black solid) and the same curves from Fig. 1 . The other

anels show a collection of recent observational measurements from
he literature, referenced in the figure caption. The red points in the
econd-from-top middle panel show the most recent measurements
f 〈 F Ly α〉 by Bosman et al. ( 2022 ) at 4.8 < z < 6, against which we
alibrate our models. 

The bottom two ro ws sho w the cumulative distribution function
CDF) of ef fecti v e Ly α optical depth, τ eff , measured o v er 50 h −1 Mpc
egments of the forest. Each panel shows a different redshift between
 = 5 and 6. We compare to measurements by Bosman et al.
 2022 ) (red), Bosman et al. ( 2018 ) (green), and Eilers et al. ( 2018 )
blue). For observations, shaded regions denote limiting assumptions
bout the value of τ eff for null detections. 12 In each redshift bin,
e randomly draw a number of 50 h −1 Mpc segments from our

imulation sightlines equal to the corresponding number in the
osman et al. ( 2022 ) data set, and compute the CDF 500 times.
he shaded grey curves show the 10 –90 per cent range from this
rocedure. 
Our reference model is in broad agreement with the observations

n Fig. 2 . Our reionization history ends slightly too late for the dark
ixel constraints from McGreer, Mesinger & D’Odorico ( 2015 ), but
s in agreement with updated limits from Jin et al. ( 2023 ) and recent
ark gap constraints from Zhu et al. ( 2022 ). The MFP is in reasonable
greement with measurements of Worseck et al. ( 2014 ) and Gaikwad
t al. ( 2023 ), but is slightly too high for those of Becker et al. ( 2021 )
nd Zhu et al. ( 2023 ). This could owe to the relaxed limit model
aving too few sinks, and/or to our use of the case B approximation
or recombination radiation. Our Ṅ γ is qualitatively similar to those
iscussed in Section 1 , with a factor of ∼2 decline between z = 6
nd the end of the simulation at z = 4.8. Our thermal history is in
greement with the recent measurements of Gaikwad et al. ( 2020 ),
ut is slightly too high for measurements at z ≤ 5. 

Our τ eff distributions are also in broad agreement with measure-
ents. Note that our simulations are not explicitly calibrated to match

he τ eff distribution of Bosman et al. ( 2022 ), only 〈 F Ly α〉 . So, to
ome extent, our models can be judged by their agreement with τ eff 

easurements. We see that at 5.2 < z < 5.8, our τ eff distributions are
lightly wider than the Bosman et al. ( 2022 ) measurements. Bosman
t al. ( 2022 ) found that their τ eff distributions are in good agreement
ith simulations in which reionization is completely o v er by z =
.3. The fact that our reference model ends reionization slightly later
han this ( ∼5.1) is likely the reason for this disagreement. 

.2 Ionizing spectrum 

e start by varying the properties of the ionizing spectrum. Our first
odel, which we label ‘fiducial (Fid.) multifrequency’, adopts the
NRAS 531, 1951–1970 (2024) 

1 Roth et al. ( 2023 ) find that this estimator for the MFP agrees well with the 
easurements using QSOs, even at z = 6 when reionization is ongoing (see 

lso Satya v olu et al. 2023 ). 
2 The lower bound assumes τ eff = ∞ , while the upper bound assumes τ eff 

 −ln (2 σ ), where σ is the uncertainty of the mean transmission. 

〈  

t  

o

1

i

ultifrequency treatment described in Section 3.4 , still assuming α =
.5 for sources. Comparing this model to the reference model (which
mploys the monochromatic approximation) isolates the effects of
GM filtering. 13 Our second model, labelled ‘hard multifrequency’,
lso uses multifrequency RT but assumes α = 0.5, on the low end
or reasonable stellar population models (see Section 2.1 ). 

Fig. 3 shows Ṅ γ (top), 〈 F Ly α〉 (middle), and T 0 (bottom) for these
odels (orange dashed and blue dotted, respectively) compared to the

eference model (black solid). By construction, all three models have
early identical 〈 F Ly α〉 , in agreement with Bosman et al. ( 2022 ). All
hree have fairly similar Ṅ γ at z < 6, with the Fid. Multifrequency
nd hard multifrequency models having a slightly shallower drop
han the reference case. The effects of multifrequency RT, including
 harder spectrum, on Ṅ γ are about 0.05 dex, much smaller than the
0.3 dex drop in the reference model. The smallness of the effect

ikely owes to the partial cancellation of � H I and T effects in the
 F Ly α〉 , discussed in Section 2.1 . Recall that a harder spectrum leads
o lower � H I and higher temperatures, which have opposite effects
n the forest transmission. 
3 To maximize the effect of filtering, we assume βN = 2 in equation ( 11 ) 
nstead of calculating it self-constantly using equation ( 12 ) in this section. 
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Figure 4. Effect of IRPs on the drop in Ṅ γ . Top: Ṅ γ for our recombination 
model (orange dashed) and reference model (black solid). Bottom: 〈 F Ly α〉 
compared to Bosman et al. ( 2022 ) measurements. Ionizing recombination 
radiation has a small effect on the drop, even for parameters that maximize 
its effect. See text for details. 
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We see from the bottom panel that these models also have 
ignificantly higher IGM temperatures. T 0 is ∼ 10 per cent (20 
er cent) higher in the Fid. Multifrequency (hard multifrequency) 
odel than in the reference case. The hard multifrequency case is

n ∼2 σ tension with the Gaikwad et al. ( 2023 ) measurements at z
 5.4 and 5.6, and in ∼3 σ tension with the Boera et al. ( 2019 )
easurement at z = 5. Even harder spectra, which may allow for a

hallower drop, would only worsen this disagreement. We conclude 
hat although a harder ionizing spectrum works in the direction of

aking the drop shallower, on its own it is an unlikely explanation. 

.3 Ionizing recombination radiation 

ext, we study the effect of ionizing recombination radiation. Our 
recombination radiation’ model assumes f rec 

esc = 1, which corre- 
ponds to the case A limit and maximally contrasts the reference 
odel. To facilitate a fair comparison with our monochromatic 

eference model, here we only include two frequency bins: h p ν
 19.0 eV for sources (which gives the same σ H I assumed in the

eference model) and 13.6 eV for IRPs. The choice of 13.6 eV
aximizes the ‘softening’ effect of IRPs on the ionizing spectrum. 14 

ig. 4 shows Ṅ γ (top) and 〈 F Ly α〉 (bottom) for our Recombination
adiation model (orange dashed) and our reference model (black 

olid). As in Fig. 3 , the differences in Ṅ γ between models are modest.
he recombination radiation model has a slightly flatter Ṅ γ at z = 

, with a slightly steeper drop between z = 5.5 and 4.8. Given that
he model in Fig. 4 likely o v erestimates the effect of recombination
adiation, we conclude that IRPs probably have a small effect on Ṅ γ

t fixed 〈 F Ly α〉 . 
Ho we ver, IRPs do have an appreciable effect on the reionization

istory and the τ eff distribution. Fig. 5 shows the z < 6 reionization
4 IRPs do not have a net heating or cooling effect, so this choice does not 
ffect the IGM temperature. 

t  

h  

c  

o  
istory (left) and τ eff CDFs at z = 5.2 and 5.4 (middle and right,
espectively). We also show our hard multifrequency model (blue 
otted curve and shaded regions) from the previous section. The 
ecombination radiation (hard multifrequency) model ends reioniza- 
ion later (earlier) than the reference case, and displays worse (better)
greement with τ eff measurements. The former is in mild tension with 
he z = 5.5 neutral fraction constraint of Zhu et al. ( 2022 ). In the hard

ultifrequency model, at fixed 〈 F Ly α〉 , Ṅ γ is higher and reionization
nds earlier, while the opposite is true in the recombination radiation
odel. 
The main reason for later reionization history in the recombination 

adiation model is the soft ionizing spectrum of the IRPs. Since the
pectrum is softer in that model than the reference case, � H I and
 F Ly α〉 are higher at fixed Ṅ γ , and so reionization ends later at fixed
 F Ly α〉 . We have checked that if the IRPs are assigned the same
requency as the sources, the differences with the reference model 
argely disappear. A k ey tak eaw ay from Fig. 5 is that harder (softer)
onizing spectra can lead to earlier (later) reionization and better 
worse) agreement with measurements of the τ eff distribution at fixed 
 F Ly α〉 . 

.4 Missing sinks 

onizing photon sinks regulate the ionizing background, making them 

romising candidates to explain the drop in Ṅ γ . In this section,
e consider whether a population of sinks that are missing from

imulations could explain the drop. 

.4.1 Missing unresolved sinks 

ne reason for sinks to be missing in a simulation is that they
re unresolved. A natural way for us to assess the effect of the
mallest sinks is to compare our relaxed limit and full sinks sub-grid
odels, described in Section 3.3 . The latter includes the effects of

hese objects on the IGM opacity, while the former is designed to
eglect them. The orange dashed curve in Fig. 6 shows x ion (left),
˙
 γ (middle), and 〈 F Ly α〉 for a simulation that uses the full sinks

reatment, but is otherwise the same as our reference case (black
olid curve). We emphasize again that this comparison is made at
xed 〈 F Ly α〉 , as the right panel shows. 
A surprising result is that including the smallest sinks does not

lleviate the need for a drop – in fact, the drop is ∼0.05 dex
teeper than in the reference case. This is because the smallest sinks
re destroyed by photoe v aporation and pressures smoothing effects 
ithin a few hundred Myr, and only patches of the IGM that ionized

ecently still have them. So, although they increase the photon budget
reflected by a later end to reionization and higher Ṅ γ ), they do not
urvive long enough to help regulate � H I after reionization ends. The
esult is that an even steeper drop in Ṅ γ is required. For this reason,
ttempts to correct the LyC opacity in simulations for missing small-
cale power are unlikely to eliminate the need for a drop. 

.4.2 Missing massive sinks 

t is also possible that simulations are underpredicting the opacity 
rom massive haloes. We have run a simulation that uses the halo
bsorber model described in Section 3.6 , with all else the same as in
he reference case. We assume fairly shallow density profiles for our
aloes, with ε = 1.5 (compared to 2 for isothermal profiles). This
hoice is moti v ated by the possibility that feedback drives significant
utflows (e.g. Weldon et al. 2022 ), possibly resulting in significant
MNRAS 531, 1951–1970 (2024) 
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Figure 5. Sensitivity of the reionization history and τ eff distribution to the ionizing spectrum and recombination radiation. From left to right, the panels show 

the reionization history and τ eff distribution at z = 5.2 and 5.4. The main effect of recombination radiation is to soften the ionizing spectrum, so we can think of 
this model as a ‘soft spectrum’ scenario. Models with harder spectra end reionization earlier when calibrated to the same 〈 F Ly α〉 evolution, in better agreement 
with constraints on the neutral fraction at z < 6. For this reason, they have narrower τ eff distributions, in better agreement with recent measurements. 

Figure 6. Effect of sinks on the drop in Ṅ γ . We show x ion , Ṅ γ , and 〈 F Ly α〉 (left to right). We compare our reference model (black solid) to a model that includes 
the smallest, hardest-to-resolve sinks (orange dashed) and a model with extra opacity from massive, star-forming haloes (blue dotted). The former requires a 
higher photon budget and ends reionization later, but has an ∼0.05 dex steeper drop than the reference case. This is because the smallest sinks do not survive 
very long and cannot help regulate the ionizing background at reionization’s end. Sinks in massive haloes are not destroyed by photoe v aporation and pressure 
smoothing, and rapidly grow in abundance at lower redshifts. These sinks effectively regulate � H I , reducing the drop to only ∼0.05 dex. 
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pacity outside the halo virial radius ( f 200 > 1). The blue dotted curve
n Fig. 6 shows results for our ‘massive sinks’ model. Unlike our full
inks model, our halo absorber model does make the drop in Ṅ γ

hallower. Moreo v er, Ṅ γ steadily rises between z = 6 and 8 instead
f staying flat. This is because the abundance of M ≥ 3 × 10 9 h −1 M �
aloes grows rapidly throughout reionization, increasing by a factor
f 2.6 (3.7) from z = 8 to 6 (5). 15 Because these sinks become more
bundant rapidly, they can ef fecti vely regulate the growth of � H I 

nd a v oid the need for a drop in Ṅ γ . Moreo v er, these sinks are not
 v aporated by reionization, so the y surviv e long enough to regulate
he post-reionization ionizing background. 

There are a few caveats worth mentioning. First, our treatment
f haloes as spherically symmetric, ‘billiard-ball’ absorbers with a
ingle density profile is o v erly simplistic. Real galaxies have much
ore complex geometries and dynamics, and as such our model may

ot capture their opacity very well. Secondly, the choice of including
xtra opacity for M halo > 3 × 10 9 h −1 M � is arbitrary, being set by
he completeness limit of our N -body simulation. Lower mass cutoffs
NRAS 531, 1951–1970 (2024) 

5 The mass contained in these haloes grows by a factor of 4.1 (7.8) between 
 = 8 and 6 (5). 

l  

t  

G  

h  

a  
ould result in more opacity from haloes, but would also cause κhalo 

o grow less quickly (or perhaps decline) with cosmic time (see
ig. D1 and surrounding discussion). This would also increase the
udget of ionizing photons required to complete reionization. Finally,
ur choice of ε = 1.5 may not be realistic – a smaller value for ε
esults in less opacity from haloes, all else being the same. A key
performance test’ for models like this will be to see if their MFP is
onsistent with measurements at 5 < z < 6 (Gaikwad et al. 2023 ; Zhu
t al. 2023 ; Davies et al. 2024 ). We provide such a test in Section 5.1
nd will further address this point in a forthcoming paper. 

 I MPLI CATI ONS  F O R  T H E  PROPERTIES  O F  

OURCES  

.1 Realistic and optimistic scenarios 

n this section, we combine the effects studied in Section 4 . Table 1
ists the physical effects we studied and describes how each changes
he drop in Ṅ γ and the reionization history when 〈 F Ly α〉 is held fixed.
reen text denotes a shallower drop in Ṅ γ or an earlier reionization
istory, and red the opposite. We consider two models in this section:
 ‘realistic’ model and an ‘optimistic’, shown in Fig. 7 by the orange
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Table 1. Summary of the modelling considerations studied in Section 4 and 
their effects on Ṅ γ and the reionization history. The second and third columns 
describe their effect on the drop in Ṅ γ and the reionization history. 

Physical effect Emissivity drop End of reionization 

Harder ionizing spectrum < 10 per cent difference Earlier 
Recombination radiation < 10 per cent difference Later 
Missing small sinks Steeper Later 
Missing massive sinks Shallower 
z < 0.1 
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17 The smallest halo identified in our N -body simulation has M halo = 

7 × 10 8 h −1 M �. Haloes below the completeness limit sometimes appear 
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ashed and blue dotted curv es, respectiv ely. The top row has the
ame format as Fig. 6 , while the bottom row shows the τ eff CDF at z
 5.2, 5.4, and 5.6. 
The optimistic model is a combination of our massive sinks and 

ard multifrequency model, and ignores the effect of un-resolved 
inks and recombination radiation. This model has almost no drop 
nd an early end to reionization, the latter of which results in good
greement with the measured τ eff distribution. Ho we ver, e ven this
odel would require some decline in the ionizing output of galaxies 

uring reionization. The Robertson et al. ( 2015 ) emissivity, which 
ssumes constant f esc and ξ ion , increases by ∼0.4 dex between z =
 and 5 (Fig. 1 ). So, 〈 f esc ξ ion 〉 would have to fall by a similar factor
 v er this redshift range to produce the Optimistic Ṅ γ . We note that
he Optimistic model has a higher ionizing budget – 3.2 photons per 
 atom – than the reference model (2.2 photons/H atom). 
Our realistic model includes reasonable prescriptions for all 

he effects in 1 . We include multifrequency RT as described in
ection 3.4 , but keep our fiducial α = 1.5 spectrum. We assume
 

rec 
esc = 0 . 5 for recombination radiation, in between case A and B. We
se our full sinks sub-grid model to account for the smallest sinks, and
nclude our halo absorber model, but with ε = 2 (isothermal density 
rofiles). The last choice reduces the extra opacity from haloes (see 
ig. D1 of Appendix D ). This model has an Ṅ γ between those of the
eference and optimistic models – flat until z = 5.5, then dropping 
0.15 dex by z = 4.8, suggesting that realistic IGM models will

ikely require a drop. Ho we ver, the details of the drop are sensitive to
GM modelling effects. This model also ends reionization later than 
he reference model and displays worse agreement with the τ eff CDF 

similar to that of the recombination radiation model in Section 4.3 ).
his owes to the inclusion of recombination radiation and small sinks

see Figs 4 and 6 ). This may hint that recombination radiation and/or
mall sinks play a smaller role in reality than they do in our Realistic
odel – although see the next section for an alternative solution. 
As mentioned in Section 4.4.2 , an important check for models that

esolve the drop with extra sinks is that they agree with measurements 
f the MFP. Fig. 8 shows the MFP for our reference, optimistic, and
ealistic models. We see that the optimistic model has a lower MFP
han the reference case, but that it actually agrees better with z 
 5.5 measurements. This shows that it is possible to alleviate the

missivity drop with massive sinks without undershooting MFP mea- 
urements. Ho we ver, the realistic model undershoots measurements 
t z ≤ 5.1, due to its inclusion of recombination radiation and the
mallest sinks. 16 This result highlights the fact that the relationship 
etween the MFP and the forest is sensitive to the effects studied in
his work. 

An important caveat is that we have not e xhaustiv ely treated
verything that could affect the Ṅ γ –forest relationship. For example, 
6 The former increases the opacity of the gas by a factor of ∼ f rec 
esc 

αA −αB 
αB 

+ 1 
equation 14 ), but does so without affecting the ionizing photon budget, since 
RPs compensate for the extra absorption (equation 15 ) 

a
i
i
e
f

he slope of the H I column density distribution, βN (equation 12 ),
s not a free parameter in our model, being inferred from our sub-
rid simulations. Treating this as a free parameter would widen the
ange of possible sinks models. We also have not fully explored
he parameter space of our IGM prescriptions. For example, our 
alo density profile parameter ε could have time-dependence, and so 
ould f rec 

esc or the spectral index α. We will study these points in more
etail in a forthcoming paper. 

.2 Clustering of the ionizing sources 

he last physical effect we will study is that of the clustering of
onizing sources (see Section 2.4 ). We will consider three sources

odels (all assuming our realistic IGM model): 

(i) Fiducial sources: This model, which we have assumed so far, 
as β = 1 (that is, ṅ γ ∝ L UV ), and includes haloes down to the
ompleteness limit of our N -body simulation, M halo > 3 × 10 9 

 

−1 M �. 
(ii) Democratic sources: We assume β = 0, which assigns all 

aloes the same ionizing emissivity, independent of L UV . We also
nclude all the haloes in the N -body simulation even below the
ompleteness limit. 17 This model maximizes the contribution of the 
aintest, least clustered ionizing sources to the ionizing budget. 

(iii) Oligarchic sources: Our last model assumes β = 1 and that 
nly M halo > 2 × 10 10 h −1 M � haloes host ionizing sources, such
hat only the rarest and most clustered sources contribute to the
onizing budget. This model is moti v ated by the bright-galaxy driven

odels proposed by Naidu et al. ( 2020 ) and Matthee et al. ( 2022 )
nd contrasts the democratic model. 

Fig. 9 shows our source models in the same format as Fig. 11 .
hese models have significantly different reionization histories, with 

he democratic (oligarchic) sources model ending reionization 
z ∼
.2 earlier ( 
z ∼ 0.15 later) than the fiducial case. The democratic
ources model agrees much better with the τ eff CDF than the fiducial
r oligarchic models. This is because during reionization, this model 
s less transmissive in biased regions close to sources than the other
odels at fixed neutral fraction. So, reionization is allowed to end

ooner without o v ershooting measurements. Ho we ver, this model
as a larger drop in Ṅ γ than the fiducial sources case ( ∼0.25 versus
0.15 dex). The earlier end to reionization in this case leads to a

aster buildup of photons in the IGM by z ∼ 5, and compensating for
his requires a larger drop in Ṅ γ . 

The oligarchic model is in significant tension with the τ eff CDF and
ome of the neutral fraction constraints from dark gaps/pixels. Up to
 = 6.5, Ṅ γ is flat, then increases by 0.1 dex between z = 6.5 and 5.5
nd then rapidly decreases by 0.2 dex after 5.5. This odd behaviour
s necessary to match 〈 F α〉 measurements. Taken together with the
ery high neutral fraction, this ‘artificial’ behaviour of Ṅ γ seems 
o suggest that the forest disfa v ours the oligarchic sources scenario.
o we ver, we caution there is at least partial degeneracy between the

ffects of the source model and the assumed IGM parameters. 
MNRAS 531, 1951–1970 (2024) 

nd disappear in subsequent snapshots. This behaviour is unphysical, though 
t may mimic to some extent the bursty nature of star formation and associated 
onizing photon production in low-mass haloes (Emami et al. 2019 ; Dome 
t al. 2024 ). Since our goal is to qualitatively assess the effect of including 
ainter sources, so this is not a significant concern. 
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Figure 7. Comparison of optimistic (blue dotted) and realistic (orange dashed) models. The top row has the same format as Fig. 6 , while the row shows the τ eff 

distribution at z = 5.2, 5.4, and 5.6. The former includes only effects that make the drop in Ṅ γ smaller and/or the reionization history end earlier. The realistic 
model includes ‘intermediate’ treatments of the effects discussed in Section 4.2–4.4 . The Optimistic model has almost no drop in Ṅ γ and ends reionization early 
enough to agree well with the measured τ eff CDF. Ho we ver, e ven a flat Ṅ γ implies significant evolution of source properties. Our realistic model requires some 
drop and ends reionization later than suggested by the τ eff CDF. 

Figure 8. Ionizing photon MFP for the reference, optimistic, and realistic 
models. The optimistic model has a shorter MFP than the reference case, 
and is actually in slightly better agreement with measurements at z � 5.5. 
The MFP in the realistic model is too short for measurements, mainly due to 
recombination radiation and the inclusion of the smallest sinks. 
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18 Wu, McQuinn & Eisenstein ( 2021 ) showed that moment-based RT may 
itself lead to inaccuracies in the post-reionization ionizing background. 
Ho we ver, based on the arguments in this section, we believe that their result 
should hold for all RT methods. 
19 A related effect is that the RSLA leads to underestimates of the speed of 
I-fronts. This is studied in Deparis et al. ( 2019 ). 
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 N U M E R I C A L  EFFECTS  

n this section, we will briefly study two numerical effects that affect
he Ṅ γ –forest relationship – the reduced speed of light approximation
RSLA) and the numerical convergence of the Ly α forest itself. 
NRAS 531, 1951–1970 (2024) 
.1 Reduced speed of light approximation 

 self-consistent numerical treatment of reionization requires solving
he RT equation. The maximum time-step required to resolve the
ransport of ionizing radiation in the Eulerian frame is the light-
rossing time of the spatial resolution element, 
 x cell / c , where 
 x cell 

s the RT cell size and c is the speed of light. This time-scale is usually
uch shorter than any other time-scales in the problem. Because of

his, a commonly used time-saving approach is to decrease the speed
f light in the simulation, which increases the time-step without
ompromising the accuracy. This is called the RSLA, and it has
een used in a number of reionization studies (e.g. Katz et al. 2017 ;
’Aloisio et al. 2020 ; Kannan et al. 2022 ). Ho we ver, the RSLA

an cause inaccuracies in large-scale reionization simulations. Using
oment-based M1 RT, 18 Ocvirk et al. ( 2019 ) demonstrated that

he RSLA can lead to a significant underestimate of the ionizing
ackground near the end of reionization, even if the reionization
istory is converged 19 

Fig. 10 compares two models to the reference case (in the same
ormat as Fig. 4 ). The first (the ‘RSLA’ model, orange dashed) uses
˜  = 0 . 2 (as in the recent THESAN simulations; Kannan et al. 2022 )
nd has Ṅ γ re-calibrated to match 〈 F Ly α〉 measurements. The RSLA
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Figure 9. Effect of source clustering on the Ṅ γ –forest relationship, in the same format as Fig. 11 . The orange dashed and blue dotted lines compare our 
democratic and oligarchic sources models to our fiducial sources model (green solid). All three assume the realistic IGM model from the previous section. The 
democratic (oligarchic) models end reionization earlier (later) than the fiducial case and agree better (worse) with τ eff measurements. The latter is in some 
tension with recent neutral fraction constraints from dark gaps and dark pixels. The democratic model requires a greater drop in Ṅ γ , while Ṅ γ for the oligarchic 
model at 5 < z < 6 is non-monotonic and seems ‘artificial’. 

Figure 10. Effect of the RSLA on the Ṅ γ –〈 F Ly α〉 relationship. The orange 
dashed curve shows a model calibrated to match the forest, but with ̃  c = 0 . 2 c. 
This model requires no drop in Ṅ γ . The blue dotted curve assumes the same 
Ṅ γ but sets ˜ c = 1, causing 〈 F Ly α〉 to o v ershoot measurements considerably. 
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odel has a similar reionization history, thermal history, and MFP 

s the reference case. Strikingly, it has no drop in Ṅ γ . The blue
otted curve shows what happens when we use the Ṅ γ from the
SLA model, but set ˜ c = 1. This case reco v ers the e xpected result
an o v ershoot of 〈 F Ly α〉 by a factor of 2.5–6. We see that using the
SLA can spuriously lead to the conclusion that no drop is needed. 
The reason for this is as follows. Early in reionization, � H I in

onized bubbles is independent of ̃  c . When the IGM is still a collection
f isolated ionized bubbles, the photon density N γ in these bubbles is
 v erestimated by a factor of c/ ̃ c . Since � H I ∝ N γ c in ionized gas, � H I 

s independent of ̃  c . Later on, as ionized bubbles o v erlap, N γ becomes
imilar for simulations with different ˜ c , and � H I is underestimated 
y a factor of ≈ ˜ c /c. This behaviour is illustrated in fig. 3 of Ocvirk
t al. ( 2019 ). The transition between these regimes happens in the
ast half of reionization, when � H I is increasing, such that the RSLA
rtificially slows down the growth of � H I . 

In our RSLA model, the slo wer gro wth of � H I demands a larger Ṅ γ

o reproduce the same Ly α forest properties as the reference case. As
 result, instead of declining at z < 6.5, Ṅ γ continues to increase. This
s a possible explanation for why the THESAN simulations were able
o reproduce forest observations reasonably well without any drop 
n Ṅ γ . Ho we ver, it is also possible that their treatment of galaxies
layed a role in reducing the drop, as illustrated in Sections 4.4.2 and
.1 . They also use a different RT method than ours (moment-based
ersus ray tracing). It is therefore difficult to assess exactly how large
his effect is in THESAN, although Fig. 10 suggests that it is likely
ignificant. 
MNRAS 531, 1951–1970 (2024) 
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Figure 11. Effect of an under-resolved Ly α forest. The orange dashed curve shows a model where we remo v e the spatial resolution correction applied to our 
forest calculations and re-calibrate to match measurements. The top row shares the same format as Fig. 6 , and the bottom row shows the τ eff at z = 5.2, 5.4, and 
5.6 (left to right). This model ends reionization earlier, has a slightly steeper drop in Ṅ γ , and agrees better with the measured τ eff CDF than does the reference 
model. This shows that in self-consistent simulations, an un-resolved Ly α forest can bias conclusions about reionization. 
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.2 Numerical conv er gence of the Ly α forest 

onvergence of the forest itself could also affect the Ṅ γ –forest
elationship. At 5 < z < 6, even the mean density IGM is mostly
paque to Ly α photons, so the mean transmission is set underdense
as. Capturing the distribution of underdensities to which the forest
s sensitive requires high spatial resolution. It also requires a fairly
arge volume to include a representative distribution of large-scale
oids, where underdense gas is more common. Simulations that fail
o meet one or both of these requirements underestimate the mean
ransmission of the forest. Recently, Doughty et al. ( 2023 ) showed
hat box sizes of ≥20 h −1 Mpc and spatial resolution of ≤10 h −1 kpc
re necessary to converge on the mean transmission of the forest in
niform grid simulations. The requirements are likely more stringent
or smoothed particle hydrodynamics/adaptive mesh simulations,
hich have worse resolution in underdensities (Bolton & Becker
009 ). 
To assess the effect of forest convergence, we calibrated a
odel like our reference case, but without the spatial resolu-

ion correction for the Ly α forest described in Section 3.7 . This
educed our ef fecti ve cell size in the forest calculation to the
ydro resolution, 
 x = 97.6 h −1 kpc. Fig. 11 compares this
unconverged forest’ model to our reference case, in the same
ormat as Fig. 7 . At fixed 〈 F Ly α〉 , the unconverged model ends
eionization 
z ∼ 0.2 earlier than the reference case, displays
etter o v erall agreement with τ eff measurements, and has a slightly
teeper drop in Ṅ γ (by ∼0.05 dex). This is because 〈 F Ly α〉 is
nderestimated in this model, allowing for a larger � H I at fixed
 F Ly α〉 . This in turn allows Ṅ γ to be higher and reionization to end
NRAS 531, 1951–1970 (2024) 

ooner. 
s  
This result, like the previous one, is a cautionary tale for mod-
lling the Ly α forest. Simulations that are calibrated to match
easurements of the mean forest transmission may come to incorrect

onclusions if they are under-resolved in the forest. In our case,
his caused accidentally good agreement with τ eff measurements
ecause the reionization history was allowed to end earlier than it
id when the forest was converged. We caution that this is only
n issue for simulations that self-consistently model the interplay
etween Ṅ γ , the reionization history, and 〈 F Ly α〉 . We emphasize that
hese differences arise primarily because the neutral fractions in the
odels are different. At fixed neutral fraction and 〈 F Ly α〉 , we find

ittle difference in the shape of the τ eff distribution between models.

 C O N C L U S I O N S  

n this work, we have studied the implications of Ly α forest
easurements at 5 < z < 6 for the evolution of the ionizing emissivity

t the end of reionization. Several recent works have found that
atching these measurements requires a drop in emissivity in this

edshift range, requiring strong evolution in the ionizing properties
f galaxies. This work investigated the possibility that this drop is
n artefact of inadequate modelling of the IGM in reionization sim-
lations. We have done this by comparing reionization simulations
un with our radiative transfer code, FlexRT (Cain et al. 2021 , 2023 ),
ith different IGM modelling assumptions. Our main conclusions

an be summarized as follows: 

(i) At fixed forest transmission, Ṅ γ is fairly insensitive to the
ardness of the ionizing spectrum. Models with hard ionizing
pectra ( α ≤ 0.5) result in slightly shallower (by ∼0.05 dex)
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rops and earlier reionization histories, the latter yielding better 
greement with the distribution of Ly α opacities ( τ eff ). Ho we ver,
uch models also yield higher IGM temperatures than suggested by 
easurements. 
(ii) Accounting for ionizing recombination radiation also has a 

mall effect on the behaviour of Ṅ γ . However, the ‘spectral softening’ 
f the radiation field by recombination photons requires a later 
eionization history to match the forest transmission, resulting in 
orse agreement with the τ eff distribution. 
(iii) Accounting for the effect of the small, hard-to-resolve ioniz- 

ng photon sinks on the IGM opacity requires a slightly steeper drop
n Ṅ γ and pushes the end of reionization later. These sinks increase 
he reionization photon b udget significantly, b ut they are destroyed 
n a time-scale of a few hundred Myr after ionization. Because these
inks do not survive long after reionization, they do not alleviate the
eed for a drop in Ṅ γ . 

(iv) Unlike the small sinks, missing opacity from massive sinks 
ay be able to explain the drop. These structures are large enough

o self-shield against the ionizing background, allowing them to 
urvive past the end of reionization. They also become much more 
umerous at lower redshifts. So, they are able to regulate the 
onizing background and in some scenarios eliminate the need for a 
rop. 
(v) Under optimistic assumptions about the properties of the IGM, 

greement with the forest transmission can be achieved without a 
rop in Ṅ γ . In this scenario, massive sinks contribute significantly to 
he IGM opacity, the ionizing spectrum is very hard, and the smallest
inks play a minimal role. Ho we ver, e ven models like this require
˙
 γ to grow less steeply than the UVLF, suggesting some evolution 

n underlying source properties. Models that include both small and 
assive sinks and a more reasonable ionizing spectrum still require 

ome drop. 
(vi) Scenarios where reionization is driven by lower-mass, less 

lustered ionizing sources yield earlier reionization histories (in 
etter agreement with τ eff ) but also a steeper drop in Ṅ γ . In
odels driven by bright sources, reionization may have to end 

ater than recent measurements suggest to match forest transmission 
easurements. 
(vii) The RSLA artificially blunts the growth of the ionizing 

ackground at the end of reionization. This can erroneously lead 
o the conclusion that a drop in Ṅ γ is not required to match forest
bservations. 
(viii) Insufficient spatial resolution in numerical simula- 

ions can lead to an underestimation of the Ly α for- 
st mean transmission. This can result in reionization end- 
ng earlier than it would otherwise. In some cases, this 
an cause spuriously good agreement with the measured τ eff 

istribution. 

We are led to conclude that either (1) the forest demands at
east some evolution in the ionizing properties of sources near 
eionization’s end or (2) there are other effects setting the relationship 
etween Ṅ γ and the forest transmission that we have not considered 
ere. The first possibility would have important implications for 
odels of the high- z galaxy population. JWST has already begun 

o disco v er galaxies at z ≥ 6 that may hav e e xceptionally high
onizing efficiency (Atek et al. 2024 ; Cameron et al. 2023 ), hinting
t such evolution. Impro v ed modelling of the IGM will be key to
elping to understand the implications of observations like these 
 v er the next few years. Further work should also explore in more
etail the possible mechanisms that may drive an evolution in source 
roperties, which we do not address directly in this work. 
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PPENDI X  A :  MULTI FREQU ENCY  
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onsider an infinitely sharp I-front traveling along one axis of cell
 . Then ray j intersecting cell i will travel a distance x i ion 
s ij (recall
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Figure B1. Direct test of our multifrequency procedure described in Sec- 
tion 3.4 . We have run small-scale simulations with α = 1.5, 0.5, and −0.5, 
and used the procedure in that section to compute 〈 λν〉 spec , which is the 
frequenc y-av eraged MFP estimated using only information from the α = 

1.5 simulation. Here, we show the ratio between 〈 λν〉 spec and the true value 
extracted from each simulation 〈 λ〉 sim 

. The agreement is within 1 per cent 
for α = 1.5 and al w ays within 20 per cent for the others. 
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 s ij is the total path length of ray j through cell i ) before reaching
eutral gas. The number of photons absorbed o v er this distance is 

 

i 
abs = 

N rays ∑ 

j= 1 

∑ 

ν

N 

ij 

0 ,ν

(
1 − exp 

[−x i ion 
s ij 

λi 
ν

])
, (A1) 

here the outer sum runs o v er all rays j intersecting cell i and the
nner sum runs o v er all frequency bins of ray j . Here, N 

ij 

0 ,ν is the
umber of photons in ray j entering cell i at frequency ν and λi 

ν is
he frequency-dependent MFP. During a time step 
 t , � H I in ionized
as behind the I-front is 

 

i 
H I = 

# of photons absorbed per time 

# of H I atoms in ionized gas 
= 

N 

i 
abs /
t 

n � H I x 
i 
ion V cell 

, (A2) 

here x i ion V cell is the ionized volume of cell i and 

 

� 
H I ≡

〈 � H I n H I 〉 V 
〈 � H I 〉 V (A3) 

s the � H I -weighted H I number density (the V subscript denotes a
 olume a verage). In appendix C of Cain et al. ( 2023 ), we showed that
he frequenc y-av eraged MFP in our sub-grid simulations is giv en by 

 λ−1 
ν 〉 i ν = 

〈 n H I � H I 〉 V 
F γ

= 

1 

F γ

∫ 4 νH I 

νH I 

d ν
I ν

hν
λ−1 

ν , (A4) 

here I ν and F γ are the specific intensity and ionizing photon flux
t the source planes in the sub-grid simulations, respectively. Using 
his result, we can write 

n 
�,i 
H I 

F γ

= 

1 

〈 � H I 〉 V 

∫ 4 νH I 

νH I 

dν
1 

F γ

I ν

hν
λ−1 

ν ≈ 〈 λ−1 
ν 〉 i ν

〈 � H I 〉 V , (A5) 

here 〈 λ−1 
ν 〉 i ν is the opacity averaged over the spectrum incident on

ell i . Equation ( A5 ) ignores IGM filtering o v er distances smaller than
he cell size, but this approximation holds as long as λmfp 

912 >> 
x cell .
ombining equation ( A1 )–( A5 ) yields 

 

i 
H I = 

∑ N rays 
j= 1 

∑ 

ν N 

ij 

0 ,ν

(
1 − exp 

[ 
−x i ion 
s ij 

λi 
ν

] )
( 〈 λ−1 

ν 〉 νF γ / 〈 � H I 〉 V ) x i ion V cell 
t 
. (A6) 

he ratio F γ / 〈 � H I 〉 V can be simplified as long as F γ 〈 σH I 〉 i ν ≈ 〈 � H I 〉 V ,
here 〈 σH I 〉 i ν is the H I cross-section averaged over the spectrum

ncident on cell i . Under this approximation, 

 

i 
H I = 

〈 σH I 〉 i ν
∑ N rays 

j= 1 

∑ 

ν N 

ij 

0 ,ν

(
1 − exp 

[ 
−x i ion 
s ij 

λi 
ν

] )
〈 λ−1 

ν 〉 i νx i ion V cell 
t 
. (A7) 

f we define 〈 λν〉 ν ≡ 〈 λ−1 
ν 〉 −1 

ν , then equation ( A8 ) can be written in a
orm similar to equation (1) of Cain et al. ( 2021 ), 

 

i 
H I = 

〈 λν〉 i ν〈 σH I 〉 i ν
∑ N rays 

j= 1 

∑ 

ν N 

ij 

0 ,ν

(
1 − exp 

[ 
−x i ion 
s ij 

λi 
ν

] )
x i ion V cell 
t 

. (A8) 

PPEN D IX  B:  TESTING  T H E  

ULTIF R EQU ENCY  M O D E L  A N D  EFFECT  I G M  

ILTER ING  

n this appendix, we validate our multifrequency RT treatment 
escribed in Section 3.4 . We tested this procedure using a set of small-
olume hydro/RT simulations similar to the ones used to calibrate 
ur sub-grid model. We have run three simulations in 0.512 h −1 Mpc
oxes with N = 512 3 gas/RT cells, each with � H I = 3 × 10 −13 , z reion 

 8, and with the box-scale mean density equal to the cosmic mean.
ur simulations have different power law spectra with indices α = 
.5 (as used in our sub-grid simulations), 0.5, and −0.5, each with
v e frequenc y bins spanning 1–4 Ryd. 
For each α, we use the result of the α = 1.5 simulation to estimate

he frequenc y-av eraged MFP, which we call 〈 λν〉 spec , following the
rocedure described in Section 3.4 . Next, we calculate the actual
verage MFP in each simulation, 〈 λν〉 sim 

. Fig. B1 shows the ratio
f these quantities for each value of α. As expected, we find very
lose agreement for α = 1.5. For α = 0.5 ( −0.5), the re-constructed
 λν〉 spec differs from the truth by at most 10 per cent (20 per cent),
ith the agreement improving to better than 5 per cent 
z = 1 after

he gas is ionized. This disagreement likely owes to differences in
he self-shielding properties of the gas in simulations with different 
, which are unable to account for with our current approach. Given

hat 〈 λν〉 sim 

for the α = 1.5 and −0.5 simulations are different by
lmost a factor of 3, this level of agreement is acceptable for our
urposes. 
Next, we illustrate the importance of including multifrequency RT 

n our FlexRT simulations for the Ly α forest. To show this, we have
un an illustrative simulation with the same box size and fiducial
ource prescription as the simulations presented in this paper. The 
imulation includes multifrequency RT with α = 1.5 and uses our 
ull sinks sub-grid model for the IGM. In the left panel of In Fig.
2 , we show a slice through the column density distribution slope
N at z = 6, computed using equation ( 12 ). We find βN ≈ 1.6–1.9

n highly ionized gas, with the lowest values in the most o v erdense
ells, consistent with the findings of McQuinn et al. ( 2011 ). 20 We find
o wer v alues ( βN ≈ 1.4–1.5) in the most recently ionized gas close
o I-fronts. This is consistent with the results of Nasir et al. ( 2021 ) –
hey found that recently ionized gas has a shallower column density
lope owing to abundant tiny sinks that have not yet photoe v aporated.
hese values are somewhat higher than those typically assumed for 
MNRAS 531, 1951–1970 (2024) 
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Figure B2. Visualization of the effect of IGM filtering at z = 6 in our multifrequency treatment described in Section 3.4 . This simulation assumes α = 1.5 
for sources and uses our full sinks sub-grid model. Left: βN estimated using equation ( 12 ). We find βN ≈ 1.6–1.9 in most ionized gas, with smaller values 
( ≈1.4–1.5) close to I-fronts. Middle: ratio of the IGM heating rate with the value expected for an α = 1.5 spectrum. IGM heating rates are enhanced by as much 
as a factor of 1.5 close to ionization fronts, where the effect of IGM filtering is greatest. Right: spectral index ( αeff ) that would reproduce the heating rates shown 
in the middle panel. We see that αeff can be as small as 0 close to ionization fronts. 
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he IGM at z ∼ 6 (e.g. Becker et al. ( 2021 ) assumes βN = 1.3).
arger values of βN result in a stronger frequency dependence of the

onizing opacity (equation 11 ) and more IGM filtering. 
The middle panel of Fig. B2 shows the ratio of the photoheating

ate H in our simulation with that expected for an α = 1.5 spectrum
equation 4 ). We see that near the centres of ionized bubbles where
he sources are clustered, this ratio is close to 1. This is because the
adiation spectrum in those regions is on average close to that emitted
y the sources, since most of the radiation has not yet been filtered by
he IGM. Near the edges of the ionized bubbles, where the radiation
as trav eled sev eral MFPs on av erage, this ratio gets as large as 1.5,
emonstrating that it has been hardened significantly by the IGM.
he right panel converts this enhanced heating rate into an ef fecti ve
pectral index αeff , defined such that H( αeff ) ≡ H for each cell. We
ee that αeff declines from ≈1.5 at the centre of ionized bubbles to
0 near their edges. These illustrations highlight the importance of

GM filtering effects for both the averages and spatial fluctuations
f the heating rate and photoionization rate in the IGM, which are
rucial for accurately modelling the Ly α forest. 

PPENDIX  C :  D E R I VAT I O N  A N D  TESTS  O F  

H E  R E C O M B I NAT I O N  R A D I AT I O N  M O D E L  

EQUATIONS  1 3  – 1 5  )  

ere, we will derive and test our model for recombination radiation
equations 13 –15 ). We start with equation ( 13 ), which describes
he ef fecti ve recombination coef ficient if a fraction f rec 

esc of IRPs
scape the dense clumps where they are produced. Assuming
hotoionization equilibrium, 

 � H I n H I 〉 V = 〈 α( T ) n e n H II 〉 V , (C1) 

here the average is over volume. In appendix B of Cain et al. ( 2022 ),
e showed that the left hand size of this equation can be expressed

n terms of the frequenc y-av eraged MFP 〈 λ−1 
ν 〉 −1 

ν , 

 � H I n H I 〉 V = 

〈 � H I 〉 V 
〈 λ−1 

ν 〉 −1 
ν 〈 σH I 〉 ν . (C2) 

ombining these equations yields 

 λ−1 
ν 〉 −1 

ν = 

� H I 

〈 σH I 〉 ν〈 α( T ) n e n H II 〉 V . (C3) 
NRAS 531, 1951–1970 (2024) 
Let the MFP extracted from our sub-grid simulations, which
ssume the case B recombination approximation, be denoted
 λ−1 

ν,B 〉 −1 
ν ≡ 〈 κB 〉 ν . Since equation ( C3 ) also holds in this case, we

ave 

 λ−1 
ν 〉 −1 

ν ≡ 〈 κ〉 ν = 〈 κB 〉 ν 〈 α( T ) n e n H II 〉 V 
〈 αB ( T ) n e n H II 〉 V ≈ 〈 κB 〉 ν α( T ) 

αB ( T ) 
, (C4) 

hich is equation ( 14 ). In the final step, we have assumed that the
atio of the recombination rates in the sub-grid simulations can be
pproximated by the ratio of the recombination coefficients evaluated
t the temperature computed in FlexRT. 

Lastly, we derive equation ( 15 ). The production rate of IRPs that
re not immediately re-absorbed is given by 

˙ rec 
γ ≈ x ion ( 〈 α( T ) n e n H II 〉 V − 〈 αB ( T ) n e n H II 〉 V )(1 + χ ) , (C5) 

here the factor of 1 + χ approximately accounts for ground state
ecombinations from He II . Applying equation ( C3 ) on both terms
nside parentheses yields 

˙ rec 
γ = x ion 

( 

� H I 

〈 σH I 〉 ν〈 λ−1 
ν 〉 −1 

ν

− � H I 

〈 σH I 〉 ν〈 λ−1 
ν,B 〉 −1 

ν

) 

(1 + χ ) (C6) 

= x ion 
� HI 

〈 σH i 〉 ν ( 〈 κ〉 ν − 〈 κB 〉 ν)(1 + χ ) . 

Combining with equation ( 13 ) and ( 14 ) yields 

˙ rec 
γ = x ion 

� H I 

〈 σH I 〉 ν ( f rec 
esc 〈 κA 〉 ν + (1 − f rec 

esc ) 〈 κB 〉 ν − 〈 κB 〉 ν)(1 + χ ) 

(C7) 

hich simplifies to equation ( 15 ). 

PPENDI X  D :  D E R I VAT I O N  O F  T H E  H A L O  

BSORBER  M O D E L  

n this appendix, we provide a more complete deri v ation of our halo
bsorber model described in Section 3.6 , and explore some of its key
eatures. First, we can approximately write M 200 as a function of the
as density profile of the halo, 

 200 ≈ �m 

�b 

∫ R 200 

0 
d r (4 πr 2 ) ρgas ( r ) = 

�m 

�b 

∫ R 200 

0 
dr (4 πr 2 ) 

n H ( r ) m p 

X Hy 
, 

(D1) 

here we have assumed that the gas in the halo traces the dark matter
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Figure D1. Features of the halo absorber model described in Section 3.6 . 
The black solid curve in the top panel shows f 200 for a halo with � −12 = 

0.3, M halo = 10 10 h −1 M �, and ε = 2. The other curves sho w the ef fects of 
varying these parameters one at a time. The bottom panel shows the total 
opacity from haloes, integrated over the HMF, for ε = 2 and 1.5 (and � −12 

= 0.3). See text for details. 
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Figure D2. Power-law index of the TDR, γ ( z , z re ), used to correct TDR 

when mapping our coarse-grained RT temperatures onto the high-resolution 
density grid for our Ly α forest calculations. γ approaches its limiting value 
of 5/3 when z < < z reion , while when z = z reion , γ = 1 (for isothermal gas). 
These values are calculated by fitting the solution of the McQuinn & Upton 
Sanderbeck ( 2016 ) IGM temperature model to a power law at 
 ≤ 1. 
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ith fraction �b / �m 

, and that the halo is spherically symmetric. 
n the second equality, m p is the proton mass and X Hy is the
ydrogen fraction. Combining equation ( D1 ) with equation ( 21 ) and
he definition of R 200 and integrating yields a solution for n H ( r ): 

 H ( r) = 

�b 

�m 

X Hy 

m p 
(3 − ε) 

200 ρcrit ( z) 

3 

(
r 

R 200 

)−ε

. (D2) 

utting this result into equation ( 22 ) and assuming photoionizational 
quilibrium gives 

 abs = 

[ 〈 σH I 〉 αB ( T 0 )(1 + χ ) 

� H I 

] 1 
2 ε−1 

(D3) 

×
[

200 �b X Hy (3 − ε) ρcrit ( z) 

3 �m 

m p 

] 2 
2 ε−1 

R 

2 ε
2 ε−1 

200 , 

here f 200 is the right-hand side divided by R 200 (equation 18 ). We
ssume T 0 = 10 4 K for ionized gas in and around haloes. The scaling
elations in equation ( 23 ) follow from equation ( D3 ). 

The top panel of Fig. D1 sho ws ho w f 200 responds to each of
he parameters in our model as a function of redshift. The black
olid curve shows a halo with � −12 = 0.3, M halo = 10 10 h −1 M �,
nd ε = 2 (isothermal density profile). The blue dotted, red dashed, 
nd magenta dot–dashed curves show the effect of changing � −12 , 
, and M halo , respectively, one at a time (see legend). Higher � −12 

 M halo ) results in lower (higher) f 200 , but does not affect the shape of
ts redshift evolution. Smaller ε leads to both larger f 200 and much
teeper redshift evolution. 

The bottom panel shows the total Lyman limit opacity from haloes,
nte grated o v er the HMF, for the black and red curv es in the top panel.

e see that the model with ε = 1.5 (our Optimistic model) results in
.5–5 × more opacity from haloes than ε = 2 (our realistic model).
o we ver, the opacity from haloes begins to turn over at z = 7 in

he former, as effect of f 200 decreasing outpaces that of the rapidly
rowing HMF. This turno v er is steeper in the actual simulations
ecause � H I increases rapidly at z < 6. This decline in halo opacity at
he end of reionization may be one reason why our optimistic models
llows for only a flat ionizing emissivity rather than the rapidly rising
ne predicted by Robertson et al. ( 2015 ). In a forthcoming paper, we
ill explore the parameter space of this halo absorber model in more
etail, and determine whether models that do allow for a rapidly
ising emissivity are physically reasonable. 

PPENDI X  E:  C O R R E C T I N G  T H E  I G M  

EMPERA  TURE–DENSI TY  RELA  T I O N  

In this appendix, we describe in more detail our procedure for
orrection the IGM temperature–density relation (TDR) in our Ly α
orest calculation, described in Section 3.7 . We describe the expected 
DR in each FlexRT cell using the power-law index γ ( z , z reion ) (see
quation 24 ). We estimate γ ( z , z reion ) by fitting the solution of the
cQuinn & Upton Sanderbeck ( 2016 ) analytic temperature model 

o a power law at 
 ≤ 1 (the density range that sets high- z forest
ransmission). We then assign γ values to each cell using the FlexRT
stimate of z reion , defined as the redshift at which the neutral fraction
rosses 0.5. Fig. D2 shows γ versus z versus z reion for 5 < z , z reion <
2. Freshly ionized gas ( z = z reion ) is isothermal ( γ = 1), while for
 < < z reion , γ → 5/3. 

In Fig. D3 , we show the effect of applying this correction to
he TDR in our high-resolution simulation used to calculate forest 
tatistics. The left panel shows the TDR in FlexRT, which shows
 clear power law with a population of lo wer lo w density cells
t higher temperatures. These hotter underdense cells are those 
ost recently reionized. Mapping these temperatures onto the high- 
MNRAS 531, 1951–1970 (2024) 
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Figure D3. The TDR in our in our Ly α forest calculation before and after the correction described in this section. Left: the TDR in FlexRT at z = 5.6 in one 
of our simulations. Middle: TDR on the high-resolution density grid using a straight mapping of the FlexRT temperatures. Right: TDR on the high-resolution 
density grid after applying our correction. We see that this procedure approximately restores the qualitative features seen in the TDR in FlexRT: a tight power 
law with a population of recently ionized, underdense cells at much higher temperatures. 
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esolution hydro grid used for the forest almost completely erases
hese features, as the middle panel shows. The right panel shows the
DR on the hydro grid after applying our procedure, which reco v ers

he qualitative behaviour seen in the left panel. The correction also
educes the total forest transmission by 10 –20 per cent at 5 < z < 6,
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