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Using spin-echo Nuclear Magnetic Resonance in the model Transverse-Field Ising system TmVO4,
we show that low frequency quantum fluctuations at the quantum critical point have a very different
effect on 51V nuclear-spins than classical low-frequency noise or fluctuations that arise at a finite
temperature critical point. Spin-echos filter out the low frequency classical noise but not the quan-
tum fluctuations. This allows us to directly visualize the quantum critical fan and demonstrate the
persistence of quantum fluctuations at the critical coupling strength in TmVO4 to high temperatures
in an experiment that remains transparent to finite temperature classical phase transitions. These
results show that while dynamical decoupling schemes can be quite effective in eliminating classical
noise in a qubit, a quantum critical environment may lead to rapid entanglement and decoherence.

Unconventional superconductivity tends to emerge in
materials in the vicinity of a quantum phase transition
[1–9], however disentangling competing order parame-
ters and the effects of disorder challenge our ability to
discern what interactions or effective Hamiltonians drive
the essential physics of these materials. In order to make
progress, it is valuable to investigate paradigmatic sys-
tems with parameters that can be well controlled. A
prominent example is LiHoF4, a ferromagnet whose be-
havior is captured by the transverse field Ising model
(TFIM) [10].

Recently, TmVO4 has emerged as another model
TFIM system, with novel features. It has a ferro-
quadrupolar order parameter, which is even under time
reversal symmetry and hence cannot couple to fields that
are odd under time-reversal, such as an external mag-
netic field or nuclear spin. However, a transverse com-
ponent of the order parameter is dipolar and couples to
a magnetic field along the crystalline c-axis [11] leading
to a realization of a transverse-field Ising model. The
electric quadrupolar moments of the Tm 4f orbitals cou-
ple strongly to the lattice strain, giving rise to long-
range order through a cooperative Jahn-Teller effect [12].
The effective Hamiltonian can be described by coupled
quadrupolar Ising spins with B2g symmetry, whereas
both B1g strain and c-axis magnetic fields act as trans-
verse fields [13].

The distinguishing property of a quantum critical point
is that there are large quantum fluctuations of the order
parameter at T = 0 over all length and time scales [14–
16]. These fluctuations persist to higher temperatures
over a range of parameter space, giving rise to a ‘quan-
tum critical fan’ in the phase diagram. The fluctuations
affect bulk properties such as resistivity, susceptibility
and specific heat, enabling detailed maps of the quantum
critical fan to be inferred from the temperature depen-
dence of these quantities [17–21]. The presence of such
fluctuations can also be inferred from the temperature

dependence of the dynamical susceptibility, which can
exhibit E/T scaling in the vicinity of the QCP [22–24].

Quantum fluctuations arise due to the presence of com-
peting terms in the Hamiltonian that do no commute
(e.g., the transverse field versus the Ising interaction),
and their dynamics are driven by the intrinsic properties
of the Hamiltonian. Thermal fluctuations, in contrast,
are driven by the wide range of states explored in a statis-
tical ensemble at finite temperatures, with low frequency
fluctuations that are controlled via extrinsic parameters.
Both incoherent thermal and coherent quantum fluctu-
ations contribute to the noise fluctuation spectrum at
finite temperature. Away from the quantum critical cou-
pling, however, quantum fluctuations remain at high fre-
quency while classical fluctuations become soft at phase
transitions [25]. We demonstrate that this distinction
enables us to uniquely probe the quantum critical fluc-
tuations in TmVO4 using nuclear magnetic resonance
(NMR) spin echoes, thus revealing a clear map of the
quantum critical fan in this material.

Several years ago the quantum information commu-
nity considered the question of how a qubit coupled to
a noisy environment undergoes decoherence. To model
such behavior, they considered a specific type of coupling
to a transverse field Ising model as it is tuned through
a quantum phase transition [26–28]. This model proved
fruitful theoretically, but had never been tested experi-
mentally. TmVO4 offers a unique opportunity to study
this problem experimentally, because the non-Kramers
doublet ground state of TmVO4 ensures that hyperfine
interaction between the nuclear spin (Ix) and the Ising
operator corresponding to the transverse field direction
(σx) has exactly the same form as the theoretical models:
Ixσx [29]. Moreover, this coupling means that the NMR
relaxation is controlled by the transverse susceptibility
exclusively, without any contamination from the longi-
tudinal degrees of freedom which normally dominate the
behavior near a QCP.
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Distinguishing classical and quantum fluctuations at
finite temperatures is a problem of fundamental interest
in many-body physics and quantum information [30–33].
Our results demonstrate a key distinction in the effect
a quantum critical environment has on decoherence of a
qubit compared with classical sources of low frequency
noise [25–28]. While classical noise can be filtered out
by spin-echo and other dynamical decoupling schemes,
coupling to a quantum critical environment leads to a
qubit’s rapid entanglement and decoherence.
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FIG. 1. (a) 51V NMR spectra for Hc = 0 as a function of
temperature. The spectra have been offset vertically for clar-
ity. Panels (b,c,d) show the spin-lattice relaxation rate, T−1

1
,

the decoherence rate T−1

2
, and the magnitude of the echo de-

cay envelope times temperature as a function of temperature.
All measurements were conducted with the applied field ori-
ented perpendicular to (001). The vertical blue line indicates
TQ.

Spin Echo Intensity- Fig. 1(a) shows 51V NMR spectra
for a series of temperatures crossing the ferroquadrupo-
lar transition at Hc = 0 (with the applied field in the ab
plane). The spectra reveal seven peaks split by the nu-
clear quadrupolar interaction, but no discernable change
in the overall shift or the quadrupolar splitting between
the peaks. Both the spin lattice relaxation rate, T−1

1 , and
the spin echo decoherence rate, T−1

2 , shown in panels (b)
and (c), exhibit small peaks at TQ, but are suppressed in
the ordered state, and the magnitude of the echo decay
envelope, M0T (d), shows no change through the phase
transition. These results are consistent with previous
measurements at low fields [34].

The NMR response when crossing the phase transition
as a function of the transverse field at constant tempera-
ture is dramatically different. Fig. 2 shows how the spec-
tra evolve as the field H0 is rotated in the (010) plane
at T = 1.7 K. Here, the c-axis projection, Hc = H0 cos θ,
where θ is the angle relative to the [001] direction (see
inset of Fig. 2(a)). The seven peaks in the spectrum shift
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FIG. 2. (a) 51V NMR spectra at 1.7 K as a function of
field along the c-axis, Hc = H0 cos θ where H0 = 3.3 T. The
field is rotated in the (010) plane. The spectra have been
offset vertically for clarity, and have been normalized by the
number of scans. Spectra between 0.242 - 0.798 T have been
multiplied by a factor of ten. The inset shows the TmVO4

unit cell, with Tm (blue), V (green), and O (red) atoms, and
the orientation of the field. (b) Integrated spectral area nor-
malized by their values at 1.5 T as a function of transverse
field at various temperatures for H0 = 3.3 T. The gray points
correspond to Tm0.6Y0.4VO4. The light colored points corre-
spond to longer delay times [35]. (c) Decoherence rate, T−1

2

versus temperature for several different values of Hc.

upwards in frequency and closer together as Hc increases.
This behavior is well-described by the anisotropic Knight
shift and electric field gradient tensors [36]. Surprisingly,
the integrated spectral area is greatly reduced (wipeout)
for a range of fields in the vicinity of H∗

c = 0.5 T. This
quantity is shown in panel (b) for a series of tempera-
tures, and exhibits a drop of approximately four orders
of magnitude near H∗

c . The wipeout effect is well known
from the study of the cuprates and arises due to a dra-
matic increase in the distribution of spin decoherence
rates, T−1

2 [37–41]. An important difference, however, is
that in TmVO4 the effect occurs in a homogeneous sys-
tem, without the presence of any dopants. The spectra
are obtained by measuring the size of the spin echo as a
function of frequency for a fixed pulse spacing, τ , and the
echo size is proportional to exp[−2τ/T2]. The intensity
decreases, and because the spectrometer cannot operate
for arbitrarily small τ , the echo intensity will vanish for
sufficiently large T−1

2 . This interpretation is supported
by direct measurements of T−1

2 for small Hc, shown in
panel (c) for fields up to 0.2 T. Beyond this field it is
not possible to obtain a direct measurement due to the
wipeout effect.

This wipeout of the NMR signal persists to higher tem-
peratures, as shown in Fig. 2(b). In this case, the spectra
are integrated as a function of frequency, and normalized
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by the value at 1.5 T at each temperature. The wipeout
effect in the vicinity of H∗

c persists up to temperatures
well above the ordering temperature TQ = 2.15 K. More-
over, the range of fields throughout which the signal ex-
periences wipeout broadens with temperature, giving rise
to a fan-shaped region emerging from the quantum criti-
cal point, as illustrated in Fig. 3(a). We approximate the
quantum critical - quantum disordered crossover temper-
ature as the point where the relative area is 5%, shown
as green circles in the figure. The dashed line is a fit to
(Hc −H∗

c )
β , where β = 0.75± 0.06.

In order to check whether this wipeout is related to
the QCP, we also measured the signal in Tm0.6Y0.4VO4.
Long range ferroquadrupolar order vanishes in the Y-
doped material beyond a critical doping level of ∼ 0.2.
The intensity versus Hc data for this compound, shown
as gray points in Fig. 2(a), exhibits a slight reduction,
but the effect is much less than that observed in the pure
TmVO4. These results point to quantum critical fluc-
tuations as a mechanism for the signal wipeout in this
material.
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FIG. 3. (a) Phase diagram, with measured points colored by
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ferroquadrupolar ordering temperature, TQ(Hc), reproduced
from [11]. The green circles correspond to the points where
the relative signal area is 5%, and the dashed line is a fit as
described in the text. (b) The calculated gap, ∆ (solid line),
and the measured gap (•) extracted from fits to the T−1

1
, as

described in the text. ∆(Hc = 0) is set to 4.2 K as reported
in [42].

For sufficiently large Hc, the signal intensity recovers
and it is possible to directly measure T−1

1 . Figs. 4(a,b)
show how this quantity varies as a function of tempera-
ture and field. In this range, we find that T−1

1 exhibits

activated behavior, T−1
1 ∝ exp[−∆/T ]. The gap, ∆, is

shown as a function of Hc in Fig. 3(b) (•), and agrees
well with numerical calculations (solid line) [43] .
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FIG. 4. The spin lattice relaxation rate of the 51V as a
function of inverse temperature (a) and field (b). The solid
lines are fits to an activated behavior, as discussed in the text.
The open data points for Hc = 0 are reproduced from [34] for
the magnetic relaxation channel.

Decoherence and Quantum Criticality.- The Tm
ground state doublets are described by the Hamiltonian:

H = −J
∑

i,j∈n.n.

σ̂z(i)σ̂z(j) + λ
∑
i

σ̂x(i) (1)

where σz(i) is the B2g quadrupolar moment of the Tm at
site i, σx is the spin moment of the Tm along the c-axis, J
is the ferroquadrupolar exchange coupling, λ = gcµBHc,
and gc = 10 for TmVO4 [13]. The coupling to the
nuclei is given by the hyperfine interaction: Hhyp =
Acc

∑
i Ix(i)σx(i), where Acc/J ≈ 2 × 10−4 and Ix(i) is

the nuclear spin along the c-axis [29, 35]. A similar prob-
lem was investigated for the case of a single central spin
coupled to a 1D ring of Ising variables at T = 0 in order
to investigate the decoherence of the central spin state as
a consequence of its coupling to a quantum critical envi-
ronment [26]. In that case, a pure state of the central spin
quickly entangles with the environment forming a mixed
state, and the decoherence rate reaches a maximum at
the QCP. This model can be generalized to capture the
relevant physics of the 51V NMR signal in TmVO4, in
which there is a nuclear spin located at each lattice site
[35]. The NMR free induction decay (FID) amplitude
can be expressed as: LFID(t) = |⟨ϕg(t)|ϕe(t)⟩|, where
|ϕe,g(t)⟩ = exp(−iHe,gt)|ϕ(0)⟩ and Hg,e = H± Accσx/2.
In other words, the FID is measure of the fidelity be-
tween two states that evolve from an initial state, |ϕ(0)⟩,
under slightly different Hamiltonians in which the trans-
verse field is either Hc ± Acc/2gcµB . Note that if Hhyp

includes terms coupling to σz, then the NMR response
is no longer a simple function of the fidelity. In a spin
echo experiment, the nuclear spins are refocused with
a 180◦ pulse at time τ , and the echo forms at time 2τ
with amplitude Lecho(2τ) = |⟨ϕge(2τ)|ϕeg(2τ)⟩| where
|ϕeg,ge(2τ)⟩ = exp(−iHg,eτ) exp(−iHe,gτ)|ϕ(0)⟩. If the



4

system is far from the QCP then a slightly different trans-
verse field will not significantly affect the time evolution
of the state and the fidelity will decay slowly. How-
ever, close to the QCP, where the fidelity susceptibility is
largest, a small change of the transverse field can dramat-
ically alter the wavefunction and the fidelity will rapidly
decay with time.
At finite temperatures, the electronic wavefunction is

no longer in a pure state and thermally excited states
with different local fields will interact with the nuclei.
Both quantum fluctuations driven by the intrinsic dy-
namics of the system as well as incoherent thermal fluc-
tuations will contribute to the decoherence of the FID
signal, washing out the enhancement at the QCP. On
the other hand, in a spin echo experiment the refocusing
pulse dynamically decouples low frequency fluctuations
[44]. Chen et al. showed that the spin echo remains sen-
sitive to the quantum critical fluctuations even at high
temperatures in the 1D transverse field Ising model [28].
Our results shown in Figs. 1(b) and 3 confirm this in-
terpretation. The spin echo intensity is suppressed by
quantum critical fluctuations to temperatures above TQ.
The NMR decoherence rate reflects an enhanced fi-

delity susceptibility, which can be related to the dynam-
ical structure factor [45]:

Sxx(ω) =

∫
∞

0

⟨σx(τ)σx(0)⟩e
iωτdτ. (2)

The fluctuations ⟨δ2σx⟩ = ⟨σ2
x⟩ − ⟨σx⟩

2 can be writ-
ten as the sum of a thermal contribution ⟨δ2σx⟩T and
a quantum contribution ⟨δ2σx⟩Q [25]. The incoherent
thermal fluctuations are related to the transverse field
susceptibility, χx, via the classical fluctuation-dissipation
theorem: ⟨δ2σx⟩T = χxkBT . These thermal fluctua-
tions contribute primarily to the low frequency behav-
ior of Sxx(ω). Coherent quantum fluctuations contribute
to Sxx(ω) at finite frequency, away from the quantum
critical point. The decoherence of an FID can also
be derived via Bloch-Wangsness-Redfield theory, which
predicts an exponential decay LFID ∼ e−t/T2 where
T−1
2 = A2

ccSxx(0)/2ℏ
2 [46–48]. For a spin echo, however,

Lecho(2τ) can be expressed as a convolution of Sxx(ω)
with a filter function, F (ωτ) that encapsulates the influ-
ence of the 180◦ refocusing pulse [44]. In this case con-
tributions of Sxx(ω) at frequencies ω ≪ 1/τ ≈ 105 Hz
are filtered out. As a result, contributions from thermal
fluctuations are removed from the spin echo decoherence
rate, but not quantum fluctuations at higher frequencies
[28, 49]. This distinction explains not only why the V
signal intensity is able to map out the quantum critical
fan but also why T−1

2 changes little across the thermal
phase transition at Hc = 0 in Fig. 1(c), where there are
little to no quantum fluctuations.
In mean-field theory, the static transverse susceptibil-

ity decreases monotonically with field as (sech (λ/T ))2/T
in the paramagnetic phase, which at low temperatures

has the activated form 1
T exp(−∆/T ) consistent with the

excitation gap ∆ = 2λ. In contrast, for the 3-dimensional
TFIM [43] the T = 0 transverse-susceptibility is known to
diverge logarithmically as one approaches the QCP from
either side of the transition [50, 51]. At the finite tem-
perature transition the transverse susceptibility should
diverge with the specific heat exponent α ≈ 0.1 for a
3-dimensional Ising model. However, our quadrupolar
system differs from a spin model in that the coupling of
the order parameter to the lattice leads to long-range in-
teractions, especially near the transition where phonons
become soft [52–54], leading to mean-field behavior. This
may cause a finite jump in transverse susceptibility at
the transition. Behavior of the transverse susceptibility
in such systems deserves further theoretical attention.
Nevertheless, one expects the gap to go to zero at the
quantum critical point.

A recent theoretical study of the 1D TFIM also pre-
dicted that Sxx(ω) should exhibit thermally activated be-
havior at low frequencies: Sxx ∼ exp[−∆/T ] for ω ≪
T ≪ ∆, where ∆ is the excitation gap in the quantum
disordered regime [55]. We therefore postulate that the
NMR intensity can be described both in the disordered
and the ordered states as:

I(T,Hc) = I0 exp[−αe−∆(Hc)/T /T ] (3)

where α ∼ τA2
cc is a constant. The functional form of

∆(Hc) has been computed as a function of transverse
field for different 3D cubic lattices [43], and is constrained
by the measured value of ∆(0) = 4.24 K in the limit
Hc ≪ H∗

c [42]. For Hc ≫ H∗

c , ∆ approaches gcµBHc,
the single ion gap for the ground state doublet [12, 56].
This function is shown in Fig. 3(b). We fit the intensity
data at 1.7 K to Eq. 3, as shown in Fig. 5. The intensity
is normalized by the value at Hc = 1.5 T for each tem-
perature, and the only variable parameter is α. There is
excellent agreement, and the increasing width as a func-
tion of temperature agrees with the observed trend seen
in Figs. 2(b) and 3(a). The fit is less good for low Hc,
and we speculate that this behavior may reflect the fact
that there remains a finite field H0 sin θ in the longitu-
dinal direction in this limit. The Ising variables couple
to this field to second order [34], which may give rise to
higher order effects not captured by the fitting function.

The gap extracted from T−1
1 measurements compares

well with the expected values of ∆(Hc) as shown in
Fig. 3(b), however it has been argued that T−1

1 ∼
exp[−2∆/T ] [55]. This result was based on the assump-
tion of a hyperfine interaction that includes a coupling
to Szz(ω), the structure function for longitudinal fields.
Such a coupling is absent in TmVO4, but spin lattice
relaxation is driven by fluctuations perpendicular to the
quantization axis, H0, which is not parallel to the trans-
verse field in our case. Therefore, Sxx can contribute to
T−1
1 , and hence we expect T−1

1 ∼ exp[−∆/T ].
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It is noteworthy that both TmVO4 and LiHoF4 are
model systems for the 3D TFIM due to the non-Kramers
nature of the ground state 4f electrons, but an impor-
tant difference between the two, aside from the nature
of the long-range order, is the anisotropy of the hyper-
fine coupling to the nuclear spin degrees of freedom. In
the latter, the 165Ho nuclear spin couples to the 4f mag-
netic moment along the longitudinal (order-parameter)
axis, giving rise to a composite spin at low temperatures
which modifies the shape of the phase boundary near the
QCP [10]. Consequently a larger transverse field is re-
quired in order to fully destroy the ferromagnetic state.
In TmVO4, the

169Tm nuclear spin also couples to the 4f
magnetic moment, but only along the transverse direc-
tion [56].

Conclusions - TmVO4 presents a unique realization of
transverse-field Ising model, where the order parameter is
even under time reversal symmetry and does not couple
to external magnetic fields or nuclear spins, but a trans-
verse component of the order-parameter does. Coupling
of the nuclear spin purely to the transverse component
allows us to probe the decoherence of the nuclear spin as
the electronic system is tuned through a quantum critical
point. Our observation of NMR wipeout of the 51V in
TmVO4 provides experimental confirmation that a qubit
coupled to a quantum critical environment quickly tran-
sitions from a pure to a mixed state [26]. It is perhaps
natural to expect that such an environment would be
detrimental to any application in which the qubits are
used as a resource for quantum information. Conversely,
these results also suggest that an ensemble of strongly
coupled qubits, such as in a spin-based quantum com-
puter, would similarly be sensitive to noise arising from
nearby nuclear spins which could limit the coherence time
for quantum computations. Our findings may also inspire
new ways to think about NMR wipeout effects observed

in cuprates, pnictides and other complex systems and
their relation to quantum entanglement and fidelity in
those systems.
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