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Abstract—Safety-critical cyber-physical and industrial control
systems (CPS/ICS) such as electrical power grids and water treat-
ment plants are prone to external attacks and internal mistakes
or threats. Still, research in this area does not involve high-fidelity
human models in their CPS state estimation models. We provide a
starting point to modeling the expansiveness of human behavior
in CPS by proposing Cyber-Human Interaction Modeling for
Cyber-Physical Systems (CHIMPS), a novel decision-making-
based process to explicitly integrate human models in the design
and implementation of CPS. We present a use case of our
process focusing on safety-critical ICS that simulates a human
ICS operator maintaining a water treatment plant.

Index Terms—cyber-physical systems, industrial control sys-
tems, system state estimation, human-computer interaction

I. INTRODUCTION

Cyber-physical systems (CPS) combine physical processes

with computational power through embedded computers and

networks to create complex control systems throughout various

application domains across homes and workplaces. Safety-

critical CPS, mainly industrial control systems (ICS) such as

electrical power grids and water treatment plants, are prone to

failure due to external attacks and internal mistakes or threats.

Attacks and failures on safety-critical ICS have been prevalent

in the past few decades and remain to be on the rise [1].

Steps are being taken to counter the increasing amount

and sophistication of threats to CPS and ICS, which include

automated surveillance and intrusion/anomaly detection sys-

tems (IDS). There is an abundance of works within CPS IDS

research that focus on the systems-side of the overall interac-

tion between humans and CPS [2], but few mentions of the

human-side, which are often abstracted away. Human operator

mistakes and insider threats have been at the core of some of

the most significant CPS failures in recent history [3], so the

human element directly involved in these systems needs to be

more strongly considered in their design and implementation.

We frame our work around the research question of “How

can we model and simulate realistic human decision-making

that directly impacts a cyber-physical system’s operation and

control processes?”.

Contributions:

• We propose Cyber-Human Interaction Modeling for

Cyber-Physical Systems (CHIMPS), a novel decision-

making-based process for modeling human behavior

meant for explicitly integrating high-fidelity human mod-

els into CPS/ICS state estimation models.

• We present a use case of our process, utilizing a hu-

man behavior-modeling framework [4] and a CPS real-

time simulating framework [5] that serves as a proof-of-

concept.

II. PROCESS OVERVIEW

We propose a novel process, referred to as CHIMPS, that

provides a starting point for the substantial work required

to create a high-fidelity model and simulation of human

behavior within CPS by first considering decision-making. We

acknowledge and address the following current challenges in

CPS research with our proposed process:

• There is a lack of research within CPS modeling that in-

cludes a human model or considers cases where a human

operator is directly involved in maintaining the system

control loop. Our process provides a way to directly

include such a human model into CPS modeling with

an added fresh perspective through cognitive science.

• With the expansiveness of human behavior, there is an

overwhelmingly large state space to consider, with some

examples being environmental conditions, emotions and

intent, and interactions with other humans. We scope out

a minor part of a more significant problem by offering

initial approaches to modeling a single human operator’s

actions and decisions that directly affect system control

processes and operation.

• Without providing a bound on the number of possible

actions a human operator can perform, there is high

potential complexity in system modeling if there is no

focus on what kind of actions. We bound this complexity

by focusing only on the core human-cyber interactions

necessary for proper system operation.

CHIMPS breaks down into a four-step plan:

• Step 1: Scope and model only the human agent actions

and behaviors directly impacting the CPS being analyzed.
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• Step 2: Build or implement a CPS simulator matching

your use case.

• Step 3: Combine the human actions agent model and the

CPS simulator using a central communication software

hub.

• Step 4: Set up the desired experiment and simulations

and evaluate the decisions made.

We can use the resulting implementation from CHIMPS

to study further research problems focused on why specific

decision-making may result in certain human-made mistakes

or insider threats. Depending on different preconditions of the

CPS state or information provided to the human operator, we

can attempt to trace where a system failure starts to form in

the control loop and what decisions can prevent or escalate

further issues.

III. USE CASE AND IMPLEMENTATION

We present our use case, focusing on a safety-critical ICS,

that implements CHIMPS and simulates a human ICS operator

directly interacting with a water treatment plant’s control

processes. Our use case revolves around a realistic scenario

of a human ICS operator working in a water treatment plant,

with the operator having the goals of maintaining the plant’s

regular operation and ensuring raw water properly gets treated

for safe reuse. We use the following technologies in our

implementation:

• Deter Agents Simulating Humans (DASH) - DASH is

a dual-process cognitive architecture breaking decision-

making into rational and instinctive behaviors that can be

used to build human agent simulations [4]. We use DASH

to model and simulate a human ICS operator.

• MiniCPS - MiniCPS is used to simulate network traffic

and physical layer interaction in CPS [5]. We use a

MiniCPS example implementation of the Secure Water

Treatment (SWaT) testbed to mimic the physical pro-

cesses of a real water treatment operation as the CPS

simulator.

• PyZMQ - We use PyZMQ, a Python version of an open-

source universal messaging library known as ZeroMQ [6],

to create the central communication hub.

With these components working together, we can simulate

a human ICS operator maintaining a water treatment plant’s

storage in a tank, intake, and outtake of raw water. Figure

1 demonstrates how the three components interact with one

another.

Replication: To view the code of our implementation and

further details on how to replicate it, you can access it at

https://github.com/StengoS/CPSOperatorSim.

IV. DISCUSSION AND FUTURE WORK

We now look towards designing an experiment that takes a

more in-depth look at the complex decisions where a human

operator may consider multiple reasonable actions depending

on the given system state. The next immediate steps are to

extend our use case to involve more physical processes of

SWaT and add more corresponding actions to our DASH ICS

Fig. 1. Sequence diagram of how the DASH ICS operator-water treatment
testbed simulation works

operator. There is also currently no explicit step to ensure the

validity of the decisions being made from the human actions

agent model, which is an ongoing area in extending our use

case.

Future work will shift towards applying CHIMPS to mod-

eling other kinds of CPS/ICS, including unmanned aerial

vehicles, and refining it towards creating high-fidelity human

cognitive models. We are interested in how we can design and

automatically develop formal definitions of CPS that include

human-cyber interactions using CHIMPS, specifically by in-

corporating the decision-making process and resulting system

state into the formal specification for creating a behavior-

specification-based IDS that accounts for human mistakes and

insider threats. We also would like to evaluate the usability

of CHIMPS and how researchers and CPS engineers can best

use it to model new and existing systems, especially in an

interdisciplinary context.
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