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Generalized Linear Causal Networks
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Abstract—Causal discovery, the inference of causal relations among variables from data, is a fundamental problem of science.
Nowadays, due to an increased awareness of data privacy concerns, there has been a shift towards distributed data collection,
processing and storage. To meet the pressing need for distributed causal discovery, we propose a novel federated DAG learning method
called distributed annealing on regularized likelihood score (DARLS) to learn a causal graph from data stored on multiple clients. DARLS
simulates an annealing process to search over the space of topological sorts, where the optimal graphical structure compatible with a sort
is found by distributed optimization. This distributed optimization relies on multiple rounds of communication between local clients and a
central server to estimate the graphical structure. We establish its convergence to the solution obtained by an oracle with access to all the
data. To the best of our knowledge, DARLS is the first distributed method for learning causal graphs with such finite-sample oracle
guarantees. To establish the consistency of DARLS, we also derive new identifiability results for causal graphs parameterized by
generalized linear models, which could be of independent interest. Through extensive simulation studies and a real-world application, we
show that DARLS outperforms existing federated learning methods and is comparable to oracle methods on pooled data, demonstrating
its great advantages in estimating causal networks from distributed data.

Index Terms—Causal graphs, federated learning, generalized linear models, simulated annealing, topological sorts.

1 INTRODUCTION

NFERRING causal relations among variables is a funda-

mental problem in many applications such as compu-
tational biology, medical science, social study, etc. It is
tightly connected to various areas in statistics, including
randomized experiments [1, 2], retrospective counterfactual
reasoning [3], potential outcomes [4, 5], and probabilistic
graphical models [6, 7]. A critical yet challenging step in
causal inference via graphical models is the identification of
cause-effect relations from data, namely the causal discovery
problem, typically formulated as structure learning of a
causal graph or its Markov equivalence class. As a primary
causal model, causal graphs have been widely used in
epidemiology [8, 9], pathophysiology [10], economics [11],
and risk analysis [12] among many other domains. A causal
graph is usually represented by a directed acyclic graph
(DAG), where edges encode causal effects among variables
(nodes). The probability density of a set of random variables
{X1,...,X,} in a causal DAG Gy factorizes as

p
p($1,~~~7$p)= Hp(xj |PAj :pa’j)’ D
j=1

where PA; C {X1,..., X} \ {X,} is the parent set of X
with pa; being its value. When the parents of X are set to
pa; by experiment, the conditional distribution [X; | PA; =
pa;] is also interpreted as the intervention distribution of X;
ie [X; | do(PA; = pa;)] [13]. Since randomized experiments
are not always feasible or available, various approaches have
been put forward to learn causal DAGs from observational
data; see [14, 15, 16] for recent reviews.
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1.1 Federated learning

In this work, we focus on the task of federated DAG
learning, i.e., learning causal relations encoded by DAGs
from distributed data, with a particular interest in non-
Gaussian cases which encompass a wide variety of data
types. Moreover, distributed learning of Gaussian linear
DAG models can be achieved through simple updates of
its sufficient statistics (Remark 1). Distributed data storage
has been used for privacy protection when managing the
copious amount of data generated everyday by government
agencies, research institutions, medical centers, technology
companies, etc [17]. These organizations often collect similar
data, or data from the same population, and collaborate
in diverse domains such as social, scientific, and business
sectors. Notable examples include the exposure notification
system by Google and Apple in 2021 for tracking COVID-19
exposure and a privacy-preserving analytics platform for
health metrics collection [18], as well as small clinics pooling
data from other facilities to achieve statistically significant
results due to their limited datasets. Such collaborations
necessitate strict privacy disclosures, ensuring that sensi-
tive data held privately by each institution is not shared
externally.

Federated learning proves to be an effective tool when
preserving data privacy or when merging data from multiple
sources is infeasible. This approach empowers local entities
to collaboratively learn from decentralized data without the
need for direct data sharing. As a result, federated learning
not only addresses privacy and logistical concerns, but also
facilitates the development of robust and generalized models
by learning from a diverse range of data sources.

A straightforward method for federal learning to ob-
tain a global estimate is to average local estimates, a
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technique known as one-shot parameter averaging [19]. This
approach, however, falls short of achieving any desired
level of accuracy compared to the global estimate based
on all the data [20, 21]. To address these limitations, more
sophisticated communication-efficient algorithms that adopt
multiple communication rounds between local clients and a
central server have been developed [22, 23]. Such algorithms
are increasingly vital in distributed optimization for multi-
agent systems, including electronic power systems, sensor
networks, and smart manufacturing [24, 25].

1.2 Contribution of this work

Despite the methodological advances reviewed above, learn-
ing causal DAGs from data distributed across multiple local
clients is still a challenging task. A major difficulty is how
to integrate local information to efficiently estimate a global
causal graph as if data across all local clients were accessible
to the statistician. There are simple approaches that iterate
over local datasets (once) and then combine the local graphs
or the local p-values to form a global graph [26, 27, 28].
However, simple aggregation of local estimates, using this
single-iteration approach, would not lead to an estimate
close to the corresponding global estimate constructed if the
combined data were accessible. Hereafter, we call such a
global estimate an oracle solution.

Another challenge specific to our problem comes from
the acyclicity constraint on DAGs. Obviously, simple average
graphs are likely to fail this essential constraint and thus
cannot provide meaningful causal interpretations. To over-
come these difficulties, we propose a score-based learning
method that carries out multiple rounds of communication to
estimate DAGs from distributed data. Our objective function
is equivalent to a regularized log-likelihood of the overall
data, which has been shown to be effective in learning
both continuous and discrete DAGs [29, 30, 31]. The central
server proposes a candidate ordering 7, where the score
of 7 is evaluated via distributed optimization over DAGs
compatible with 7. Then, the candidate sort 7 is selected by
simulated annealing. Because every DAG has at least one
ordering, searching over the space of orderings ensures that
the acyclicity constraint is always satisfied.

Our method is an example of federated learning, where a
central server communicates with distributed local clients to
learn a DAG. We show that the convergence rate of our
federated estimate to the oracle estimate on the overall
data is O(log(n)//m) for a fixed true DAG, where n is
the total sample size across all local clients and m is the
smallest local sample size (Theorem 1, Section 4.1). Therefore,
even for a finite sample, as long as log(n)//m is small,
our distributed estimate will be essentially identical to
the oracle solution, achieving the ideal efficiency while
preserving data privacy. To the best of our knowledge, our
approach is the first federated causal discovery method
with such a nice theoretical guarantee. While this work was
under review, two federated DAG learning methods were
published [32, 33]. Neither of the two papers establishes such
an oracle estimation guarantee. We will further elaborate on
other technical differences in Section 3.4.

Another contribution of our work is the use of generalized
linear models (GLMs) for local conditional distributions in (1),

2

which brings several advantages to causal structure learning.
Our proposed GLM DAG model is a flexible family for
various data types beyond linear Gaussian models with
equal variance and multi-logit models [31, 34]. The negative
log-likelihood functions under commonly used GLMs are
convex, which facilitates the optimization task. Furthermore,
we show that GLM DAG models are identifiable under
mild conditions (Proposition 1, Section 2), while other
models, such as multinomial for discrete networks and
Gaussian linear DAGs (with heterogeneous variance), are
not identifiable in general [35, 36]. Under such identifiability,
we establish the f5-consistency of a global maximizer DAG
of our regularized likelihood score (Theorem 2, Section 4.2).

1.3 Organization

The paper is organized as follows. Section 2 defines the
generalized linear DAG model and establishes some identifi-
ability results under this model. In Section 3, we set up the
optimization problem for learning causal graphs and develop
the DARLS algorithm that combines simulated annealing to
search over permutation space and a distributed optimization
algorithm to optimize the network structure given an order-
ing. We then establish theoretical results on the convergence
of the distributed optimization algorithm and estimation
consistency in Section 4. Section 5 consists of simulation
studies that compare our method to existing ones using
distributed and combined data, test the robustness of DARLS
against violations of its underlying model assumptions, and
examine the accuracy loss and computational efficiency
of our distributed learning algorithm. We also apply the
distributed learning methods to ChIP-sequencing data for
modeling protein-DNA binding networks in Section 6. The
paper is concluded with a discussion in Section 7. All proofs
are relegated to the supplementary material.

2 GENERALIZED LINEAR DAG MODELS

Denote by zJ € R% a realization of variable X j, where
d; = 1 for a numerical X; and d; = r; — 1 for a categorical
variable X ; with r; classes, using the one-hot encoding. Let
Bij € R%*4i denote the parameters associated with the edge
X; — X]‘ and Bij =0if X; % PAJ Put

Bj = [Bojs Bijs- - -, Bpj] € RUFDxi V)
z:=[1,z,... 2P] € R4, 3)

where (y; € R'*% and d = }"?_, d;. Here and elsewhere,
[x,y] denotes the vertical concatenation of two vectors
or matrices z and y. We define a generalized linear DAG
(GLDAG) by (1) with conditional densities given by GLMs
with canonical links, that is,

p(a? | poj ) = esa?) exp (48] 2,4%) = b (8] ).
Jell=11.p}

where b; and ¢; are both functions from R% to R. Note
that ﬁij = D icra, ﬁ;# only depends on the parent set
PA ;. GLDAG models allow for many common distributions
via the choice of the log partition-function b;(-). Examples
include the Bernoulli distribution for b;(6) = log(1 + €%),
constant-variance Gaussian for b;(§) = 6?/2, Poisson for

4)
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b;(0) = exp(f), Gamma for b;(§) = —log(—0) and the
multinomial for b;(0) = log(1 + Zfil e’). Note that in the
multinomial case b;(-) is a multivariate function, operating
on a vector § = (0;) € R%, in contrast to the other example
for which b;(-) is a scalar function. The Bernoulli and
multinomial choices above give rise to logistic and multi-logit
regression models for each node.

We collect all the parameters of model (4) in a matrix
B € R(4+1xd which is obtained by horizontal concatenation
of 8,7 = 1,...,p, each as defined in (2). We say that a
GLDAG (4) is continuous if all the variables are continuous.
Recall that in this case, d; = 1 for all j € [p] and thus 3 is
a (p + 1) x p matrix. We rewrite the log pdf of (4), in the
continuous case, as

Z log ¢ ( (x7) —l-x],BTx—b (ﬂT I G)
j=1

where 6JT:E € Rand 3;; # 0 if and only if X; — X;. Next,
we define identifiability of DAG models following [37, 38, 39],
and show that continuous GLDAGS are identifiable.

Definition 1 (Identifiability). Suppose we are given a joint
distribution L(X) = L(Xu,...,X,) that has been generated
from an unknown GLDAG model (4) with a graph Gq. If the
distribution L£L(X) cannot be generated by any GLDAG model
with a different graph G # Gy, then we say Gy is identifiable from
L(X).

It is well-known that linear Gaussian DAGs (with het-
erogeneous variance) and multinomial DAGs in general are
not identifiable [35, 36]. In contrast, continuous GLDAG
models (5) are identifiable under mild assumptions:

Proposition 1. Suppose the joint distribution L£(X) is defined
by the log-pdf L(x;B) with a DAG Gy according to (5) such
that B;; # 0 if and only if i € PA; in Go. If L(x; 8) is second-
order differentiable with respect to x and, for all j, the first-order
derivative of bj(~) exists and is not constant, then Gy is identifiable

from L(X).

Proposition 1 establishes the identifiability of continuous
GLDAG models (5), partially justifying our goal as to learn
causal graphs. This result expands the class of identifiable
DAG models in the literature. A different class of identifiable
DAG models is the additive noise model, X; = f;(PA;) +
€, under assumptions of nonlinear f; [37, 38, 40] or non-
Gaussian error [41].

3 FEDERATED DAG LEARNING

In this section, we construct the objective function using
distributed data and propose a simulated annealing search
combined with an iterative optimization method to learn
causal DAG structures. We start with the definition of
topological sorts for DAGs. Given a permutation 7 on [p], we
permute a vector v = (v1,...,v,) according to 7 to obtain a
relabeled vector v = (Un(1)s - - -, Ur(p))- A topological sort of
a DAG is a permutation of nodes such that if a € PA;, then a
precedes b in the order defined by 7, denoted by a < b. By
definition (1), every DAG has at least one topological sort.
Let {x),}}_, be anii.d. sample of size n from model (4).
We also let z represent the observed value of the j-th

3

variable (X;) in the h-th data point. Consider a subset
Z C [n]. The normalized negative log-likelihood of the
subsample {z,}rez is given, up to an additive constant,
by

(8] wn, )]

b (B} xn) —

ZZ

hEI] 1

(6)

Note that in this notation, /|,) denotes the normalized
negative log-likelihood of the entire sample of size n.

3.1

We consider the case that the overall data is stored on K
different servers, where each local client M, holds its private
data {xy}nez, and communicates with a central server C.
Let ny, = |Zx| be the sample size in M}, so that Zle ng = n.
The normalized negative log-likelihood based on the entire
data can be decomposed as /[, (3) = Z£{=1 ez (B). Let P
be the set of all permutations on [p] and D(7) C R(@+1)xd
the set of DAGs whose topological sorts are compatible with
a permutation 7 € P. Note that D(r) is a linear subspace of
R{4+1)xd We ideally would like to estimate 3 by minimizing
a regularized loss function of the form

min f(7),

Global objective function and annealing

where

K
. ng
¢
Sin 2.7 (B) + p(B),

fm) = @)

and p(+) is an appropriate regularizer to promote sparsity
in 8. We call f(m) the global objective function since it is
defined using all data across local clients.

Recall that 3;; # 0 if and only if i € PA;. To learn sparse
DAGs, we apply group regularization of the form

B) = )\Zpg(ﬂij),

where p,(-) is a nonnegative and nondecreasing group
regularizer and A > 0 is a tuning parameter. Restricted
to D(7), the regularizer can be further simplfied to p(8) =
A2 2 i<, Pg (Bij). In this paper, we consider the Group
Lasso (i.e., group {2) penalty with the choice

pg(Bij) = I1Bijllr, )

where ||3;; 7 is the Frobenius norm of matrix 3;;. As a con-
vex penalty and a natural extension of Lasso regularization,
Group Lasso has demonstrated remarkable performance in
grouped variable selection [42].

To search over (7 € P, 5 € D(n)) with distributed data
as in (7), we propose the distributed annealing on regularized
likelihood score (DARLS) algorithm, which applies annealing
strategies to search over the permutation space, coupled
with a distributed optimization method. Such manner of
joint optimization over the topological sort space and the
DAG space has demonstrated great effectiveness in structure
learning; see for example, [43, 44, 45, 46] and the references
thereof.

The main steps of DARLS are outlined in Algorithm 1. At
each annealing iteration, a permutation 7 is proposed based
on current 7 (line 5) and is accepted with probability accord-
ing to simulated annealing given a decreasing temperature

®)
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Algorithm 1 Distributed annealing on regularized likelihood
score (DARLS).

Input: {z,}}_, distributed over K clients, o,
temperature schedule (TN, 7.
Output: 7, 8.

1: Select tuning parameter A by BIC selection given m.

2: T 4 m, compute (B, f(®)) by Algorithm 2.

3: fori=0,...,N do

£ TeTh)

5: Central server C proposes n by flipping a
random interval (length up to 7) in 7.
Compute (8%, f(7)) using Algorithm 2.
C sets (7, B,f( )) — (7T, 8%, f(=)) with prob.
min {1, exp (—%) }

8: end for

9: Refine the causal structure implied by B.

Algorithm 2 Distributed optimization to compute the global
permutation score.

Input: 7, ABT(rO), number of iteration 7.
Output: 3., f (7).
Server C broadcasts 7 to local clients { M} .
fort=0,1,..., T —1do
Each M, Computes Viz, (
C computes V/;,,) (8) = L 3, nuVez, (
broadcasts it to local clients.
5. Each M computes ,6’,:;1) = i (
and sends it to C.
6: C computes BLHY —
to local clients.
7: end for
8: Each M, reports FlgT) i= g F (
T T
M and f(r) « L3, B,

7(:)) and sends it to C.
Srt)) and

M) via (10)

Iy nk5<t+l> and broadcasts it

,(rT)) to C, and C sets B,

schedule. To compute the score of the optimal DAG structure
for a given permutation, we use the distributed optimization
approach outlined in Algorithm 2, the details of which are
discussed in Section 3.2 below. This approach allows multiple
rounds of communications between local clients and the
central server to update and synthesize information. Note
that DARLS can be applied to any objective function as long
as the gradient w.r.t. 5 has a closed-form expression. Other
steps (line 1 and line 9) are discussed in Section 3.3.

Remark 1. To estimate Gaussian DAGs from multiple
independent data sets, we can use first-order methods, such
as stochastic gradient or proximal gradient algorithm [46].
Given 7, this type of approach computes the global estimate
BT using sample covariances of local data sets. Hence, dis-
tributed learning of Gaussian DAGs only requires averaging
local sufficient statistics and does not need the distributed
optimization (line 6, Algorithm 1), and thus it is not the focus
of this work.

3.2 Local objectives and distributed optimization

For any fixed 7, we use distributed computing to evaluate
f(m), as the samples Zy,k € [K] are not shared among

4

the local clients. That is, instead of directly working with
the objective function in (7), we rely on local versions of
it to guide a distributed algorithm that divides the task of
computing f(7) among the K local client. In particular, we
consider the local objective functions
m) = min Fy(8),
() Sn k(8)
Fi(B) = t1,(B) + p(B).

The global version (7) can be rewritten as f(r) =
mingep(r F(8) where F(8) i= ()(8) + p(8). Typically,
each of F' and F}, is nonsmooth due to the presence of the
regularizer p, but the difference hy := Fy, — F' = {7, — {},,] is
often smooth. The gradient of hy, is used to guide iterations in
each local client. That is, given the current (global) estimate
B, local client M, performs the update

where

Qi (B) = afregpr?igl [Fi(€) = Fi(€) — (Vhi(B),€)
= Fu(€) — (VIz, () — V) (B), 6)]. (10)

The local regularized loss F}; guided by Vhy, denoted by Fy,
is a first-order approximation to the global regularized loss
F', up to an additive constant. Let BT(rt) be the global estimate
of the algorithm at iteration ¢. At the next iteration, ¢t + 1, we
obtain local estimates 6 (t+1) _ = Pk (,6’7(rt)) fork=1,...,K.
These local estimates are then passed to the central server
C to compute the next global estimate by averaging, i.e.,
(+1) == B x 1) The main steps of this distributed
optlrmzatlon method are outlined in Algorithm 2.

The above approach is essentially a version of the
DANE algorithm [19, 21, 22, 23]. Note that to calculate local
updates 3 s:l) (line 5, Algorithm 2), only the current global
estimate 8 and the global gradient V[, ( T(f)) need to
be communicated to each local client. In Section 4.1, we
show that for a sufficiently large minimum sample size per
client, i.e. miny ng, the sequence {Bfrt)}tzo thus produced
will converge to a global minimizer By of F () over D(m).

Another piece in the distributed optimization is to com-
pute the local update (10) (line 5, Algorithm 2), for which we
use the proximal gradient algorithm (Algorithm 3). Given
a current global estimate B®), optimizing local objective
Fy(€) (10) is equivalent to

(in £z, (€)
Define (7, (£) = U7, (£) — (Vhr(BM),€), a surrogate for
the global likelihood £},,)(§). To solve (10), we use iterative
proximal gradient descent. At each iteration, we minimize a
quadratic approximation to ¢z, around the current solution
&, plus a regularization term,

£T :=argmin [sz &)+
£'eD(m)

1
+ o 1€ = &l + p(€)],

where s > 0 plays the role of a step size and {* is our next
estimate of the solution. Equivalently, the update (12) can be

(Vhi(B1), ) + p(€). 11)

(Vi (€),€ —¢€)

(12)
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re-written as
£ = prox,,, (€~ 590z, (), (13)

where
. 1
prox,,(3) i= arguin (sp(w) + 313 - ul}?)

is a proximal operator applied to the scaled function sp(-).
Equation (13) is known as a proximal gradient update, and for
our choice of the regularizer given by (8) and (9), has the
following closed-form expression:

S
(prox,,,(9)), = (1 B |||ﬁz-]—||F>+ &

This is often referred to as the block soft-thresholding operator.
To determine the value of the step size s, we use backward
line search, shrinking an initial value sy until a proper
step size is found (line 7, Algorithm 3). Convergence of
Algorithm 3 is guaranteed given the convexity of (11) over
D(r) [47, 48]. However, to avoid possible slow convergence,
we set a maximum iteration for early stopping (line 2).
We refer readers to [49] for more details on the proximal
algorithms.

Computational complexity. Let us now give an estimate
of the overall computational complexity of DARLS. For
simplicity, consider numerical X; so that d; = 1 for all j.
Then, 3; is a vector in RP*! and 8 = (8;) ¢ 2 can be thought
of as a vector of dimension p(p + 1) = O(p?). From (5), for a
single sample z € RPT!,

OL(x,3)/08; = (27 = b;(B] x))=

and hence needs O(p) operations to compute. Calculat-
ing OL(x,3)/9p then needs O(p?) operations for a single
sample, and hence V/{z(f) has computational complexity
O(|Z|p?). For subsequent calculations, note that V¢z () is
itself an O(p?)-dimensional vector. For simplicity, assume
that all the K local clients have the same number of local
samples, namely m := n/K. Then, the complexity of step 3
of Algorithm 2 is, O(mp?), where we are treating parallel
computations as one. Let M be the maximum number of iter-
ations in Algorithm 3. Since computing proxsp( B) also needs
O(p?) operations, the complexity of step 5 of Algorithm 2
(that is, the entire Algorithm 3) is O(Mmp?). The complexity
of steps 4 and 6 of Algorithm 2 are O(Kp?). The overall
complexity of Algorithm 2 is thus, O((Mmp?+ Kp?)T). This
gives the overall complexity of O (p? (M (n/K)+ K)NT) for
DARLS.

3.3 Tuning parameters and structure estimation

Given an initial permutation 7y, we use BIC grid search
to select tuning parameter A that is used in the group
Lasso penalty (8) (line 1, Algorithm 1). To construct the
grid, we select 20 equally spaced points A(*), on the log scale,
from the interval [0.01,0.1], where A = 0.1 is sufficiently
large to produce an emFty graph in our test. We select
the tuning parameter A ) that minimizes the BIC score,
BIC(i) = 203, (B™) + (logn)N(B), where BV € D(m)
is the minimizer of /() with penalty parameter A9 over
D(), computed by Algorithm 2, and N (5(?) is the number

5

Algorithm 3 Use the proximal gradient algorithm to compute
local permutation scores.
Input: {x},}nez,, 7, B4 € D(n), Vhi(BE ), 50 > 0,
K € gO, 1), max-iter, tol.
Output: ,B,Efw.
iter < 0, err < o0, £ + B,
: while iter < max-iter and err > tol do
Viz, (§) « Viz, (§) — Vhg(§)
s 4= 50/[[Vez, ()] -
repeat _
&+ e prox,, (€ - Vg ().
break if (7, (£1) < {7, () + (V7 (£, = &)
+as 1T — €lE-

_ Mz=vllr
max{l,HlyHl F } '

N Al e

8: S < KS.
9:  err <+ d(¢1,€) where d(z,y) :=

10: £ + €7 and iter < iter +1.
11: end while
12: B ¢

of free parameters in B (1), Note that our tuning parameter
selection is done before estimating m and 3 in Algorithm 1,
which is different from the common practice that selects
A after obtaining a solution path. Our strategy greatly
reduces the computational cost and works well in practice as
demonstrated in our prior work [46].

An estimated GLDAG parameter S is provided at the
end of the DARLS annealing search, from which we can
estimate a causal structure (line 9, Algorithm 1). Let W be
a p X p weighted adjacency matrix of a DAG with weights
Wij := ||Bij || r- The use of a group Lasso regularizer helps
to produce a sparse estimated DAG, but false positive edges
would present in general. Hence, we further refine estimated
structures by setting W;; to zero if |W;;| < amax;; |W;|.
One can adjust the value of « to achieve a desired sparsity
level, especially when having prior knowledge. In our
simulation tests, we fix @ = 0.1 to remove edges whose
weights are relatively small compared to others.

3.4 Comparison to other federated learning methods

In this section, we elucidate the distinctions between our
approach and two recent federated methods, FedDAG [33]
and NOTEARS-ADMM [32]. First and foremost, our work
stands out as the only method with a crucial theoretical
guarantee, ensuring convergence of the federated estimate
to the oracle estimate based on all local data (see Section 4).
Second, the imposition of the acyclicity constraint in our
work diverges from the approaches by the other methods.
In our algorithm, we rely on order-based search by the
central server, while the other two methods use a continuous
algebraic constraint [50]. However, recent work [51] shows
that the algebraic constraint cannot be satisfied exactly and
therefore, post-processing such as thresholding is needed to
obtain an estimated DAG. Third, the associated distributed
optimization is also very different. In our algorithm, the
local client and the central sever communicate the gradient
information. FedDAG [32] adopts a strategy where the
central server averages over proxy adjacency matrices from
local clients and broadcasts the average back to local clients
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in each round of communication. In NOTEARS-ADMM [33],
the model parameters (e.g. weighted adjacency matrix) of
local clients and the central server are exchanged via iterative
updating rules in the alternative direction method of multi-
pliers (ADMM). Lastly, our work is focused on generalized
linear models for various classes of variables, while the other
two papers are focused on continuous variables in linear and
nonlinear Gaussian cases.

4 THEORETICAL GUARANTEES

In this section, we study the convergence of the distributed
optimization (Algorithm 2) to the oracle solution and estab-
lish the consistency of the global minimizer of (7). As our
method is primarily motivated by applications involving
a large amount of distributed data, we develop theoretical
results under the setting that n is large and the number of
variables p stays fixed. Our focus in the analysis will be on
the non-Gaussian case. In the Gaussian setting, the sample
covariance matrix is a sufficient statistic and the local client
can communicate their versions to the central server in one
round, which can then form the full matrix and compute the
global DAG estimate. In other words, there is no need for an
elaborate distributed algorithm such as Algorithm 1 in the
Gaussian case.

4.1

Recall the local iteration functions ¢y, » defined in (10). The
overall iteration function for the distributed algorithm can
be written as ®,(-) := >, "=y () (line 6, Algorithm 2).
Let ¥ := E[x;,2} | be the population second-moment matrix
of the model and Ay, (X)) its minimal eigenvalue. For a
matrix (3, let Bg(8; ) denote the Frobenius ball of radius r
centered at (3. We consider the case of numerical variables,
i.e. d; = 1 for all j, which includes continuous and binary
discrete random variables. The following theorem provides
convergence guarantees on the distributed optimization
algorithm represented by @, for any fixed w. Let 3, be
any global minimizer of the global objective function, i.e.,

1) + p(8),

Oracle guarantees

Bﬁ € argmin £,
£€D(m)

(14)

where p/(\é ) is a convex regularizer. In the distributed data
setting, 3 is an oracle solution with access to all data across
multiple local clients. Let Q := {J, D(7) C RPTD*P be the
parameter space of GLDAGs. We recall that for § € €, 0;
denotes the jth column and that {z},} is an i.i.d. sample from
a GLDAG model (4).

Theorem 1 (Convergence to the oracle). Assume that the
coordinates of xp, are T-bounded, that is, |x],| < T for all h €
[n] and j € [p]|. Let 8 € Q be any GLDAG parameter and
r > 0, and set RY = max; ||0;|, and r, := 2r\/p. Let b, =
inf|y < p(r,+ry) 0" (t), and assume that b"(-) is by-Lipschitz on
[—T'rp, Trp). Define

_ R
¢ m T3¢(bp(7" + %)) +0"(0)\ p3/210g(np)
bp)\mln(z) \/ﬁ
where (x) = max{x,/x} and m = miny |Zj|. Assume

further that np > max{K + 1,3}. There exist constants

c1,C1,C > 0 such that if C1T?\/p*log(np)/m < Amin(%)
then with probability at least 1 — 3(np) = —P(|| Bz — 0|l > 1),
|”<I’7r(ﬂ) - B‘n’“‘F < CCn |”5 - Bﬂ"”Fﬂ
forall B € Bp(Br, 7).

Theorem 1 applies to any 8 € (. It is natural to take 6 to
be 35, the minimizer of the population loss defined as

B := argmin E[ﬂ[n] )]
£eD(m)

(15)

Since Bﬂ isa con51stent estimate of 5} for any 7 (Theorem 2,
Section 4.2), then P(||3; — B:llr > r) goes to zero as n
grows. Thus, with high probability, the iteration operator
@, (-) will be a contraction: the sequence { [ }>0 produced
by the distributed algorithm converges geometrically to
the oracle estimator 3, if C(, < 1. For fixed p, and for
sufficiently large r such that 577 € B F(Bﬂ, r), one can
always satisfy the condition of C(,, < 1 by taking m
(the minimum sample size per client) large enough. Hence,
Theorem 1 provides a quantitative lower bound on m for
the geometric convergence to kick in. Note that the 7-
boundedness assumption is trivially satisfied for binary and
ordinal data, which are the primary focus of this work.

Theorem 1 is proved by establishing the uniform concen-
tration of the Hessian of the GLDAG model (4) around its
expectation over certain balls in the parameter space, and
then invoking a general convergence result for the DANE
algorithm which we derive in the supplementary material (cf.
Theorem S2). Establishing such uniform concentration in the
GLDAG model is challenging due to the highly dependent
and nonlinear relation among {z7}"_,. A technical tool
in establishing the concentration of the Hessian is the
Ledoux-Talagrand contraction theorem. In order to extend
the argument to the multi-logit and generally vector-valued
DAG models with d; > 1, one needs a multivariate extension
of the contraction theorem which is not available in literature
at the moment. This extension is, in principle, possible and
we leave it for the future work.

4.2 Consistency

In this section we establish consistency results under the
class of models in (4), without the restriction to numerical
variables. Let us write ¢ (z;5) = —logp(z | 8) for the
negative log-likelihood of a single sample = from model (4).
We view z, xj, and (3 as vectors by concatenating the columns
when dealing with 1(-; ), so that 3 € R for D = d(d + 1).

Recall that F'(8) = £1,,)(8) + An 22 ; |Bisll 7 is the global
regularized negative log-likelihood and (2 is the GLDAG
parameter space. The optimization problem (7) is equivalent
to mingeq F'(B). Let us denote by 8 € 2 a global minimizer
of F(f) and * € () the true parameter with the true DAG
G*. For any /3, let us consider the (cross) Fisher information
matrix

I(B; B*) = Eg. V*¢(x; B).

We note that ¢(z;-) is a convex function for exponential
families, and hence I(3; 3*) is always positive semi-definite.
To establish the consistency of ﬁ as well as that of ﬁ,r,
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used in Theorem 1, for any fixed 7, we make the following
assumptions:

(A1) The true DAG G* is identifiable.
(A2) For every m, there exists a neighborhood of g7,
denoted by nb(f5) and functions M, such that

3
arapm @ B)| € Mju() for all 8 € nb(B;),
almost surely, and Eg« [M;(z)] < oo for all j, k and [.
(A3) For every m, we have
e D(;Tlg)f”u”:lw I(Br; 8% )u) > 0.
In (A2), it is impliclty assumed that 1(x; -) is finite in nb(5})
almost surely.

Before stating our theoretical results, we define II* :=
{m: Bi = p*} which is exactly the set of permutations
consistent with 3* or the topological sorts of G*, and in
particular, it is nonempty. To see this, we first note that for
any 7 that is consistent with $*, we have g* € D(w). A
KL divergence argument then shows that 8* is the unique
solution of the optimization problem defining /3%. That is, any
m consistent with 5* belongs to II*. Conversely, if 7 € II%,
then g* = 8% € D(n), and hence 7 is consistent with §*.
With this observation, we establish the desired consistency
results in the following theorem.

Theorem 2. Assume (A1)-(A3) and /nA, = O,(1). Then,

(a) For every m, F(-) has a ungiue minimizer B3, over D(r) and

sup |8 — Billm = Op(n™'7?).
TeEP

(b) F(-) has a unique minimizer B over € (the space of DAGs)
and

I8 = 8"l = Op(n="72).

(c) With probability converging to one as n — 0o, 3 = B\ﬁ for
some (sequence of) © € II*.

Theorem 2 confirms that the Group Lasso regularized esti-
mator 3, defined as a global minimzier of F’, is \/n-consistent,
and it will identify a correct topological sort 7 € II* in the
large-sample limit. Moreover, the theorem also establishes the
uniform consistency of restricted miminizers /3 for all 7, the
oracle estimators in Theorem 1. Assumption (A1) holds under
mild conditions according to Proposition 1, Assumption (A2)
is a standard regularity condition, and Assumption (A3) is
related to the non-singularity of the second moment matrix
Y = Eg«(z2"). For example, consider the case d; = 1 for
all j and assume that the elements of x are T-bounded and
let R; = max, ||[8%];|1, viewing % as a matrix with jth
column [B;];. Then if inf);<7g, b7 (t) > 0 for all j, non-

singularity of 3 is sufficient for (A3) to hold.

5 RESULTS ON SIMULATED DATA

Denote by sp the number of edges in a graph on p nodes.
We downloaded the following networks (p, so) from the
Bayesian networks repository [52] to simulate data: Asia
(8, 8), sachs (11, 17), child (20, 25), Insurance (27,
52), Alarm (37, 46), Hailfinder (56, 66) and Hepar2 (70,
123). We generated data under the GLDAG model (4) and
other common DAG models, in Section 5.3 and Section 5.4

7

respectively, where the latter is to examine the robustness of
our method against violation of its model assumptions.

5.1 Methods

We compared the DARLS algorithm to the following DAG
structure learning methods: the standard greedy hill climbing
(HC) algorithm [53], the Peter-Clark (PC) algorithm [54],
the max-min hill-climbing (MMHC) algorithm [55], the fast
greedy equivalence search (FGES) [56, 57, 58], the NOTEARS
algorithm [50], and the DAG-GNN method [59]. Among
these methods, PC is a constraint-based method and MMHC
is a hybrid method. The other three methods are score-based,
where HC searches over DAGs, FGES searches over the
equivalence classes, NOTEARS uses continuous optimization
to estimate DAG structures, and DAG-GNN applies graph
neural networks architecture to learn DAGs.

Following the practice for DAG learning on distributed
data as in [26, 27, 28], we combined local estimates generated
by a competing method to obtain a global graph estimate.
Denote the dataset on a local client by Dy = {zp}hez,,
k € [K]. We applied a competing method on each local
dataset Dy, to obtain a completed partially directed acyclic
graph (CPDAG) Ay, and then constructed a global graph
using {Ax} . We used CPDAGs here because all the
competing methods were developed under non-idenfitiable
DAG models. Among the five competing methods, only
PC and FGES output a CPDAG, and thus we converted
estimated DAGs from the other methods to CPDAGs to
obtain Ay. Given {4}, we counted occurrences of the
three possible orientations between each pair (i,7): i — 7,
i < j, or i — j (undirected). We then ranked orientations
across all node pairs in the descending order of their counts,
and sequentially added these edge orientations to an empty
graph, as long as they would not introduce a directed cycle
(a cycle consisting of all directed edges). By the end of this
process, we had a partially directed graph. Lastly, we applied
Meek’s rules [56, 60] to maximally orient undirected edges,
and hence constructed a global CPDAG estimate.

Remark 2. The HC global estimates had too many edges
using this approach, because its local CPDAGs lacked
consensus, resulting in a large number of candidate edges
and much higher FP edges. To solve this problem, we did not
add any edge between a node pair (4, j) if the majority of the
local graphs { Ay} had no edges between them. In this way,
global graphs estimated by HC became reasonably sparse
compared to global estimates by the other methods.

Moreover, we provide numerical results comparing
DARLS and NOTEARS-ADMM [32] on binary data in supple-
mentary material Section 52, because NOTEARS-ADMM was
not designed for categorical data with more than two levels.
The numerical results demonstrate that DARLS outperforms
NOTEARS-ADMM, consistently achieving much lower SHD
across various data-generating scenarios.

We implemented the DARLS algorithm in MATLAB and
used the following packages to run competing methods:
bnlearn [61] for the MMHC and HC algorithms, pcalg [62]
for the PC algorithms and rcausal [57] for the FGES.
The NOTEARS and DAG-GNN methods were run with
their online Python code [63, 64]. Competing methods were
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applied to each local dataset using a 2016 MacBook Pro (2.9
GHz Intel Core i5, 16 GB memory). Since DARLS is designed
for distributed computing, it was run on a computer cluster.

In this study, the DARLS algorithm (Algorithm 1) was
initialized with a random permutation. According to the land-
scape of the objective function, we set the initial annealing
temperature to 5- 1072 and gradually decreased it to 5-10~°
in a geometric fashion over a total of 10 iterations. Note that
since the log-likelihood has been normalized by the sample
size, as in (6), the range of the objective function is quite small.
For the PC algorithm, a significance level of 0.01 was used
to generate graphs with desired sparsity. FGES was applied
with a significance level of 0.1, which was the default value.
For MMHC and HC methods, the maximum number of
parents for a node was set to three. For NOTEARS, we used
the default /5 loss and the default threshold value. For DAG-
GNN, we set its threshold as 0.15 and used other default
parameter values, where the default value of the threshold is
0.3 and it is used to refine the final DAG structure, similar to
the parameter « in our post-processing step (Session 3.3). In
our numerical pilot experiments using all the default values
of DAG-GNN, it always output empty graphs. Thus, we
manually tuned its input parameters one by one, and this
method only generated non-empty structures when reducing
the threshold value.

5.2 Accuracy metrics

Given estimates generated by the above methods, we use
a few metrics to evaluate their structural accuracy. To stan-
dardize the performance metrics, we transform an estimated
DAG into its CPDAG when the true DAG is not identifiable,
before calculating the following metrics.

Let P, TP, FP, M, R be the number of estimated edges,
true positive edges, false positive edges, missing edges
and reversed edges, respectively. More specifically, P is the
number of edges in the estimated graph, FP is the number
of edges in the estimated graph skeleton but not in the true
skeleton, and M counts the number of edges in the true
skeleton but not in the skeleton of the estimated graph.
TP reports the number of consistent edges between the
estimated DAG/CPDAG and the true DAG/CPDAG, where
a consistent edge must have the same orientation between
the two nodes. There are two possible orientations for an
edge in a DAG and three in a CPDAG. Lastly, the number of
reversed edges R = P — TP — FP. We then define structural
Hamming distance, SHD = R + FP 4+ M, as a combined
metric. A method has higher structure learning accuracy if it
achieves a lower SHD.

5.3 GLDAG data

Logistic GLDAGs model (4) with b;(8]z) = log(l +
exp(f] x)) for all j € [p], was used to generate binary
data X; € {0,1}, where the coefficient parameters {£;;}
were uniformly sampled from [—1.5, —0.8] U [0.8, 1.5]. We
simulated 20 datasets for each network under two settings,
n = 100p, K = 10 and n = 10,000, K = 20, where a total of
n observations were randomly assigned to K local clients.
Since GLDAGs are identifiable, we compare an estimated
DAG by DARLS to the true DAG when calculating the

8
TABLE 1: DARLS against others on distributed logistic data.

Network (p)) DARLS MMHC FGES HC PC GNN

Asia (8) 4.6 6.7 90 72 67 84

Sachs (11) 10.0 10.0 19.1 133 13.7 20.6

Child (20) 10.4 22.1 28.8 18.8 231 294

Insurance (27) 21.6 38.2 429 41.0 396 499
Alarm (37) 18.8 38.5 37.1 35.0 33.8 -
Hailfinder (56) 27.5 69.2 560 512 - -
Hepar2 (70) 517 89.0 662 628 - -

Asia(8) 35 52 82 47 55 68

Sachs (11) 83 11.1 194 102 11.8 14.7

Child (20) 8.2 19.2 23.0 11.7 20.8 215

Insurance (27) 204 34.0 399 31.6 375 474
Alarm (37) 19.1 43.0 414 315 405 -
Hailfinder (56) 27.7 91.7 725 504 - -
Hepar2 (70) 48.8 1185 865 735 - -

The upper panel pertains to scenarios with n = 100p and K = 10,
while the lower panel illustrates cases using n = 10,000 and
K = 20. The minimum average SHD of each network is highlighted
in bold.

SHD. For all other methods, we compare estimated and
true CPDAG:S since they do not assume an identifiable DAG.

Table 1 reports the average performance metrics SHD
across 20 datasets for each of the seven graphs, using six
methods. A detailed breakdown, including averages of TP,
FP, R, and M, along with the standard deviations of SHD, is
provided in Table S1 in the supplement. Since NOTEARS
estimates were too sparse to be competitive, using the default
settings, we decreased the penalty tuning parameter to 10~4
from the suggested value of 10~!. We only report its results
for two small graphs, Asia and Sachs in the supplementary
material. Its SHD falls within the median performance
spectrum compared to the other methods. DAG-GNN (GNN
in Table 1) was time-demanding in computing graphs, taking
more than one hour for each data set when n = 10, 000, while
other competing methods took at most 5 minutes. Thus, we
only provide its results for the first four graphs that are
relatively small. PC also had difficulty generating estimates
within a reasonable time limit (30 minutes per estimation)
for the last two networks, Hailfinder and Hepar2, and
hence it was removed from the comparisons on these two
graphs.

Table 1 shows that in both cases n = 100p and
n = 10,000, DARLS consistently achieved the lowest
SHD among all methods for every network, demonstrating
higher accuracy in estimating graphical structures. The
relative efficacy of DARLS remains robust, showing no
signs of diminishing as the graph size increases. Across the
four largest graphs, Insurance, Alarm, Hailfinder and
Hepar2, DARLS consistently achieved about 40% decrease
in SHD relative to the second-best method for n = 10, 000.
Additional numerical studies on the performance of DARLS
with growing graph sizes from 76 to 223 are provided in
the supplementary material Section 5S4, showing comparable
or even more substantial improvement. DARLS identified
more TP edges than the other methods in almost every
case. The refinement step via thresholding 5 also helped
to reduce SHD by cutting down FP edges. A key difference
from the competing methods is the federated learning feature
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of DARLS, which coordinates structure learning across all
local clients. The numerical comparison shows this is much
more accurate than a simple consensus by vote or average
over individually learned graphs from local clients. Due to
lack of coordination, the local estimates may represent a set
of locally optimal structures, having substantially different
graphical structures. A consensus constructed from a set of
such graphs may not be close to the true structure. This issue
is in general more severe when the graph is large.

To examine the loss of accuracy in estimating network
structures on distributed data, we computed the oracle solu-
tions of each method assuming full access to all the K local
datasets (combined data). For brevity in reporting the results,
we chose the best performance on each network among the
five competing methods, called the best competing method,
to compare with DARLS. Figure 1 shows the performance,
in terms of SHDs, of DARLS and the best competing method
on distributed and combined data.

First, we observe that, applied to either distributed or
combined data, DARLS achieves similar SHD values. The
SHD difference between the distributed and combined data
of DARLS is much smaller than that of the best competing
method, demonstrating that DARLS is more effective in
using distributed data. Second, consistent with the results
in Table 1, DARLS always outperformed significantly the
best competing method applied on distributed data (best-
distributed). Furthermore, DARLS on distributed data shows
a substantial overlap in the distribution of SHD with the best
competing method on combined data (best-oracle), which is
either HC or FGES for n = 100p and HC, MMHC or FGES for
n = 10, 000. Such overlaps indicate the highly competitive
performance of our distributed learning algorithm. The
variability in SHD of DARLS is in general smaller than that
of the best competing method, showing a higher consistency
across different datasets.

To quantify the accuracy of distributed optimization using
Algorithm 2, we computed permutation scores f(7) (7) under
various values of K € {1,2,5,10} for a fixed 7. For each
value of K, we fixed the tuning parameter A, permutation 7
and all internal computation parameters to ensure the only
K varied in the calculation of f(7). Let ) be the value of
f(7) computed by K local clients, and A f(5) .= fU) — p(1)
be the relative increase in the loss f(). Figure 2a shows
{AfI) . K =25 10} across all the networks. The values
of A fU) is in the order of 10713, verifying f(7) is essentially
identical using either the overall (K = 1) or distributed data
(K > 2). Since the number of iterations is fixed, A f)
increases with the network size.

We also examined computation time of finding f<) for
K € [20] using the 20 Insurance datasets. In each test, the
same data were split and distributed to different number K
of local clients to solve the optimization problem (7), with
all other parameters fixed. Figure 2b shows the computation
time versus K. As expected when distributing a complicated
task, computing f(7) requires less time if using more
clients. However, the reduction in computation time reaches
approximately a stable level after K = 10, indicating a trade-
off between the gains from parallel computation and the
communication overhead. Also, the smallest local sample
size m decreases when K is large, and Theorem 1 shows
that would slow down the convergence of Algorithm 2.
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Fig. 1: SHD comparison using combined (oracle) or dis-
tributed data. For each graph, the box plots from left to right
report the results for the best competing method on combined
data (best-oracle), DARLS on combined data (DARLS-oracle),
DARLS on distributed data and the best competing method
on distributed data (best-distributed).

Federated learning primarily aims to enable collaborative
learning across multiple local clients, rather than to speed up
processes by distributing data. However, Figure 2b suggests
that data distribution could, in fact, reduce computing time
for DARLS. Specifically, our findings indicate that for DARLS,
the runtime to obtain the oracle estimate with combined data
(i.e., K = 1) is about four times longer than when K = 20.

5.4 Other data generation models

To test the robustness of DARLS against violations of its
model assumptions, we also generated data from different
DAG models. Particularly, we used threshold-Gaussian and
multinomial DAGs to generate discrete data, and then
compared DARLS with the other methods.

For the threshold-Gaussian DAG model, we first gen-
erated continuous variables Yi,...,Y, using Gaussian
structural equation models Y; = B/PA; + ¢; where ¢;
is a Gaussian noise from N(0,1) and each coefficient
parameter in B; € R°% was sampled uniformly from
[-1.2,-0.8] U [0.8,1.2], where s; = |PA;|. Then, we
thresheld these continuous values to generate binary data
X; = I(Y; > cj), where ¢; is the sample mean of Y.
We used two-component mixture Gaussian to simulate
continuous data for root variables in Y}, each drawn from
N(1,1) and N(—1,1) with an equal probability. Under
this design, most of the Y;’s were bi-modal in distribution,
which greatly increased the robustness in thresholding. Such
conversion between continuous and categorical variables has
been used for modeling BNs in prior work [65, 66, 67], but
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Fig. 2: Accuracy and computation time comparison for f().
computation time comparison, with mean and standard
deviations plotted, is performed over 20 datasets generated
from Insurance.

the threshold-Gaussian DAG model is not the underlying
model for any of six methods in our comparison.

We also simulated multinomial data from contingency
tables provided in the BN repository [52]. We made a few
modifications to the contingency tables to ensure that (1)
the number of states per variable was at most three, and
(2) the marginal probability of any state was at least 0.1 for
every variable by merging states. Due to the high structure
complexity of Hailfinder and Hepar2, the original contin-
gency tables of a few nodes were used without modifications,
resulting in marginal probability less than 0.1 for some states.
We note that the multinomial DAG model is the underlying
model for the majority of the competing methods, including
HC, PC, FGES and MMHC. Therefore, comparisons on these
data would also test if the GLDAG model can approximate
the multinomial model reasonably well.

Table 2 reports the structural estimation accuracy of
each method on data generated by the threshold-Gaussian
and the mulitnomial DAG models, with n = 10,000 and
K = 20. More detailed metrics, including TP, FP, R, M and
the SD of SHD are provided in Table S2 of the supplement.
When the underlying model is a threshold-Gaussian DAG,
DARLS achieved the lowest SHD for 4 networks, i.e. Asia,
Sachs, Child and Insurance. For data simulated from
multinomial models, DARLS still could estimate the network
with the lowest SHD for Sachs and Child. For most of
the other cases, DARLS was only worse than HC, but
better than or at least comparable to the other methods.
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TABLE 2: DARLS against others when its model assumption
is violated.

Network (p) DARLS MMHC FGES HC PC

Asia (8) 28 9.1 111 45 124

Sachs (11) 115 166 178 129 179

Child (20) 18.6 245 314 202 490

Insurance (27) 53.8 572 651 561 828

Alarm (37) 398 489 595 369 752
Hailfinder (56) 613 594 803 425 -
Hepar2 (70) 1354 1448 1570 1182 -

Asia (8) 1.1 3.8 73 02 58

Sachs (11) 6.2 14.0 155 10.3 8.3
Child (20) 7.5 13.3 14.4 102 19.6
Insurance (27) 39.8 36.3 492 302 456
Alarm (37) 34.0 23.6 350 212 362
Hailfinder (56)  52.9 564 556 440 -
Hepar2 (70)  108.1 1394 140.7 96.8 -

The upper panel illustrates cases where data are generated
using threshold Gaussian models, while the lower panel corre-
sponds to cases using multinomial models. In each network, the
minimum average SHD is highlighted in bold.

Note that we specifically tuned the procedure for HC to
combine local estimates and build a global graph, due to
its lack of consensus among local estimates (Remark 2). It
is encouraging to see that DARLS uniformly outperformed
FGES, a consistent score-based method under the multi-
nomial DAG model [56], highlighting the effectiveness of
DARLS in using distributed data. This also suggests that
the GLDAG (4) can be a pretty good approximation to the
commonly used multinomial DAG model for discrete data.
This study confirms that DARLS indeed performs relatively
well on data generated from different DAG models, which is
important for its practical use. This is further demonstrated
by the application to a real dataset in next section.

Remark 3. The source code of DAG-GNN does not demon-
strate how it handles categorical data with three or more
categories, and hence we could not apply it directly to the
multinomial data sets. For brevity, we relegate its results
on the threshold-Gaussian case, which is binary, to the
Supplemental Material. The SHD values of DAG-GNN are
close to, or slightly higher, than the values of MMHC.

6 REAL DATA APPLICATION

In this section, we apply our method to the ChIP-Seq data
generated by [68]. The dataset contains the DNA binding
sites of 12 transcription factors (TFs) in mouse embryonic
stem cells: Smad1, Stat3, Sox2, Poubfl, Nanog, Esrrb, Tefep2l1,
Klf4, Zfx, E2f1, Myc, and Mycn. For each TF, an association
strength score, a weighted sum of the corresponding ChlIP-
Seq signal strength, was calculated for each of the 18,936
genes [69]. Roughly speaking, this score can be understood
as a measure of the binding strength of a TF to a gene.
Following the same preprocessing in [70], the genes with
zero association scores were removed from our analysis.
Accordingly, our observed data matrix, of size n X p =
8462 x 12, contains the association scores of 12 TFs over
8,462 genes. We aim to build a causal network that reveals
how these 12 TFs affect each other’s binding to genes. The
associate scores of a TF are typically bimodal, and they were
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discretized before network estimation; see Figure S1 in the
supplemental material for illustration of the discretization.

We distributed this dataset across K = 20 local clients,
and hence each local client contains around 400 samples.
Then we applied DARLS, HC, MMHC, PC and FGES to
the distributed data to learn the protein-DNA binding
network. NOTEARS and DAG-GNN were excluded in this
comparison because their performance was not competitive
as demonstrated in the simulation studies. Local estimates
of a competing method were combined to construct a global
graph as we did in Section 5. To ease the comparison, we
controlled the sparsity of estimated networks such that every
method produced two graphs using the distributed data,
with roughly 59 = 17 and 29 edges, except FGES which
had difficulty generating output close to 17 edges. We also
applied each method on the combined data (i.e, K = 1) with
the same parameters in Section 5. In this case, each estimated
graph had around 5y = 30 edges. The only exception is PC,
whose estimate had 21 edges even when its significance level
had been reduced to 107 '%. Key parameters of each method
are reported in Section S5 in the supplemental material.

Since the true network structure is unknown, test data
likelihood under multinomial DAG models in ten-fold cross
validation is used to assess the accuracy of estimated net-
works. Denote by g and g the likelihood values using training
and test datasets, respectively, under multinomial DAG
models (see supplemental material Section S5 for calculation
of g and g). We also compute BIC = —2log g + log(n)N(G)
for model comparison, where 7 is the training sample size
and N (Q) is the number of multinomial parameters for
estimated graph G. We choose some benchmarks to ease
comparison. Denote by gz and BICg the highest test data
likelihood and the lowest BIC value, respectively. Define
the log-likelihood difference A(logg) = logg — log gp and
the BIC difference ABIC = BIC — BICg. Note that since
log g is test data log-likelihood while BIC is calculated with
training data, the magnitude of ABIC is much larger than
A(log g). We also compute the value of exp {—ABIC/(2n)}
as an approximation to the normalized marginal likelihood
ratio (NLR) (P(X | G)/P(X | Gg))'/™, where X denotes
training data, between estimated DAGs G by a competing
method and Gp by the BIC benchmark.

Table 3 summarizes 5y, A(log g), ABIC and NLR of each
method under three comparison settings, namely sparse,
moderate and oracle. The first two settings report results
with different degree of sparsity in estimated graphs using
distributed data over K = 20 clients, and the last one shows
results of the corresponding oracle solutions on the combined
data (i.e.,, K = 1). In both sparse and moderate settings,
DARLS achieves the highest test data likelihood and the
smallest BIC, outperforming all the other methods by a sub-
stantial margin, which again demonstrates its effectiveness
in DAG learning with distributed data. Oracle methods,
except PC, have comparable test data likelihood values, all
higher than their corresponding results on distributed data.
Comparing the likelihood between combined and distributed
data for each method, we see that DARLS shows the smallest
difference. In other words, among all the methods, DARLS
has the smallest loss when applied to distributed data as
compared to its oracle result on the combined data.
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Fig. 3: DAG (left) and the converted CPDAG (right) learned
by DARLS.

It is worth mentioning that the likelihood for each method
is calculated under the multinomial DAG model, instead
of the GLDAG model. Thus, the superior performance
of the distributed learning by DARLS on this real-world
data suggests that our proposed GLDAG model is a good
approximation to the underlying data generation mechanism.

To gain more scientific insights, we show in Figure 3
the sparser DAG (5p = 17 in Table 3) and its converted
CPDAG;, learned by DARLS from the full dataset (n = 8, 462)
distributed over K = 20 local clients. An interesting
observation is the directed path Nanog— Poubfl1— Sox2 in
the estimated CPDAG, among the three core regulators
in the gene regulatory network in mouse embryonic stem
cells [68, 71]. It is well-known that many genes are co-
regulated by Poubfl, Sox2 and Nanog. The estimated path
suggests that Nanog binding would cause the binding of
Pou5f1, which then may cause Sox2 binding. This provides
new clue for how the three TFs work together to co-regulate
downstream genes. Data analysis in [68], the original work
that generated the ChIP-Seq data, suggests that there are two
clusters of TFs that tend to co-bind: The first group consists of
Nanog, Sox2, Oct4, Smadl and STAT3, while the second group
includes Mycn, Myc, Zfx and E2fl. These two groups are
clearly recovered in the estimated CPDAG, which contains a
dense undirected subgraph on the second group of TFs and
a fully directed subgraph on the first group. Moreover, the
directed edge Myc—Pou5f1 indicates that the second group
might be in the causal upstream of the first group, a novel
hypothesis for potential experimental investigation.

7 DISCUSSION

In this paper, we develop the DARLS algorithm that in-
corporates a distributed optimization method in simulated
annealing to learn causal graphs from distributed data.
Based on simulation studies and a real data application,
we have shown that DARLS is highly competitive even
when its model assumptions are violated. In its distributed
optimization given an ordering, DARLS learns a causal graph
by optimizing a convex penalized likelihood. In practice,
one may consider concave penalties [30, 46] to improve
accuracy when learning DAGs, although there may be lack of
theoretical guarantees for convergence of distributed learning
with a concave penalty. This is certainly a promising further
development for our method.
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TABLE 3: Comparison on the ChIP-Seq dataset. Best performance of each case is in bold.

M Sparse Moderate Oracle
ethod
DARLS 165 —-136.9 1051.6 0.501 275 —224 297.7 0.822 31.0 —-3.7 540.2 0.701
MMHC 170 —149.6 2470.0 0.198 29.5 —44.4 1062.4 0.498 30.0 -1.7 0.0 1.000
FGES 115 —164.3 24785  0.196 28.0 —39.6 1026.6  0.510 34.0 —2.7 2509 0.848
HC 170 —1519 2510.1  0.192 29.0 —36.8 11749 0.462 30.0 0.0 79 0.995
PC 170 —156.3 2510.1 0.192 29.0 -36.9 942.6  0.538 21.0 -77.1 1047.8 0.503

Our proposed GLDAG model includes a family of flexible
distributions besides linear Gaussian models (with equal
variance), and thus can be applied to different types of
data. It is also possible to generalize the framework of
GLDAGs (4) to model nonlinear causal relations among
variables. Consider scalar variables X; € R for simplicity.
For each edge X; — X, we associate a nonlinear function
fij(z"). Then the 5 x in (4) is replaced by > icea, fij (z9),
leading to a generalized additive model for [X; | PA;].
Such generalization is expected to approximate real causal
relations with higher accuracy. We have established that
continuous GLDAGs are identifiable, justifying their use in
causal discovery, and it is left as future work to study the
identifiability of general GLDAGs.

The primary focus of this paper is on big distributed
data, with large n but moderate p. Under this setting, we
established the convergence of the solution obtained by
distributed optimization to a global minimizer of the loss
(i.e. the oracle solution) and the consistency of the global
minimizer as an estimator of the true DAG parameter.
However, generalizing the convergence and consistency
results to allow diverging p is theoretically interesting and
left as future work.
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