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Abstract: Motivated by some variational problems from a nonlocal model of mechanics, this work
presents a set of sufficient conditions that guarantee a compact inclusion in the function space of L?
vector fields defined on a domain Q that is either a bounded domain in R¢ or R itself. The criteria are
nonlocal and are given with respect to nonlocal interaction kernels that may not be necessarily radially
symmetric. Moreover, these criteria for vector fields are also different from those given for scalar fields
in that the conditions are based on nonlocal interactions involving only parts of the components of the
vector fields. The L” compactness criteria are utilized in demonstrating the convergence of minimizers
of parameterized nonlocal energy functionals.
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1. Introduction and main results

1.1. Motivation

The present work is motivated by the study of nonlocal peridynamics models initially proposed by
Silling in [31]. In particular, the state-based peridynamics model given in [31-33] postulates that the
total strain energy for constitutively linear, isotropic solid undergoing deformation is given by

2
W,(u) =8 fg (33,)(u)(x))2 dx + a fg fg p(X' —X) (@(u)(x, x) - clz D,(u)(x)| dx’ dx (1.1)

where Q ¢ R? is a bounded domain occupied by the solid material, the kernel p(|£]) is a nonnegative
locally integrable and radial weight function that measures the interaction strength between material
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particles at position X and X', u is a displacement field, Z(u) is a rescaled nonlocal operator on u
defined by [11]

_ () -ux) & -x) k) -ux)'(x -x)

P, X) = T = e (1.2)

representing a (unit-less) linearized nonlocal strain [32] and the operator ©, is a nonlocal linear
operator (a weighted version of & [11,12]), called ‘nonlocal divergence’, which is defined as

D,(W)(x) := p.v. fgp(x’ -xX)Z)(x,x")dx’ (1.3)

which is a means of incorporating the effect of the collective deformation of a neighborhood of x
into the model. The positive constants @ and S are proportional to the shear and bulk moduli of the
material, respectively. The quadratic energy in (1.1) is a generalization of the bond-based model that
was introduced in [31] and studied in [1, 13, 15,23,37] that takes in to account the linearized strain due
to the dilatation and the deviatoric portions of the deformation. Mathematical analysis of linearized
peridynamic models have been extensively studied in [10-13, 15,23, 24, 37] along with results geared
towards nonlinear models in [3,4,9, 14,19, 25].

Forp € Llac, it is not difficult to show (see Lemma 2.3 below) that the energy space associated with
the energy functional W, {u € L*(Q; RY) : W,(u) < oo}, is precisely

Sp2(Q) = {u e LQRY : uly , < oo}, (1.4)
where the seminorm |uls , is defined by

ufg , = f f o - X) '(U(Y) = ux) (y - x)
aJa ly — x| ly — x|

Notice that [uls,, = 0, if and only if u is an infinitesimal rigid vector field. We denote the class of
infinitesimal rigid displacements by

2

dydx.

R:={u:ux)=Bx+v,B’ =-B,veR.

It has been shown in [23,25] that S, ,(Q2) with the natural norm

— 2 2 \1/2
l[ulls,, = (i, + lalg )

is a separable Hilbert space. In the event that p(&)|£] € L}OC(Rd), then the space S,,(£2) coincides
with L*(Q, RY). Otherwise, S,,(Q) is a proper subset of L*(Q, R?) that is, nevertheless, big enough to

contain W2(Q; R¢) and there exists a constant C = C(d, 2, Q) > 0 such that
|ll|\29p,2 < ClISym(Vw|i2 llpll i), Yu e WH(Q; RY)

where Sym(Vu) = %(Vu + Vu’) is the symmetric part of the gradient Vu.

Under the additional assumption that p is positive in a small neighborhood of the origin, it is shown
in [23, Theorem 1], via an application of Lax-Milgram, that for any applied load f € L*(Q;RY), the
potential energy

E,(uw) = W,(u) - ff -udx (1.5
Q
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has a minimizer over any weakly closed subset V of S,,(€) such that V. N R = {0}. See also [25,
Theorem 1.1] for the more general convex energies of p-growth.

The analysis of the convergence of variational problems of the type in (1.5) associated with a
sequence of parameterized kernels has garnered a lot of attention in recent years. Namely, if we have a
sequence of locally integrable radial kernels p,, how do the associated potential energies E,, , as well as
their minimizers behave as n — oco0? Clearly, this will depend first on the behavior of the convergence
properties of the sequence of kernels. In fact, it is shown in [25] that if the sequence of L' kernels
{on} converge in the sense of measures to a measure with atomic mass at 0 (Dirac-measure at 0) and
for each n, r2p,(r) is nonincreasing, then the sequence {E,,} variationally converges to the classical
Navier-Lamé potential energy E, given by

Eo(u) = f ISym(Vu)|*dx + A f (div(u))*dx — f f - udx,
Q 2 Ja Q

where u and A are constants that can be expressed in terms of @ and S. This is what is called nonlocal-
to-local convergence and the result is used as a rigorous justification that state-based peridynamics
modeling recovers the classical linearized elasticity models in the event of vanishing nonlocality.

In this paper, we consider another type of convergence of sequence of kernels and study the
behavior of the associated energy functionals, which leads to nonlocal-to-nonlocal convergence. More
specifically, suppose we are given a nonnegative kernel p € L}OC(Rd) with the property that

p is radial, p(¢) > 0 for € is close to 0, |§|_2p(|§|) 1s nonincreasing in |§|, (1.6)
and »
lim 6° ( f p(g)dg) =0. (1.7)
6—0 Bs

and consider a sequence of nonnegative, radial kernels {p,},cnv €ach satisfying (1.6) and that

pn<p ae andp, —»p ae.inR’ (1.8)

It then follows that p, — p strongly in L}OC(R") as n — oco. We will establish a clear connection

between the sequence of energies (£, } and E,. Most importantly, we will show that minimizers of the
energies E, over an admissible class will converge to a minimizer of E, over the same admissible class.
The notion of variational convergence we use is I'-convergence (see [21]) which we define below. The
advantage of I'-convergence is that under the additional assumption of equicoercivity of the functionals

it implies the convergence of minimizers as well [21, Theorem 7.8 and Corollary 7.202].

Definition 1.1. Suppose that E,, : L*(Q;R?) — R U {o0}, V1 < n < co. We say that the sequence E,, T'-
converges to E, in the L*-topology if and only if

a) for every sequence {u,} € L*(Q:R?) with u, — u in L*(Q;RY), as n — oo, we have E(u) <
liminf,_e E,(u,),

b) and for every u € L*(Q;R?) there exists a recovery sequence w, — u in L>(Q;RY), such that
Eo(u) = lim,_o, E,(u,).

The following is one of the main results of the paper on the variational limit of the nonlocal

functionals {E,}.
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Theorem 1.2. Suppose p and {p,} satisfies (1.6)—(1.8). The sequence of functionals E, T—converges
in the strong L*>(Q;RY) topology to the functional Ep, where the extended functionals {E,(0)},<c are
defined as

E, (), ifues, Q)

o, ifueLP(QRN\S,, ),

where S, »(Q) and {E, },< are defined as before in (1.4) and (1.5), respectively, where p is replaced
by p,. The extended functional Fp is similarly defined. Moreover, if V is a weakly closed subset of
L*(Q;RY) such that VN R = {0}, and for each n, w, minimizes E, over VNS, »(Q), then the sequence
{w,} is precompact in L*(Q;R?) with any limit point belonging to S,»(Q) and minimizing E, over
VNS,2(Q).

E,(u) = { (1.9)

Although the discussion above is focused on the case of quadratic peridynamic energies for ease
of explaining the main ideas, the result can naturally be extended to small strain nonlocal nonlinear
peridynamic models with p-growth, for p > 2, that have been introduced in [33] and whose variational
analysis investigated in [25].

We will prove Theorem 1.2 in the sections that follow. But we would like to highlight that this result
has an important implication in the numerical approximation of minimizers of E, over an admissible
class. Indeed, compactness results have been quite useful for analyzing numerical approximations of
nonlocal problems in various contexts such as [8,34,35]. In the context discussed in this work, let us
take for an example that p(§) = lfl‘“% for s € (0,1). This kernel satisfies (1.6) and (1.7). It is also
clear that p(&€)|£]72 is not integrable on any bounded domain containing 0. In the event Q has a smooth
boundary, the energy space S, »(£2) coincides with the fractional Sobolev space H*(; RY) see [27,30].
In particular, if 1/2 < s < 1, then all functions in S,,(€2) have continuous representative. Now, if
V c S,,(Q) is a weakly closed subset of L*(Q;R?) such that V NR = {0}, a minimizer of E, over
V exists (and will be in H*(Q;R)). The analysis of the existence and uniqueness of the minimizer u
of this quadratic energy can also, equivalently, be found by solving the corresponding Euler-Lagrange
equation. The latter gives us a way of numerically solving the solution by writing it first in the weak
form and then applying the Galerkin approach of choosing a finite-dimensional subspace M C V to
solve for a projected solution of u on M. Notice that for s € (0, 1/2) the finite-dimensional subspace M
can contain discontinuous functions, while for s € (1/2, 1), all the elements of M must be continuous
in order for M to be conforming, that is, for M C S,,(€). In the latter case, if one wants to employ
the advantageous discontinuous Galerkin approximation, which is now nonconforming, one needs to
find an effective way to implement it to the model problem. The result in Theorem 1.2 will allow
us to develop approximation schemes by solving a sequence of Euler-Lagrange equations of modified
energies. To demonstrate this, define the sequence of kernels

p& if p(é) < nlg?
nlél if p@ = nlgl

It is not difficult to check that, for each n, p, satisfies (1.6), (1.8), and that the functions p,(&)&7% €
L}OC(R”) are just truncations of the fractional kernel |£]77-2* (at level n). As discussed before, the energy
space associated with E, will coincide with L*(Q;R?) and a unique minimizer u, € VN S, of E,,
exists. Since the admissible space is a subspace of L>(Q;R?) that avoids nontrivial infinitesimal rigid
displacements, we may use discontinuous finite element spaces, denoted by M, , for the standard
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conforming Galerkin approximation to the solution of the Euler-Lagrange equation associated with
the energy E, . This, in turn, can be viewed as a nonconforming discontinuous Galerkin scheme to
numerically solve the original Euler-Lagrange equations when the discretization parameter 4 goes to
zero and at the same time the truncation level n goes to infinity. Intuitively, for large n, by Theorem 1.2,
u is approximated by u, (in the L* norm), and then u, will be numerically approximated by u,; €
M.,.». The proper convergence analysis of this nonconforming numerical scheme as 4 — 0 and n —
oo simultaneously has been carried out in [34] in the special case of scalar nonlocal problems when
the subspace V is the set of scalar-valued functions u € L?(Q;R?) such that u vanishes outside of a
fixed set Q" which is compactly contained in Q. The analysis in [34] makes use of the framework of
asymptotically compatible schemes for parameter-dependent problems first developed in [35] and the
vanishing of the functions in the admissible class around the volumetric-boundary Q \ €’ is crucial for
employing certain compactness arguments. To extend the convergence analysis in [34] to the case of
a system of strongly coupled nonlocal equations, the variations problems associated with (1.5), solved
over any admissible set that does not include infinitesimal rigid vector fields, Theorem 1.2 as well as
some of the compactness results we prove in this paper will be crucial. Such analysis on nonconforming
discontinuous Galerkin numerical schemes to systems of nonlocal equations under discussion will be
carried out in a future work.

Although it is beyond the scope of this work, in passing, we would like to note that this way of
developing a nonconforming numerical scheme is also applicable to fractional PDEs where singular
kernels are more common [5,36]. The idea is the same where we use less singular kernels with
truncation both at origin and at infinity to do approximation of fractional PDEs. In this case, sequential
compactness of nonlocal spaces associated with the truncated fractional kernel together with the
compact embedding of fractional Sobolev spaces in L” can be used to carry out the analysis of the
resulting asymptotically compatible schemes [35,36].

1.2. Other main results
1.2.1. L? Compactness

The proof of Theorem 1.2 fundamentally depends on some structural properties of the nonlocal
space S,»(Q), chief among them are compact embedding into L*(Q; R?) and a Poincaré-type inequality,
which we will establish in this paper. In fact, these properties remain true even for the spaces S, ,(Q),
where for 1 < p < oo,

and
p

S,2(Q) = {ue LP(Q;RY) : [uls,, < oo},
(uy) —ux)) (y-x) dydx

0.0
y = f f p(y —X)
op QJao ly — x| ly — x|

gives a semi norm. It is shown in [20,25] that, forany 1 < p < 00, S, ,(€) is a separable Banach space
with the norm

1/p
lulls,,, = (it} + i )",

and is reflexive if 1 < p < oo and a Hilbert space for p = 2. If |£]Pp(€) € L' (R?), then a simple

loc

calculation shows that S,, ,(Q) = LP(Q;R?). On the other hand, in the case where |€]7p(£) ¢ L, (RY),

S, ,(Q) is a proper subset of LP(Q;R?). Under some extra assumptions on the kernel p, the space
is known to support a Poincaré-Korn type inequality over subsets that have trivial intersections with
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R. These functional analytic properties of the nonlocal space can be used to demonstrate the well-
posedness of some nonlocal variational problems using the direct method of calculus of variations,
see [25] for more discussions.

As in the case of p = 2, we assume that for a given 1 < p < oo,

p is radial, p(r) > 0 for r is close to 0, and r?p(r) is nonincreasing in r, (1.10)
and B
lim 6” (f p(f)df) =0. (1.11)
=0 B;(0)

We now state the compactness result whose proof is one of the main objectives of the present work.

Theorem 1.3 (L” compactness). Let 1 < p < oo and let p € L, (R?) be nonnegative and

satisfying (1.10) and (1.11). Suppose also that Q C R¢ is a domain with Lipschitz boundary. Then
S, ,(Q) is compactly embedded in LP(Q;RY). That is, any bounded sequence {u,} in S, (Q) is
precompact in LP(Q; RY). Moreover; any limit point is in S, ,(Q).

The condition given by (1.11) requires p to have an adequate singularity near 0. A straightforward
calculation shows that the kernels satisfying (1.11) include p(&¢) = |£]"“*P~D)_ for any p € [1, 00), and
any s € (0, 1), and p(&) = —|€|P~¢ In(|€). It is no surprise that (1.11) is violated if |£]7p(&) is a locally
integrable function (and therefore, S, ,(Q) = LP(Q; R%)), and in fact, in this case

-1
liminf 6” (f p(f)df) = oo,
6—0 B;s(0)

see [25]. It is not clear whether condition (1.11) is necessary for compact embedding even for the class
of kernels that are radial and nonincreasing. There are radial kernels with the property that |£]77p(€) is
(locally) nonintegrable, and

-1
lim 6” (f p(f)df) =cy>0
00 B5(0)

for which we do not know whether there is a compact embedding S, ,(Q) into LP(; R?). One such
kernel is p(€) = |€]P~. Nevertheless, we can prove that the associated space S, ,(Q) is compact in the
Ly topology, a result which we will state and prove in the appendix.

1.2.2. Compactness criteria that involve a sequence of kernels

For scalar fields, compactness results like those stated above are commonplace for spaces
corresponding to special kernels such as the standard fractional Sobolev spaces. In [22, Lemma 2.2],
for more general radial and monotone decreasing kernels p, condition (1.11) is shown to be sufficient
for the compact embedding of the space

_ 2
{feLz(Q):ffp(y—x)Mw}
oJo ly — x|

in L*(Q). The statement is certainly true for any 1 < p < oco. The proof of [22, Lemma 2.2] actually
relies on and modifies the argument used to prove another type of compactness result by Bourgain,

Mathematics in Engineering Volume 5, Issue 6, 1-31.
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Brezis and Mironescu in [6, Theorem 4] that applies criteria involving a sequence of kernels. The
argument of [6] uses extensions of functions to R where the monotonicity of p is used in an essential
way to control the semi-norm of the extended functions by the original semi-norm. That is, let us
introduce a sequence of radial functions p,, satisfying

Vn>1,p, >0, f pn(€)dé =1, and lim Pn(&)déE =0, Yr> 0. (1.12)
Rd n—o00 |§|>r

Assuming that for each n, p, is nonincreasing, and if

supffpn(y—x)w < oo, (1.13)
oJa y — x|

n>1

then {f,} is precompact in LP(€2), which is the result of [6, Theorem 4] obtained by showing
that (1.13) makes it possible to apply a variant of the Riesz-Fréchet-Kolomogorov theorem [7]. In [22,
Lemma 2.2], for a fixed p, the condition (1.11) is used to replace the role played by the condition (1.12).
In [28, Theorem 1.2], the same result as in [6, Theorem 4] was proved by dropping the monotonicity
assumption on p, for d > 2. In addition, the proof in [28] avoids the extension of functions to R but
rather shows that the bulk of the mass of each f,, that is fQ | /.7, comes from the interior and quantifies
the contribution near the boundary. As a consequence, if (1.13) holds, then as n — oo there is no mass
concentration or leak at the boundary, two main causes of failure of compactness. The compactness
results were applied to establish some variational convergence results in [29]. Clearly if one merely
replaces scalar functions in (1.13) by vector fields, both compactness results [6, Theorem 4] and [28,
Theorem 1.2] will remain true. It turns out the results will remain valid for vector fields even under
a weaker assumption. Indeed, following the argument [6, Theorem 4] and under the monotonicity
assumption that for n, p, is nonincreasing, it was proved in [20, Theorem 5.1] that if u,, is a bounded
sequence of vector fields satisfying

SquQpr”(y = X) |2 (), y)I’ dydx < o (1.14)

n>1

then {u,} precompact in the L, (Q;R?) topology with any limit point being in W'?(Q; R?) when 1 <

p < oo, and in BD(Q) when p = 1. Here, BD(Q) is the space of functions with bounded deformation.
Later, again under the monotonicity assumption on p,, but using the argument of [28, Theorem 1.2]
instead, it was proved in [25, Proposition 4.2] that in fact, (1.14) implies that {u,} is precompact in the
L7(Q;RY) topology. In this paper, we will prove a similar result relaxing the requirement that p, is a
Dirac-Delta sequence.

Theorem 1.4. Let p € L}OC satisfy (1.10) and (1.11). For each n, p, is radial and p, satisfies (1.10) and
that

Pn>0, p,—p, weaklyinLl (RY), and p,<cp

loc

for some ¢ > 0. Then, if {u,} is a bounded sequence in LP(Q;R?) such that (1.14) holds, then {u,} is
precompact in LP(Q; RY). Moreover, any limit point is in S, ,(Q).

A natural by-product of Theorem 1.4 is the Poincaré-Korn type inequality stated below.

Mathematics in Engineering Volume 5, Issue 6, 1-31.
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Corollary 1.5 (Poincaré-Korn type inequality). Suppose that 1 < p < oo and V is a weakly closed
subset of LF(Q; RY) such that VR = {0}. Let p € L} _satisfies (1.10) and (1.11). Let p,, be a sequence

loc

of radial functions, and for each n, p, satisfies (1.10) and that

1
loc

Pn>0, p,—p, weaklyinL) (RY),and p, < cp

for some ¢ > 0. Then there exist constants C > 0 and N > 1 such that

f ufdx < € f f N (G R ol
Q QJUQ

ly — x| ly — x|
forallu € VN LP(Q;RY) and n > N. The constant C depends only on V,d, p, p, and the Lipschitz
character of L.

dydx (1.15)

We note that the Poincaré-Korn-type inequality has been proved for Dirac-Delta sequence of kernels
on [23,25]. The corollary extends the result to sequence of kernels that weakly converge to a given
function p satisfying (1.10) and (1.11).

The rest of the paper is devoted to prove the main results and it is organized as follows. We prove
Theorem 1.2 in Section 2. Theorem A.1 and Proposition 3.5 are proved in Section 3. The proof of
Theorems 1.3 and 1.4 and Corollary 1.5 are presented in Section 4. Further discussions are given at
the end of the paper.

2. Proof of the variational convergence

In this section we will prove the I'-convergence of the sequence of energies E, defined in (1.5).
The proof relies on a sequence of results on the limiting behavior of functions as well as the action of
operators. To that end, we assume that p and {p,} satisfy (1.6)—(1.8) throughout this section. We begin
with the convergence properties of the nonlocal divergence operator.

Lemma 2.1. Suppose that u, — u strongly in L>(Q;R%), u € S,2(Q), and that {D,,(u,)} is uniformly
bounded in L*(Q). Then Dy, (w,) = D,(u) weakly in L*(Q).

Proof. We recall the nonlocal integration by parts formula ( [25,26]) that for any v € WS’Z(Q)

f Dy, (W )v(X)dx = — f Gn(V)(X) - w,(X)dx
Q Q

where G,(v)(x) is the nonlocal gradient operator

v(y) +v(x) y - X y
y-x ly-xI"

@mmm:npgm@—m

Now for v € C!(Q), we may rewrite the nonlocal gradient as

G (N(X) = fpn(y—X)V(y)_V(X) Y—Xdy+2fpn(y_x) v(X) y—xdy.
Q ly—-x| |y-x| o y —xly - x|

and estimate as [26, Corollary 2.4],

1Gp, Wl < 3lloalli VW= < Clloll [Vl

Mathematics in Engineering Volume 5, Issue 6, 1-31.
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Also, it is not difficult to show that for all x € Q, G, (v)(X) — G,(v)(x). This follows from the
convergence of p, to pin L' (R?). We thus conclude that for v € C(Q),

loc
G,,(v) = G,(v) strongly in L*.
Thus from the above integration by parts formula we have that for any v € C(Q)
;}1—»12 ]g; Dy, (W )v(X)dx = — 31_%10 L Go, (V)(X) - u,(X)dx
=- L Go(V(x) - u(x)dx
= L Dy(m)v(x)dx.

The last inequality is possible because u € S, ,(Q2). Now for any v € L*(Q), let us choose v,, € CL(Q)
such that v,, — v strongly in L?*(Q). Then we have for each n, m that

f D, (w)v(X)dx = f Dy, (W) vy (X)dx + R,y
Q Q

where

IRml = <D, W)l 2@l = Vii2@)-

fQ Dp, (W) (v(X) — v (X))dx

Therefore using the fact that [D, (w,)ll;2) 1s uniformly bounded in n, we have that
lim,, e SUP,.cv IRnm| = 0 and so we have

liminf f D, (W,)v(x)dx = lim f Dy, (W,)V(X)dx + liminf R,
- f D, (W), (X)dX + liminf R,,.
Q n—oo

We now take m — oo and use the fact that D,(u) € L*() to complete the proof the lemma. O

Lemma 2.2. Suppose that u, — u strongly in L*(Q;R?), u € S,,(Q), and that sup,4; W,,(u,) < C <
oo. Then it holds that

2
f fp(x’ - X) (@(u)(x, x') — cli Dp(u)(x)) dx’ dx
ave 2.1)

1 2
< h,,“lglfj; j;pn(x' - X) (.@(un)(x, x') — g D, (un)(x)) dax’ dx.
Proof. Let A cc Q and ¢ € C°(B,(0)). For € < dist(A, 0Q), consider the sequence of functions ¢, * u,
and ¢, * D, (u,) defined for x € A, where ¢.(z) = e 4p(z/€) is standard mollifiers. Then since u, — u
strongly in L?, for a fixed € > 0, we have as n — oo,

Qe kW, = @, xU In C?(A;RY) and 2.2)
@c * D, (0,) = ¢, * D,(u) strongly in L*(A). ’

Mathematics in Engineering Volume 5, Issue 6, 1-31.
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The latter follows from Lemma 2.1 and the fact that the convolution is a compact operator. Using
Jensen’s inequality, we have that for each € > 0 small and n large

1 2
ffpn(x’ - X) (@(st * lln)(X, X/) - C_i Pe * Dpn (lln)(X)) dX/ dX
AvA (2.3)

2
Sjl[mmlm%@mwwxﬁ—éaﬂwX@)ﬁhk
AJA

The left hand side of (2.3) can be rewritten after change of variables as
1 2
Lprn(x’ - X) (.@(t,oE *,)(X, X)) — p Pe * Dpn(un)(x)) dx’ dx

1 2
= f Pn(2Z) f Xa(X +2) (@(soe *W,)(X, X +2) — S Pe* 3Dp,,(un)(X)) dxdz.
Rd A

Using (2.2), the sequence of functions

2
> fXA(X +2) (@(cpe *W,)(X, X +2Z) — é Pe * Epn(un)(x)) dx
A

converges in L*(Q2) as n — oo to

2
ZH fXA(X +17) (@(905 *W)(X,X + Z) — é”pe * Dp(u)(x)) dx
A

where we use the simple inequality |a*> — b?| < |la| + |b|lla — b| and the assumption that u € S,2(Q).
Using the convergence of p, to p in L, (RY) and taking the limit in (2.3) we conclude that for each
e >0,

1 2
ffp(x’ - X) (@(gpE xu)(x,x') — p PDe * Dp(u)(x)) dx’ dx
A Ja

2
< lim infffpn(x’ - X) (@(un)(x, X)) — cll Dpn(un)(x)) dx’ dx.
AdJa

n—oo

Now inequality (2.1) follows after applying first Fatou’s lemma in € and noting that A cc Q was
arbitrary. m|

Let us state some elementary inequalities that relate the energy W,(u) and its integrand with that
of the seminorm [uls,,. The proof follows from direct calculations and uses a simple application of
Holder’s inequality.

Lemma 2.3. Fora givenp € L! (R?) and Q bounded such that for u € S,2(Q) and x € Q we have

loc

QmﬂQSMMwmlk@—w%MWWWx

1 2
fg p(y —X) (@(u)(x, -5 ®p(u)(X)) dy < C(d, llpllL Brcoy) L p(x = YIZW)(x, y)ldy.

Moreover, we have positive constants Cy and C,, depending on p, Q, and d, such that for allu € S, ()

2 2
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Proof of Theorem 1.2. The proof has two parts: the demonstration of the I'-convergence of the energy
functionals and the proof of the convergence of minimizers. For the first part, following the definition
of I'-convergence, we prove the two items in Definition 1.1.

Item a) Suppose that u, — u strongly in L2. We will show that

E,(u) < liminf E,(u,).

Since fg f -u,dx— fQ f - udx as n — oo, we only need to show that
W,(u) < liminf W, (u,).

To that end, we will assume without loss of generality that liminf,_,., W, (u,) < oo, and so (up to a
subsequence) sup,y Wy, (u,) < C < co. Then we have that {D, (u,)} is uniformly bounded in L*(Q)
and {lu,|s,, ,} is uniformly bounded as well, by Lemma 2.3. To prove the desired inequality it suffices
to show that

f (D,(w))’dx < liminf f (D, (u,))’dx (2.4)
Q n—oo Q
and

2
f fp(x’ - X) (@(u)(x, x') — c_li TDp(u)(x)) dx’ dx
@ (2.5)

2
< lim inff fpn(x' - X) (.@(un)(x, X)) - l Dpn(un)(x)) dx’ dx.
aJa d

n—oo

To show (2.4), using the weak lower semicontinuity of norm, it suffices to show that ©, (u,) — D,(u)
weakly in L2(Q2). But this is proved in Lemma 2.1 after noting the above assumption.

Inequality (2.5) will follow from Lemma 2.2 if we show u € S,,(Q2). But under the assumptions
on the sequence u,, the conclusion u € S,,(Q) follows from Theorem 1.4 that will be proved in the
coming sections.

Item b) For a given u € L*(Q), we take the recovery sequence to be u, = u. Now if u € L*(Q) \
S,2(Q), then by definition E(u) = oo and necessarily liminf,_. E, (u) = oo. Otherwise, up to a
subsequence (nor renamed) sup,, £, (u) < co and

[u]3, , < C(E,, ) +lull2) < C + lull,z,

where we used Lemma 2.3. Then by passing to the limit and using Fatou’s lemma, we have [u] L, <,
that is, u € S,,»,(Q), which is a contradiction. In the event that u € S,,(€2), we may use (1.8) to get the
pointwise convergence and Lemma 2.3 to get appropriate bounds of the integrand of W,, (u) to apply the
Dominated Convergence Theorem and conclude that liminf,_,., W, (u) = W,(u), from which Item b)
follows.

We next prove the second part of the theorem, the convergence of minimizers. To apply [21,
Theorem 7.8 and Corollary 7.202], we need to prove the equicoercvity of the functionals restricted
to VNS, ». Thatis, foru, € VNS, , such that sup,., E, (u,) < oo, we need to show that the sequence
{u,} is precompact in L*>(Q; R¢). To that end, first a positive constant C > 0 and for all n > 1

[un]\zgpm2 < C(Ep,,(un) + ||un||L2) <C+ ||un||L2-
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Using the uniform Poincaré-Korn inequality, Theorem 1.5, for all large n we have that |ju,|[;2 <
Clu,ls,,, and as a consequence

[w,]3, , < C( +[w,ls,,) foralln large.

It then follows that [w.]s,,, 18 uniformly bounded and therefore, by the uniform Poincaré-Korn
inequality, [|u,||2q) 1S bounded as well. We now use the compactness result, Theorem 1.4, to conclude
that {u,} is precompact in L*(€;R?) with limit point u in S,,(Q) N V. We may now apply [21,
Theorem 7.8 and Corollary 7.202] to state that u is a minimizer of E, over S,»,(Q) N V. |

3. Compactness in L (R?)

The proof of the L” compactness result, Theorem 1.3, will be carried out in two steps. We establish
first compactness in L; = topology followed by proving a boundary estimate that controls growth near
the boundary of the domain. The L; = compactness will be proved in this section under a weaker
assumption on the kernel. In fact Lj compactness will be stated and proved for a broader class of
kernels that include kernels of the type ,5({,-‘))(3{\ (&) where p satisfies (1.10) and (1.11), where B’l‘ ={x€
B, : x/|x| € A} is a conic region spanned by a given a nontrivial spherical cap A € S?"!. To make this
and the condition of the theorem precise, we begin identifying the kernel p by the representative

lim JC p(&)dé, if xis a Lebesgue point,
p(x) =4 120 Jp,x)

oo, otherwise.
For 6, € (0, 1) and v € S?!, let us define
= 1 —P
Pa,(TV) Helgg(f]]p(erv)e .

It is clear that for a given v € S%°!, Po,(rv) < p(6rv)0~" for any 6 € [6, 1] and r € (0, o). In particular,
this implies pg, (&) < p(§) for any €, with the equality holds if p is radial and |£|77p(€) is nonincreasing
in |£].
We now make a main assumption on p that
36y € (0,1), A € S*" and vy € A such that H"'(A) > 0,

617
Po,(rv) = pg,(rvp), ¥ (r,v) € (0,00) X A, and };ir% =0. 3.1)

0

pgo(rvo)rd_]dr
0

Assumption (3.1) says that, on a conic region with apex at the origin, the kernel p is above a
nonnegative function with appropriate singular growth near the origin. Note that on one hand, it is
not difficult to see if p € L}(IC(R") is a nonnegative function that satisfies (1.10) and (1.11), then it also
satisfies (3.1). On the other hand, if p satisfies (1.10) and (1.11), then given a nontrivial spherical cap
A and conic region B’l\ = {x € B; : x/|x| € A}, the kernel p(§) = ﬁ(‘f))(B;\(f) satisfies (3.1) (with 6,
being any number in (0, 1) and v, representing any vector in A) but not necessarily (1.10) and (1.11).
For kernels of this form, we need the formulation in (3.1) to carry out the proof of L} = compactness.
We should also note that one can construct other p that are not of the above form that satisfy (3.1),

see [6, Eq (17)].
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Theorem 3.1 (L]  compactness). Suppose that 1 < p < co. Let p € L'(RY) be a nonnegative function
satisfying (3.1). Suppose also that {u,} is a sequence of vector fields that is bounded in S, »(RY). Then
for any D C RY open and bounded, the sequence {w,|p} is precompact in LP(D;R?).

We should mention that although the focus is different, operators that use non-symmetric kernels
like those satisfying the condition (3.1) have been studied in connection with semi-Dirichlet forms and
the processes they generate, see [2, 16] for more discussions. In particular, most of the examples of
kernels listed in [16, Section 6] satisfy condition (3.1).

3.1. A few technical lemmas

We begin with the following lemma whose proof can be carried out following the argument used
in [28]. Let u € LP(RY; RY) be given, we introduce the function F,[u] : R? — [0, o) defined by

Fylu](h) = f
R4

Lemma 3.2. Suppose that 6, is given as in (3.1). There exists a constant C = C(6,, p) > 0 such that
forany 6 > 0, and v € S4!

p

(ux +h) —ux)) - h dx, forh eRY.

|

o e Fylul(ry)

[ pmme T
fpgo(sv)sd_lds 0
0

forany 0 <t < 6 and any u € LP(RY,RY).

F,[ul(tv) < C

Proof. For any v € S*! and 7 € R, we may rewrite the function F, as

Fplul(tv) = f |(u(x + tv) — u(x)) - v|”dx.
Rd
It follows from [28, Lemma 3.1] that given 0 < s < ¢, there exist C, and 6 = § —k € (0, 1) (k an integer)

such that
F[a](tv) F,[u]l(sv) F,[u](dsv)
pt—p S Cp{ p Sp + V4 tp }'

We also have that for a given /) € N,

F,[u](0sv) < Il F,[u] (?v) <20=bp {Fp[u](sv) + F,[u] (s - ;—HV)}.
0 0

Combining the above we have that for any /, there exists a constant C = C(p, [y) such that

F,[ul(tv) FplulGsv) F,,[u](ésv)}
sP ’

~ 0
where 6 = 1 — T 3.2)

174 P 0

< C(P, lO) {

Now let us take 6, as given in (3.1) and choose [, large that % < 1 —6,. It follows that 6, < 6 < 1.
Then for any 6 > 0, and any 0 < s < ¢ < 7, by multiplying both sides of inequality (3.2) by pg,(vs) and
integrating from 0 to 6, we obtain

0 ) a
f p(;o(sv)sd‘ldswscwo){ f pe()(sv)sd-l%},(“)dw f peo(sv>sd-1wds}.
0 0 0

P TP
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Let us estimate the second integral in the above:

1 .
I=— f Pa, (V)" F,[u](Bsv)ds.
TP 0

We first note that using the definition of py, and since 6 < 7, we have
1 T ~ F [u](@sv)
< — QSV 9S d- 1—
7 fo Pl =
The intention is to change variables 4 = s. However, note that 8 is a function of s, and by definition
~ k
Gs=(=+1)s— L fork<l <k+l.
I ly s

It then follows by a change of variables that

L - ~ a1 Fp [u](Hsv)
I Z f )05y L s

0
S F,[ul(av) dh
d-1" P
Zf] b POV v

(k+1)

<C f p(hv)hd-IMdh,
0 h?

\~4+

oq&‘ -

where in the last estimate integrals over overlapping domains were counted at most a finite number of
times. Combining the above estimates we have shown that there exists a constant C such that for any
veSl §>0and7t>6

_ F,[u](tv) [u](hV)
[ i) 2 [t 80070

Rewriting the above and restricting v € A we have that

L Oop(hv)hd—l Mdk

5 hp
ng(SV)Sd_ldS 0

0

F,[ul(rv) < C

Now let 0 < ¢ < ¢ and applying the above inequality for 7 = § and T = ¢ + §, we obtain

F,[ul(tv) = F,[u]((t + 6)v — V)
< 27" F,[ul((t + 6)v) + F,[ul(6v)}

5P o0 F,[u](h
<C p(hv)hd‘IMdh.

Il v
fng(SV)Sd_ldS 0
0

This completes the proof. O
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Lemma 3.3. Suppose that p € L' (R?) and there exists a spherical cap A C S~ and a vector vy € A

loc

such that the function p(rv) = p(rvg) = p(r), for all v € A and r — r Pp(r) is nonincreasing. Then
there exists a constant C = C(d, p, A) such that for any 6 > 0, and v € A,

mp(hv)hd—lwdh

| e
fﬁ(s)sd_lds 0
0

orany 0 <t < 6 and any u € LP(R?,RY).
for any y

F,lul@tv) < C ’

Proof. Tt suffices to note that for p € L, (R?) that satisfies the conditions in the statement of the

proposition, we have that for any 6, € (0,1), and any v € A,
P, (rv) =1’ eeiélof]]p(erV)(Gr)_P = p(rv) = p(rvo) = p(r).

We may then repeat the argument in the proof of Lemma 3.2. O
Before proving one of the main results, we make an elementary observation.

Lemma 3.4. Let 1 < p < co. Given a spherical cap A with aperture 6, there exists a positive constant
co, depending only on d, 0 and p, such that

inf f |w - s|Pdo(s) > ¢o > 0.
ANSd-1

weSd-1

The above lemma follows from the fact that the map

W W - s|Pdor(s)
ANSd-1

is continuous on the compact set S°7!, and is positive, for otherwise the portion of the unit sphere A
will be orthogonal to a fixed vector which is not possible since H?"!'(A) > 0.

3.2. Proof of Theorem 3.1

From the assumption we have

sup [[w,||7, + supf f p(X' —x)|2(u,)(x, X))’ dx'dx < . (3.3)
Re JRA

nx1 n>1

We will use the compactness criterion in [20, Lemma 5.4], which is a variant of the well-known Riesz-
Fréchet-Kolmogorov compactness criterion [7, Chapter IV.27]. Let A be as given in (3.1). For ¢ > 0,
let us introduce the matrix Q = (g;;), where

qij:fSideWd_l(S).
A

The symmetric matrix Q is invertible. Indeed, the smallest eigenvalue is given by
Amin = ﬂl?<QX’ X> = ll’l’llnll f |X . S|2d7{d—l(s)
X|= x|= A
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which we know is positive by Lemma 3.4. We define the following matrix functions

L 1Z®Z  an [
P@)=dQ' T rxm@.  F@)=o ?(3)

where BA {x € B; : x/[x| € A}, as defined before. Then for any ¢ > 0,

f P(z)dz = 1.
Rd

To prove the theorem, using [20, Lemma 5.4], it suffices to prove that

hn& lim sup |[u, — PO |l e = 0. 3.4)

n—oo

We show next that the inequality (3.3) and condition (3.1) imply (3.4). To see this, we begin by
introducing the notation BY = {x € B;(0) : x/|x| € A} and applying Jensen’s inequality to get
5 p
f S - () - u,(x)dy| dx
R

f [u,(x) — P° % u,,(x)|Pdx < f
Rd Rd
lf =9 - u,o TPy

” vy ¥ =X y—x
<IAPIQP f f O=9 ) - w0 T Day|
BMx) ly — x| ly — x|
1
_'Alpllffl r f f [, )(rv)dH (v)de

C(d D) -1 d-1
<3 Al f f Fplu,](zv)dH (v)dt

dx

dx (3.5)

where as defined previously
Fplu,J(7v) = f v - (w,(x + 7v) — u,(x))I” dx.
R4

Moreover, the fact that |A]P||Q7!||? < C(d, p,A) for any § > 0 is also used. We can now apply
Lemma 3.2 and use the condition (3.1) to obtain that

Cd,p, V) -1 d-1
BA| ff F [ll,,](TV)d?‘( (V)dr

< SO ("o [[| " [ s L et
1B f 0 hr
0

pan(svo)s'ds

5P
<Cd,p, N)—; lw,ls, ,a)-

pa(svo)s"ds
0
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Therefore from the boundedness assumption (3.3) we have,

oP

lu,(x) — P° % u,(x)[”dx < C(p,d, A)
d
« ng(SV())Sd_ldS
0

Equation (3.4) now follows from condition (3.1) after letting 6 — 0. That completes the proof.

3.3. A variant of compactness in L (Rd RY)

A corollary of the compactness result, Theorem 3.1, is the following result that uses a criterion
involving a sequence of kernels. The effort made in the proof above was to show the theorem for
kernel p satisfying (3.1), but the proposition below limits to those satisfying (1.10) and (1.11).

Proposition 3.5. Let p € L}oc satisfy (1.10) and (1.11). Let p, be a sequence of radial functions
satisfying (1.10) and that p, — p weakly in L' as n — oo. If

sup{|[u,|lLrrey + |un|spn,p} <
n>1

then {uw,} is precompact in L, C(R‘l :RY). Moreover, if A C RY is a compact subset, the limit point of the
sequence restricting to A is in S, ,(A).

Proof. Using Lemma 3.3 applied to each p,, we can repeat the argument in the proof of Theorem 3.1
to obtain

P oP

f [, (x) — P+ u,(x)Pdx < C(p, d)— 0 < C(p,d) :
R f p,,(r)rd_ldr f; on(&)dE
0 5

Now since p, — p, weakly in L! as n — oo, for a fixed § > 0, it follows that

oP

fB 5 p&)dé |

lim supf lu,,(x) — P° * u,(x)|Pdx < C(p, d)
n—oo R4

We now let 6 — 0, and use the assumption (1.11) to obtain

hm lim sup f lu,(x) — P°  u,(x)|Pdx =

n—0oo

from which the compactness in the L] _topology follows.

We next prove the final conclusion of the proposition. To that end, let A € R? be a compact subset.
For ¢ € C(B,), we consider the convoluted sequence of function ¢, * u,, where ¢.(z) = e“4p(z/e) is
the standard mollifier. Since u,, — u strongly in L”(A; R?) for a fixed € > 0, we have as n — oo,

de xu, = . xu in C*(A;RY). (3.6)
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Using Jensen’s inequality, we obtain that for any € > 0, and » large,

(¢e * Un(Y) - ¢€ * un(X)) : (y - X)
Py —X)
A JA |

y — xJ?

Sf fpn(y_x)‘(un(y)—un_(X))z-(y—X)
R JRY ly — x|

Taking the limit in n for fixed €, we obtain for any A compact that

(e u®) - g ux) - (7 - %)
fAfA”(y X)’ ¥ —xP

p
dydx

p

dydx.

p
p
dydx < sup |u,| s, <@

nx1

where we have used (3.6) and the fact that p, converges weakly to p in L'. Finally, let € — 0 and use
Fatou’s lemma (since ¢, * u — u almost everywhere) to obtain that for any compact set A,

@) - u®) -y - %)
fApr(y X)' v xP

hence completing the proof. m|

p
p
dydx < sup |“ﬂ|3pn,,, < 00,

n>1

4. Global compactness

In this section we prove Theorem 1.3. We follow the approach presented in [28]. The argument
relies on controlling the L” mass of each u,, fQ |u,|Pdx, near the boundary by using the bound on the
seminorm to demonstrate that in the limit when n — oo there is no mass concentration or loss of mass
at the boundary. This type of control has been done for the sequence of kernels that converge to the
Dirac Delta measure in the sense of measures. We will do the same for a fixed locally integrable kernel
p satisfying the condition (1.11).

4.1. Some technical estimates

In order to control the behavior of functions near the boundary by the semi-norm | - |s, , we first
present a few technical lemmas.

Lemma 4.1. [28] Suppose that 1 < p < oo and that g € LP(0,00). Then there exists a constant
C = C(p) such that for any 6 > 0 and t € (0, )

5 26 - » 36
f g()Pdx < C" f bt (SN TS f ().
0 0 )

tP

Proof. For a given t € (0,6), choose k to be the first positive integer such that kt > 6. Observe that
(k— 1)t <6, and so kt < 26. Now let us write

g(OI” < 2771 (lg(x + kt) = g(OI” + |g(x + ko))
k=1
<2 ! Z |lg(x + jt + 1) — g(x+jOIP + 27 |g(x + kn)|P.
j=0
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We now integrate in x on both side over (0, ) to obtain that

J k=1 s 5
f lg()Pdx < 27~ kP! Z f lg(x + jt + 1) — g(x + jO)Pdx + 277" f g(x + ki)|Pdx
0 =0 VO 0

k—1
< 2P lgpt f

t

O+ jt

30
|g(x + 1) — g(0)Pdx + 27! f lg(0) dx
0

25 36
<27k f lgCx +1) = g(0)"dx + 27! f g(0)l"dx.
0 3

Recalling that kt < 26, we have that k7 < 276"/t and we finally obtain the conclusion of the lemma
with C = 2271, ]

The above lemma will be used on functions of type ¢ = u(x + tv) - v, for v € S¢°!. Before doing so,
we need to make some preparation first. Observe that since Q is a bounded open subset of R? with a
Lipschitz boundary, there exist positive constants ry and « with the property that for each point & € 9Q
there corresponds a coordinate system (x’, x;) with X’ € R?"! and x; € R and a Lipschitz continuous
function ¢ : R%" — R such that [£(x) = £(y)| < kX’ — ¥,

QN B(§,4r0) = {(X', xg) : x4 > LX)} N B(§, 4r),

and 0Q N B(€,4ry) = {(X', xg) : x4 = {(X")} N B(€,4ry). It is well known that a Lipschitz domain has a
uniform interior cone (&, 6) at every boundary point & such that B(&, 4 ry) N (€, 6) C Q. The uniform
aperture 6 € (0, ) of such cones depends on the Lipschitz constant « of the local defining function ¢,
and does not depend on &. It is not difficult either to see that for any r € (0, 4ry), if y € B,(§), then

dist(y, 0Q) = inf{ly — (X', xo)| : (X', xa) € B3,(§), xa = {(x)}.

We now begin to work on local boundary estimates. To do that without loss of generality, see
Figure 1 below, after translation and rotation (if necessary) we may assume that & = 0 and

QN B0,4ry) = {(X, xy) : x4 > (X))} N B0, 4rp),

where £(0") = 0, and |£(X') — £(y)| < k|x’ — y’|. We also assume that the Lipschitz constant x = 1/2
and the uniform aperture 6 = 7/4. As a consequence, {(x’) < |x'|/2 for all X' € By,,(0"). Given any
0 < r < ry, we consider the graph of {:

I ={x=x,{x)) eR?: x" € B.(0)).
We denote the upper cone with aperture /4 by X and is given by
T={x=x,x) R : x| < x4}.

Finally we define Q, = {x € Q : dist(x, Q) > 7} to be the set of points in Q at least » units away from
the boundary. Based on the above discussion we have that for any r € (0, ro],

QNB,,cT,+(ENB,)C QN Bs,. (4.1)
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Indeed, let us pick x = (X', x,) € Q N B,;». The point & = x — (X', (X)) = (0', x, — {(X")) € Z, since
0 <x; — {(x"). Moreover, by the bound on the Lipschitz constant |£| = |x; — {(X')| < r/2 +r/4 < r. On
the other hand, for any

X = (X}, {(X)) + (%5, ()a) € T, + (N B,

we have
J(x) +x5) = £(x)) < [X50/2 < (x2)af2,

showing that {(x| + x}) < {(x]) + (x2), and therefore x € Q. It easily follows that X € Bs,, as well.

slope = 1/2

0Q

slope = —1/2

> X’
Figure 1. X is the cone with aperture 7r/4 (depicted by the blue lines). The Lipschitz graph ¢

remains outside the double cone with aperture 7/2 — arctan(1/2) (depicted by the red lines).
The red dashed line has length r.

For any r € (0,7rp), and X’ € B.(0'), and v € T N S, dist((x’, (X)) + rv,0Q) > r/ V10. Indeed,
dist((x’, £(x")) + rv,0Q) is larger than or equal to the length of the black dashed line, which is larger
than or equal to rsin(rr/4 — arctan(1/2)) = r/ V10.

4.2. Near boundary estimate

In this subsection we establish the near boundary estimate in the following lemma.

Lemma 4.2. Suppose that Q C R is a domain with Lipschitz boundary. Let 1 < p < co. Then there
exist positive constants Cy, Cs, ry and € € (0, 1) with the property that for any r € (0, ry), u € LP(Q;R?),

and any nonnegative and nonzero p € L, (RY) that is radial, we have

f lulPdx < Cl(r)f [ul’dx + C,
@ eqr f p(h)dh
B (0)

The constant C1 may depend on r but the other constants C, and ry depend only on d,p and the
Lipschitz constant of Q. Here for any T > 0, we define Q), = {x € Q : dist(x,0Q) > 1}.

rP

ffP(X—Y)IQ(U)(X,Y)IdedY-
QJQ

Proof. Following the above discussion, let us pick 77 € 02 and assume without loss of generality that
1 = 0, the function ¢ that defines the boundary 0€2 has a Lipschitz constant not bigger than 1/2 and the
aperture is /4.
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Assume first that u € L(Q; R¢), and vanishes on Q /vTo- Letus pick & = (x’, {(x")) such that [x| < r
and v € 2 N S!. Let us introduce the function

S =uE&+v)-v, 1€(0,3nr).

Then forall € e T, andv e ZNST £+ rv e Q, /vio- 1t follows that, by assumption on the vector

field u, the function gi(t) € LP(0,2r) and gs(t) = 0 for ¢ € (r,2r). We then apply Lemma 4.1 to get a
constant C,, > 0 such that for any 7 € (0, r),

fr [+ sv) - v’ ds < C 1P f’ l(W(€ + sv + tv) — u(€ + sv)) - V|pds,
0 0

tP

where we used the fact that u vanishes on Q,, 5. Noting that § = (x', {(x")) for some X’ € B] C R4,
we integrate first in the above estimate with respect to x” € B/ to obtain that

f f u(€ + sv) - v’ dsdx’
B, Jo

<C ’”pf fr [(u(€ + sv+tv) —u(€ + sv)) - ledsdx’.
B, Jo

tP

The next step involves a change of variable y = (x/,{(x")) + sv. Define a mapping G : (X', s) —
(x’, {(x")) + sv. Then the Jacobian of the mapping is defined almost everywhere and is given by

Jo =v-(=VT(x),1).

Notice that |J;| is bounded from above and below by two constants since v € N S9! and the Lipschitz
constant of £ is not bigger than 1/2. Also notice that G(B; X (0, 1)) c I, + £ N B,. Therefore,

f fr |(a(€ + sv + tv) —u(€ + sv)) - v|? ey
B, JO tP

<C f [(u(y + 1v) —u(y)) - v|? dy
I'+ZNB,

tP

<C f |(u(y +2v) —u(y)) - v|” dy
QNBs,

tP

2

where we have used (4.1) in the last step. By some straightforward calculations, one can also find that
QN B,y €GB, x(0,1)). Then

f lu(y) - viPdy < f u(y) - v|Pdy < Cf f lu(€ + sv) - v|P ds dx’.
QﬂB% G(B,x(0,1)) B, JO

It then follows from the above calculations that that for all ve X NS¢ ! and all € (0, r),

f u(y) - vi’dy < C 1" f (uly +1v) —u@y) - v" 0 42)
QﬁBﬁ QNB;3,

tP
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Multiplying the left hand side of (4.2) by p(tv)t*~! and integrating inz € (0,7) andin v € £ N S, we

get
f f f u(y) - V() dy der(v) di = f f ) 2 Fp(edzdy.
yNsd-1 mBr mBr

Using Lemma 3.4, we observe that

f f ) 2 p(adady
_ » uy) z
fmz ) LB )l 1
z( f rtd_lp(t)dt) f lu(y)|” f M-w‘pdﬂd—‘(w)dy
0 QnB; snsd-1 [ ay)l

> ¢ (f p(.f)df)f lu(y)"dy.
B, QmBi

P
p(z)dzdy

4.3)

Similarly, we have

f f f '(“<y+tV>—“(y”'V'pp(tv)td-ldydaw)dr
0 JENST! JONB;, tp

_ .ZL\p
_ f f 2 D el ey “44)
QNBs, JENB |z

< f f P PP p(x - y)dy d.
QNBy, JQNBy,

Combining inequalities (4.2)—(4.4) we obtain that

D
. f )Py < ——"—— f f D)% PIPp(x - y)dy dx @5)
QNB (f)dé: QNBy, JQNBy,

I~

for some positive constant ¢y which only depends on d, p and the Lipschitz constant of the domain. In
particular, the estimate (4.5) holds true at all boundary points 1 € 9Q.

The next argument is used in the proof of [28, Lemma 5.1]. By applying standard covering
argument, it follows from the inequality (4.5) that there exist positive constants € € (0, 1/(2 \/E))
and C with the property that for all r € (0, r), such that for all u € L”(Q;R¢) that vanishes in Q. i)

f uffdx < C ——
-Q\Q2eor f

f f P, Y p(x — y)dy dx. 4.6)
p(&)dE

B,

The positive constants g and C depend only on p and the Lipschitz character of the boundary of Q.
For ease of calculation, set 7 = 2r/ V10. Then 7#/2 = r/ V10.
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Now let u € LP(Q;RY), and let ¢ € C*(Q) be such that: ¢(x) = 0, if x € Qi 0 < p(x) < 1,1
X € Qi \ Qpp; ¢(x) = 1,1 x € Q\ Q;4 and [V¢| < C/r on Q. Applying (4.6) to the vector field
¢(x)u(x), we obtain that

f [uf’dx < C
Q\Qq

We may rewrite Z(¢u) as follows

P

f f Z(Gw)x, Y p(x — y)dy d.
p(&)de V2o
B,

pxu(y) — ¢(y)ux)\ (y-x)
ly — x| ly — x|

Z(pu)(x,y) = (¢(X) + ¢(y) Z(u)(X,y) — (
It then follows that
[ [ 17w o - yaya
aJo

<o fg fg [6(x) + S Z@(x Yp(x — )y dx
L op-1 f f pu(y) - s(yux) y-x)|
QJQ

ly — x| ly - x|
=2 + D).

p(x —y)dy dx

The first term /; can be easily estimated as
I = f f [¢(x) + p(NIZ(W)(x, VI’ p(x — y)dy dx
QJQ
<2 [ [ 19@eyrpx - ydyds
QJQ

Let us estimate the second term, 1,. We first break it into three integrals.

I = f f pxu(y) — ¢(y)ux) (y-x)
? QJa ly — x| ly — x|

I

where A = Q '\ 97/4 X Q\ Q;/4, B =(Q\ Q;/g) X Q;/4 U (97/4 X (Q\ Q;/g)) and C = Q x Q\ (A U B).
We estimate each of these integrals. Let us begin with the simple one: f fA. After observing that
d(x) = ¢(y) = 1 for all x,y € Q\ Q;/4, we have that

f f = f f |Z()(x, y)I'p(x — y)dy dx,
A O\Qz/q J O\

and the latter is bounded by the semi norm. Next, we note that set B is symmetric with respect to the

B Sz\glr/g SZ,~/4
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and when (X,y) € (Q\ Q;/3) X Qs4, we have ¢(x) = 1, and so we have

=2
B Q5 J Q4

<o f f 6 2@, VI p(x — y)dy dx
Q\Qz/g 74

L op f f (y)
Q\Qz/8 J Q54 |

<o f f 2W)(x Y p(x — y)dy dx
O\Qy/8 J Q4

p
p(x — y)dy dx

ly — x| ly — x|

p(x —y)dy dx

24P
e [ e vy ax
ON\Qz/8 JQz/4

rP

where we have used the fact that dist(Q \ Qys, Q7/4) = 7/8. As a consequence we have that

24
{[=] | |@<u>(x,y>|f’p(y—x>dydx+—p( | p(h)dh) | woray.
B aJo r |h|>7/8 Qia

To estimate the integral on C, we first observe that for any (x,y) € C, then dist(x,dQ) > 7/8 and
dist(y,0Q) > 7/8. Using this information, adding and subtracting ¢(x)u(x) we can then estimate as

follows:
f f <orl f f ) yPply - Dy dx
c

14
+ 20! f f u(x >|P"”() PO (ix - y)dy dx

|P
<ot f f Z(u)x, YIPo(y — X)dy dx
QJQ

C
+ — p(h)dh [u(x)|Pdx
7 JBg oy

where we used the estimate [V¢| < €, and denoted R = diam(Q).

We then conclude that there exists a universal constant C > 0 such that for any r small

4
__r f f Z@)(x, YPp(y - x)dy dx
p(yhdy
B,

1
+ = f p(h)dh f |u|”dx).
rk Bg Q8
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It then follows that

flulde:f |u|pdx+f lul’dx
Q Q Q\Q

€)r €r

f f P (), YIPo(y — X)dy dx
QJQ

24
< f luffdx + C ———
Par f p(lyDdy
B,

lloll s
+ LB la”dx.
P 0.
7/8

7

We hence complete the proof of Lemma 4.2 after choosing €, sufficiently small, say for example
€ < 1/4 V10, that

4
f ulPdx < C(r) f uPdx+C—" f f 2, YIPoly — x)dy d,
@ Oar f p(yDdy ¢
B,(0)

as desired.

4.3. Compactness in LP(Q): proof of Theorem 1.3

Let u, be a bounded sequence in S, ,(2). Let ¢; € C;(2) such that ¢; = 1 in Q,;;. Then the
sequence {¢;u,}, is bounded in Sp,p(Rd), and so by Theorem 3.1, ¢;u,, is precompact in . In particular,
{u,} is relatively compact in L”(£2;). From this one can extract a subsequence u,; such that u,, — u in
L} (Q). It is easy to see that u € LP(Q). In fact, using the pointwise convergence and Fatou’s lemma,
we can see that u € S, (). What remains is to show that u,, — win L?(Q). To that end, we apply
Lemma 4.2 for the function u,; — u, to obtain that

D

[, -wrax <o [, - wdx+ Co i, uly
o o f p(h)dh ’
B,

€1

for all small . We now fix r and let j — oo to obtain that

P
lim sup f lu,, - uf’dx < C————(1 +[ul, ).
. PP
joee G p(h)dh
B,
We then let r — 0, to obtain that limsup,_,, fQ lu,; —ul’dx = 0. O

4.4. Compactness for a sequence of kernels: proof of Theorem 1.4

Arguing as above and by Proposition 3.5, we have that there is a subsequence u,, — u in L (Q),

and that u € S, ,(€2). To conclude, we apply Lemma 4.2 for the function u,; — u corresponding to p,,

to obtain )

f lu,, —ulPdx < Cl(r)f lu,;, —uldx + C;
Q Qeyr f Pn, (h) dh
B,

_ nlP
Iunj u|Spnj 2
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By assumption p,; < Cp and so [u,; — ulp < Clu,, - We then let j — oo and apply the

)4
u .
p 1)(Q) |Sp.p(Q)

weak convergence of p, to obtain that

P

lim supf lu,, — ul’dx < C————(1+ Julg ).
o Jo f o(h)dh ’

r

Finally, we let r — 0 to conclude the proof.

4.5. Poincaré-Korn type inequality: proof of Corollary 1.5

We recall that given V C LP(Q; R?) satisfying the hypothesis of the corollary, there exists a constant
Py such that for any u € V,

f lul’dx < Py f f oy — x) '(u(y) —u®x) (y-x) dyds. @7
Q QJa ly — x| ly — x|

This result is proved in [12] or [23]. We take P, to be the best constant. We claim that given any
€ > 0, there exists N = N(€) € N such that for all n > N, (1.15) holds for C = Py + €. We prove this
by contradiction. Assume otherwise and that there exists C > P, such that for every n, there exists
u, € VN LP(Q;RY, |lu,ll» = 1, and

(u,(y) —w,(x)) (y-x/"
pn(y - X) :
QJo ly — x| ly — x|

By Theorem 1.4, u, is precompact in L”(€2; R¢) and therefore any limit point u will have ||ul;, = 1, and
will be in V N LP(Q; RY). Moreover, following the same procedure as in the proof of Proposition 3.5,
we obtain that

ff( B )'(u(y) ux) (y-x)|
ly — x| ly — x|

- —x) 11
< hmmff fpn (y - )‘( n(Y) ~ (X)) (¥ = %) dydx < — < —
n—eo ly — x| ly — x| C Py

1
dydx < —.
yax C

dydx

which gives the desired contradiction since Py is the best constant in (4.7).
5. Discussion

In this work, we have presented a set of sufficient conditions that guarantee a compact inclusion of
a set of LP-vector fields in the Banach space of L” vector fields. The criteria are nonlocal and given
with respect to nonlocal interaction kernels that may not be necessarily radially symmetric. We note
that, in addition to the mathematical generality, relaxing the radial symmetry assumption on nonlocal
interactions can be useful when modeling anisotropic behavior and directional transport. The L”-
compactness is established for a sequence of vector fields where the nonlocal interactions involve only
part of their components, so that the results and discussions represent a significant departure from those
known for scalar fields. It is not clear yet to what extent the conditions assumed here can be weakened
to reach the same conclusions. In this regard, there are still some outstanding questions in relation to
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the set of minimal conditions on the interaction kernel as well as on the set of vector fields that imply
LP-compactness. An application of the compactness result that will be explored elsewhere includes
designing approximation schemes for nonlocal system of equations of peridynamic-type similar to the
one done in [34] for nonlocal equations.
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Appendix

Compactness in Lfo . topology

The following theorem as well as the proof we present here is inspired by the compactness result

proved in [18] (see also [17]) for scalar functions which uses the more flexible nonintegrability
condition of the 22 than the one stated in (1.11).

|z|?
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Theorem A.1 (L’ compactness). Suppose that 1 < p < co. Let p € L'(R?) be a nonnegative radial

loc
function satisfying

Z
lim [L)dz = 00
6—0 |z|>6|z|17

(A.1)

Suppose also that {u,} is a sequence of vector fields that is bounded in S, ,(R?). Then for any D c R?
open and bounded, the sequence {u,|p} is precompact in LP(D;R?).

As stated earlier, for radial functions with compact support, condition (A.1) is weaker than (1.11).
Indeed, (1.11) implies that p(z)|z|™” is not integrable near 0 which implies (A.1). One the other hand,
the kernel p(z) = |z|‘d‘1’)(31(0)(z) satisfies (A.1) but not (1.11).

Similar to the argument we gave in Section 2, the proof of the theorem will make use of the
following variant of the Riesz-Fréchet-Kolomogorov theorem [6,20].

Lemma A.2. ( [20, Lemma 5.4]) Let the sequence {G°}s-o C L'(RY; R™?) be an approximation to the
identity. That is

V6 > 0, f G°(x)dx =1;, foranyr >0, lim G°(x)dx = 0.
R4 YV Jxl>r

If {£,},, is a bounded sequence in L?(R%; R?) and

lim lim sup If, - G« £l = 0,

- n—o0

then for any open and bounded subset D of R? the sequence {f,} is relatively compact in LP(D;R?).

Proof of Theorem A.1. From the assumption we have

sup [[u, I}, + sup f f p(X' = x)|Z(u,)(x,X)|" dx'dx < co. (A.2)
Rd JRE

n>1 n>1

Let [Y(z) = FI% x(s,(Z). Then for each 6, I’ € L'(RY) and is radial, since p is radial. Moreover, by
assumption on p (A.1), |[T°||;1 — oo as § — 0. We next introduce the following sequence of integrable
matrix functions

_dI’(z)z®1z

Il 2P

G’(z)

Notice that since I is radial, we have

(z)72 I
f ()’dz:H ”Ll, =1 d
RS |z|? d
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As a consequence {G°} is an approximation to the identity. Now for each n we have

0
I, — G %l = f
Rz!'

dx

P
f GU(Y - X)(Un(X) — u(¥))dy

) P
f f 1Hz) 00— uy (a4 )| dy| dx
2 | Jza 00011 |12
P T°(z)
fRfR g W T W0 g
P p(z)
||F5||L| fRd fRd — - (u,(x) —u,(z + x)) WdZd

p
”F(S” I| n|S (Rd)

By assumption on the sequence {u,} (A.2), we have that for all n,

P

”un_Gé un” = <C——.
v [I17%

We take the limit as 6 — O (uniformly in »n) and use Lemma A.2 to conclude that u, is compact in
LP(€;RY). O
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