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The impact of recent LHC top-quark pair production single differential cross section measurements at
13 TeV collision energy on the structure of the proton is explored. In particular, the impact of these high-
precision data on the gluon and other parton distribution functions (PDFs) of the proton at intermediate and
large partonic momentum fraction x is analyzed. This study extends the CT18 global analysis framework to
include these new data. The interplay between top-quark pair and inclusive jet production as well as other
processes at the LHC, is studied. In addition, a study of the impact of scale choice on the theory description
of the new 13 TeV ¢f measurements is performed.
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I. INTRODUCTION

The physics of the top quark, discovered by the DO and
CDF collaborations at the Tevatron proton-antiproton
collider [1,2] in 1995, is central to a large number of
precision programs for theory and experiments at the Large
Hadron Collider (LHC) and its future upgrades.

In proton-proton collisions at the LHC, properties of the
top quark are being thoroughly investigated as they are
critical to many endeavors in high-energy physics, e.g., test
the QCD theory and structure of the proton with unprec-
edented accuracy, unravel details of the electroweak (EW)
sector of the Standard Model (SM) at high energies, and
search for new physics interactions.

The mass of the top quark (m, = 172.69 £ 0.30 GeV
from direct measurements [3]) is very close to that of the
recently discovered [4,5] Higgs boson (my = 125.25 £
0.17 GeV) and quantum corrections to these masses are
deeply related to one another. In particular, the mass of the
top quark is an important ingredient in the determination of
absolute stability conditions for the EW vacuum as top-
quark mass radiative corrections drive the couplings of the
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Higgs boson [6—14]. In addition, the top quark provides us
with unique opportunities to search for signatures of new
physics interactions at the TeV scale and beyond (see for
instance Refs. [15,16] and references therein).

The top quark mainly decays into a real W boson and a b
quark before hadronization occurs. Therefore, precision
measurements of top-quark pair production cross sections
allow us to set stringent tests on perturbative QCD and to
explore the structure of the proton with higher precision. In
fact, more than 90% of the production rate is due to the
gluon-gluon fusion channel at the LHC with v/S = 13 TeV
of center-of-mass collision energy. This makes top-quark
pair production a unique probe of proton’s parton content,
especially the gluon, at intermediate and large partonic
momentum fraction x, which motivates this work.

The ATLAS and CMS collaborations performed
high-precision measurements of both total inclusive and
differential top-quark pair production cross section at
V'S =17, 8 [17-22] and 13 TeV [23-28] of center-of-mass
collision energy, at parton and particle level, in different
channels (e.g., dilepton, semileptonic, all-hadronic, and
lepton + jets) at different integrated luminosity (IL).

The higher precision LHC data samples obtained at
13 TeV are at the core of this analysis which aims at
studying their impact on parton distribution functions
(PDFs) of the proton in global QCD analyses using the
CTEQ framework. High-precision theoretical calculations
to predict top-quark pair production cross sections for a
variety of kinematic distributions obtained with different
bin resolutions are therefore crucial for this task.
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Progress in theoretical calculations for tt cross sections.
Radiative corrections to heavy-quark production at the
next-to-leading order (NLO) O(a?) in QCD have been
known for a long time [29-34], and NLO calculations for 17
total and differential cross sections have been implemented
in various parton-level Monte Carlo computer programs,
e.g., MCFM [35], MC@NLO [36], POWHEG [37], MadGraph/
MadEvent [38,39].

The progress made in the past two decades on both the
theoretical and computational sides by many groups has
been remarkable (see for instance Refs. [40-50] and
references therein). The fixed-order calculation for ¢7
production at next-to-next-to-leading order (NNLO) at
O(a?) in QCD [51-56] has been accomplished based on
the STRIPPER subtraction [57-59] method. An indepen-
dent calculation for the inclusive and differential 7 pro-
duction cross section has recently been accomplished based
on the gr-subtraction [60—62] method and has been
incorporated in the publicly available computer program
MATRIX [63]. The inclusion of top-quark decay effects has
recently been studied in Refs. [64,65].

The impact of logarithmic enhancements in threshold
resummation on the cross section has also been extensively
studied in the past decades, and relevant work can be found
in Refs. [66—83], while soft collinear effective field theory
(SCET) [84—87] has been used in Refs. [88-96].

The impact of electroweak (EW) corrections on (7
production from both the weak and QED sectors has been
studied in Refs. [97-115].

Transverse momentum resummation for top-quark pair
production has also been studied and recently documented
in Refs. [116-122], while higher-order QCD corrections
have been combined with parton shower (PS) simulations
in [123-125], based on the general computer framework
described in Refs. [126—128].

Top-quark pair production in global PDF analyses.
Top-quark pair production cross section measurements at
the LHC and Tevatron are now a staple part of the dataset
baseline in modern global analyses at NNLO and beyond in
QCD to determine proton PDFs. Examples of these analy-
ses are ABMP [129], CT18 [130], MSHT20 [131,132],
and NNPDF [133,134]. In particular, measurements of ¢7
differential cross sections at the ATLAS and CMS experi-
ments have been included in the most recent analyses
[130,131,133,134] at NNLO where, together with inclusive
jet production measurements, they play an important role in
constraining the gluon PDF in the intermediate to large-x
region as they complement each other. Though the 77 and
inclusive high-py jet productions largely overlap in the Q-x
plane, their matrix elements and phase-space suppression
are different so that their constraints on the gluon are placed
at different values of x. However, the presence of tensions
between experiments which can potentially result in differ-
ent pulls on the gluon at intermediate/large x, and the strong
correlation between the top-quark mass m,, the strong

coupling a, and the gluon itself, make PDFs extraction
particularly challenging [129,135-137].

Another complication arises from the amount of infor-
mation on the statistical and systematical uncertainties
published by the experimental collaborations. These uncer-
tainties can be expressed in terms of either the covariance
matrix or nuisance parameter representation and conver-
sion from covariance matrix to nuisance parameters is not
unique. Complete information on the statistical, uncorre-
lated and correlated systematic uncertainties (and their
sources) is critical to maximize constraints from the data
in PDF determinations.

A large number of studies appeared in the literature
that have used total and differential 7 cross section
measurements at the LHC to constrain the gluon and other
PDFs. Recent and less recent analyses can be found in
Refs. [135,136,138-145].

Main goals of this analysis. In this work, we shall study
the impact of particular selections of 13 TeV 7 single
differential distributions at ATLAS (in the all-hadronic and
lepton + jets channels) [23,24] and CMS (in the dilepton
and lepton + jets channels) [26,28], on NNLO PDFs
obtained by using the same framework (i.e., strategy,
and tolerance criteria definitions for the uncertainties)
adopted in the CT18 analysis [130]. In particular, PDFs
are extracted by using optimal combinations of ¢7 absolute
differential cross sections measurements with different IL
added on top of the CT18 baseline. The impact on the
global fit from individual and combined kinematic distri-
butions is analyzed by selecting different renormalization
ur and factorization up scale choices in the theory
predictions. EW corrections are also considered, however
their impact is found to be negligible.

In addition, we analyze the impact of 13 TeV ff
double differential distributions at ATLAS and CMS using
the epump (error PDF updating method package) frame-
work [146,147]. In Sec. IIE we discuss the observed
impact from double differential distributions on PDFs,
and find that this is comparable to that from single
differential ones. However, the treatment and interpretation
of correlated systematic uncertainties in the analysis with
double differential distributions is more challenging and
complicates the data vs theory description. This work
mainly concerns the study of the impact of 13 TeV #f
single differential distributions on PDFs extracted in CTEQ
global QCD analyses. A thorough and more extensive
investigation of 77 double differential distributions in PDF
determinations will be presented in the future, in a separate
work. A previous study investigating /7 double differential
cross sections at the LHC at 8 TeV and their impact on
PDFs with ePump, is discussed in Ref. [140].

Single top production. Single (anti)top production cross
sections in the 7- and s-channel have also been measured at
ATLAS and CMS at 7, 8, and 13 TeV collision energies.
The impact of 7-channel single (anti)top production has
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been explored in Ref. [148] where it is found that an
optimal combination of single-top data constrains the light
quark and gluon PDFs with a reduction of their relative
uncertainty by a fraction of a percent in the region 1073 <
x < 0.5 with even more pronounced reduction on the ratio
u/d around x ~ 0.1. Part of these measurements are also
included in the NNPDF4.0 global analysis [134]. An
investigation of the impact of single top-quark production
cross section measurements at the LHC on CTEQ PDFs
will also be presented in a separate work.

The single and double differential cross sections of top-
quark pair production as well as single (anti)top production
cross sections will be ingredients of high importance in the
next generation of PDF determinations which are going to
use higher IL data.

The rest of this paper is organized as follows: in Sec. Il A
we summarize the findings from recent global QCD
analyses using 7 and 8 TeV top-quark pair production
measurements, while in Sec. II B we describe the LHC
measurements from ATLAS and CMS at 13 TeV consid-
ered in this study. In Sec. I C, we describe the theoretical
framework where details of the calculations such as NNLO
QCD corrections, EW corrections, and scale dependence
are discussed. In Sec. I D, we discuss the impact on PDFs
from the bin-by-bin statistical correlations in the ATLAS
13 TeV lepton + jets channel measurements, while in

Sec. ITE we discuss single vs double distributions at the
LHC. In Sec. III, we describe the impact on PDFs from
individual 13 TeV 7 datasets considered in separate fits,
and in Sec. IV we present the main results of this analysis
obtained from two optimal combinations of 13 TeV 7
measurements. We will conclude in Sec. V, while the details
of theoretical calculations are presented in Appendix A,
and the treatment of the correlated systematics are sum-
marized in Appendix D.

II. TOP-QUARK PAIR PRODUCTION
AT THE LHC RUN I, AND II

We start with a brief overview of top-quark pair
production measurements in recent global QCD analyses
of PDFs which include LHC 7 and 8 TeV tf data from
ATLAS and CMS, and summarize their findings. These
measurements with respective analyses are also reported in
Table I. Next, we discuss the LHC 13 TeV data that are at
the core of this work and will play an important role in all
post-CT18 PDF determinations.

A. Top-quark data in the CT18 era

The CT18NNLO analysis [130] includes two ATLAS
absolute single-differential cross sections [19] do/dp}. and
do/dm,; for the invariant mass with 20.3 fb~! of IL, and

TABLE 1. 7 measurements at the LHC used in the ABMP16 [129], CT18 [130], MSHT20 [131], and NNPDF4.0 [134] global
analyses.
Data Lumi [fb™'] References CT18 MSHT20 ABMP16 NNPDF4.0
ATLAS 8 TeV lep + jets (norm.) 20.3 [19] D1 Mg Vi Vi
ATLAS 8 TeV lep + jets (abs.) 20.3 [19] M, Viis PTas Vi e
ATLAS 8 TeV dilep (norm.) 20.2 [149] Vi Vi
CMS 8 TeV lep + j and dilep (norm.) 19.7 [150] Prst Vs Vi
CMS 8 TeV dilep 2D (norm.) 19.7 (22] (P> Y1) (Pr.4s Y1) (vismg)
ATLAS 13 TeV lep + jets 36 [23] This work e e
ATLAS 13 TeV all hadronic 36.1 [24] This work e
CMS 13 TeV dilep 35.9 [26] This work e e Ve
CMS 13 TeV lep + jets 35.8 [27] e v
CMS 13 TeV lep + jets 137 [28] This work e
Total cross sections
CMS 5.02 TeV lep + jets 0.0274 [151] 0
CMS 5.02 TeV lep + jets 0.026 [152] o e
ATLAS 7 TeV 4.66/4.6/1.67/4.7 [153-157] o
ATLAS 7/8 TeV 4.6/20.3 [158] e o o
ATLAS 8 TeV lep + jets 20.3 [159] 0 0 e
CMS 7 TeV 2/2.2/3.9/3.54 [160-164] e 0
CMS 7/8 TeV 19.6/19.7 [160,161] 0
CMS 8 TeV 19.6/18.4 [165,166] o I
CMS 8 TeV dilep 53 [21] o
ATLAS 13 TeV dilep 32 [167] e o e
ATLAS 13 TeV lep + jets 139 [168] 0
CMS 13 TeV lep + jets 19.7 [169] 0 0
CMS 13 TeV 0.042/2.2/2.53 [170-172] 0
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the CMS normalized double-differential cross section [22]
d?c/dpy,dy,, with 19.7 fb~!. The two ATLAS measure-
ments are combined into one single dataset which includes
the combination of the e + jets and p + jets channels for
the pr, and m,; distributions with statistical correlations.
These distributions are chosen according to their best
compatibility within the global fit. In fact, the impact from
the single-differential y, and y,; rapidity distributions
(absolute or normalized) at ATLAS [19] is also explored
and tension is found with some other datasets. For example,
the y, and y; rapidity distributions show agreement with
HERA DIS data, but have opposite trend as compared
to the CMS d*c/dpy,dy, and ATLAS pr, and mg;
combined distributions. Their inclusion, either in the
single-differential or double-differential form does not
reduce PDF errors. The resulting ¢f impact on the CT18
PDFs is found to be modest with a preference for a softer
gluon at large x in the 0.1 <x <0.3 range, and with
changes that have no statistically significant amount.

The MSHT20 analysis [131], in addition to the same
CMS double-differential distribution considered in the
CT18 study, includes ATLAS single-differential cross
section measurements for the mg;, y4, pr;, and y, distribu-
tions [19] in the lepton + jets channel combined with
statistical correlations, ATLAS measurements of y; dis-
tribution [149] in the dilepton channel, as well as the
CMS normalized y; distribution in the lepton + jets
channel [150]. In addition, four total cross section mea-
surements from ATLAS [159] and CMS [21,165,166] are
included. For the ATLAS single-differential measurements
in the lepton + jets channel, the correlated systematic
parton-shower (PS) error across the four distributions
has been decorrelated according to the procedure described
in Ref. [141]. The impact on the MSHT20 gluon PDF from
top-quark pair production data results in a suppressed
high-x gluon (x 2 0.1) with a complicated interplay/tension
with the Z-p; and LHC jet data. PDF uncertainties at
large x are slightly reduced. Most of the impact is from
the ATLAS combination of single differential distribu-
tions [19,149] in the lepton + jets channel, and the treat-
ment of systematic uncertainties plays a significant role in
the description of data in terms of y?.

The NNPDF4.0 analysis [134] includes the ATLAS
normalized y, and y,; distributions [19] in the lepton +
jets channel, as well as the ATLAS normalized y; dis-
tribution in the dilepton channel [149]. From CMS, it
includes the normalized y; distribution in the lepton + jets
channel [150] as well as the normalized 1/cd’c/dy,dm;
distribution in the dilepton channel [22]. Two measure-
ments of ¢f total cross section from ATLAS [158] and
CMS [173] are also considered. In addition to these
measurements at /S = 8 TeV, the NNPDF4.0 analysis
includes two CMS rapidity y, distributions at /S =
13 TeV in the lepton + jets [27] and dilepton channel [26],
respectively, and other total cross section measurements

at different center-of-mass energy: o; at CMS [151]
with /S = 5.02 TeV, at ATLAS [158] and CMS [173] with
VS =7 TeV, and at ATLAS [168] and CMS [169] with

V/S = 13 TeV. t-channel single top total and differential
production cross section measurements are also considered
in the NNPDF4.0 global fit. The resulting gluon is more
suppressed at x = 0.1 as compared to CT18 and MSHT20.
total and differential production cross section measure-
ments are also considered in the NNPDF4.0 global fit.
The resulting gluon is more suppressed at x 2 0.1 as
compared to CT18 and MSHT20. However, top-quark pair
production data have overall a moderate impact on the
NNPDF4.0 global fit. In a fit with no top-quark data, the
gluon is slightly enhanced at x = 0.1, but well within
the NNPDF4.0 uncertainty.

The ABMPI16 analysis [129] considers selected mea-
surements of top-quark pair production total cross section
only at the LHC and Tevatron with different collision
energies: one data point at CMS with /S = 5.02 [152],
six data points at ATLAS [153-158] and five at CMS
[160-164] at /S =7 TeV, two data points at ATLAS

[158,159] and four at CMS [160,161,165,166] at /S =
8 TeV, one data point at ATLAS [167], and four at
CMS [169-172] at /S = 13 TeV. The ABMP16 PDF
parameters are fitted simultaneously with a, and m,. These
total cross section measurements lead to an increase in the
gluon central value at large x in the 0.05 < x < 0.35 range,
with 10-20% increase at x 2 0.1 in both the n; =4 and
ny =35 calculations, depending on the factorization scale
choice. These variations are well within the ABMP PDF
uncertainty. However, the impact on the gluon PDF
uncertainty is found to be small.

B. The 13 TeV top-quark data in the post-CT18 era

In this section we describe the top-quark pair production
differential cross section measurements at ATLAS and
CMS that are considered in this study.

In 2018, the CMS collaboration published differential
cross section measurements at 13 TeV in the dilepton [26]
and lepton + jets [27] channels. The lepton + jets channel
measurements of Ref. [27] have recently been superseded
by new measurements with a higher IL of 137 fb~! [28]
which we use in this analysis. In parallel, the ATLAS
collaboration published two 13 TeV measurements based
on the lepton + jets [23] and the all-hadronic [24] channels
respectively. These measurements are described below.

ATLAS lepton + jets channel (ATLI131j). We explored the
impact of absolute top-quark pair production single differ-
ential distributions based on lepton + jet events measured
at ATLAS 13 TeV with 36 fb~! of IL [23], which we label
“ATL13]j.” We use full phase-space results at parton-level,
and consider reconstructed measurements at parton-level in
the resolved topology which are expected to provide direct
constraints on PDFs. We do not consider the transverse
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momentum py ; distribution of the ¢7 pair because final-
state interactions (FSI) between hard partons and beam
remnants from the initial state may lead to substantial
corrections to pair invariant mass (PIM) kinematic distri-
butions when recoiling radiation is suppressed (see for
instance the discussion in Ref. [174]). These contributions
may manifest as higher-order perturbative corrections to the
factorized cross section, and as nonperturbative corrections
that are suppressed by powers of perturbative scales.

The correlated systematic uncertainties associated to
these measurements [23] are presented in terms of both
the covariance matrix and nuisance parameter representa-
tions. We adopt the nuisance parameter representation
because this is the default treatment for correlated system-
atic uncertainties in all CTEQ PDF analyses.

We study the impact of bin-by-bin statistical correlations
between these distributions released for various combina-
tions. The results are shown in Sec. Il E where we find that
the statistical correlations for these measurements have
some impact on the y? description, but their overall impact
on the PDFs and their errors is negligible.

In addition, we study the impact of combinations of
double-differential distributions, such as do/dmgzdy;, and
confront the results with those obtained by including the
corresponding statistically combined single differential
do/dm, do/dy;; distributions.

To facilitate comparisons with measurements at CMS,
the ATL13]j measurements are released by using two
different bin resolutions: (1) the original ATLAS bin
resolution, and (2) the CMS bin resolution which shares
the size of its bins and the number of points with the CMS
13 TeV tf measurements in the dilepton channel [26]. These
two bin resolutions differ in number of bins and bin size.
Moreover, bin-by-bin statistical correlations are made
available only for bin choice (1). As we shall see in the
next sections, this has a non-negligible impact on the data-
vs-theory description for single distributions using these
two bin resolutions.

ATLAS all-hadronic channel (ATLI3had). For the
ATLAS 13 TeV all-hadronic channel with an integrated
luminosity of 36.1 fb~! [24], we consider absolute single
differential cross sections for the reconstructed top quark in
terms of pr; ), |vil, mg, and Hf = pr, + pr;, where
PT.1,(1,) 18 the transverse momentum of the leading (trailing)
top quark. We label this dataset as “ATL13had.” Combi-
nations of double-differential cross sections for this channel
are not available. For these measurements, correlated
systematic uncertainties are made available in terms of
nuisance parameters which are included in our global
analysis.

CMS dilepton channel (CMS131l). We study the impact
of differential cross sections of top-quark pair production
in the dilepton channel measured at CMS 13 TeV with
35.9 fb~! of IL [26]. These are labeled as “CMS1311.”
They are published in terms of absolute and normalized

single-differential distributions for the reconstructed top
quarks. We consider only absolute cross section measure-
ments in the full phase space at the top-quark level. This
allows us to simplify the calculation of the theoretical
predictions. Measurements relative to the decayed particle
in the fiducial phase space will be analyzed in a future work
as they require an additional effort to obtain complete
predictions at the NNLO accuracy. In this study, we
consider single-differential cross sections in terms of the
pr.(pri)s ¥:(y7), yi, and my; distributions.

Correlated systematic uncertainties are presented in
terms of the covariance matrix. In accordance with the
default treatment of systematic correlations in the CTEQ
framework, we convert the covariance matrix into the
nuisance parameter representation by using a version of
the iterative X + K decomposition method, adopted in the
CT18 analysis [130]. A slightly extended discussion is in
Appendix D.

Bin-by-bin statistical correlations between measure-
ments are not available to date, to the best of our knowl-
edge. Therefore, we cannot exploit combinations of single
differential distributions for these measurements in the
global fit.

CMS lepton + jets channel (CMSI13lj). In 2018, the
CMS collaboration published 13 TeV measurements with
35.8 fb~! of IL in the lepton + jets channel [27]. These
measurements are now superseded by new measurements
with higher precision with 137 fb=! of IL [28], which
we use in this analysis and are labeled as “CMS131j.” We
examine the impact from the m; and y; single differential
distributions in the full phase space. Bin-by-bin statistical
correlations are not provided also for these measurements.
Statistical and correlated systematic uncertainties are given
in terms of the covariance matrix which we convert to
nuisance parameter representation as discussed above. We
have also examined the p} and y, distributions. These are
for hadronically reconstructed tops. They are relative to a
top quark decaying into a b quark and a W boson with a
subsequent hadronic decay of the W boson. The theory
predictions at NNLO in QCD for these distributions
through MATRIX are therefore challenging to be obtained
as it produces distributions for a stable top. However, in our
preliminary investigation we found that these distributions
were either poorly described by the MATRIX theory (e.g.,
p%), or their impact was negligible. Therefore, we do not
consider these distributions.

C. Theoretical framework

Details of the theoretical framework used in this analysis
are given below. Additional details and comparisons are
given in Appendix A.

Global PDF analyses necessitate fast, precise, and accu-
rate theory predictions that are compared to experimental
data in the y2-minimization procedure. To reduce the CPU
turn-around time, fast theory predictions are obtained as
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interpolating tables through the fastNLO [175-178] and
APPLGrid [179] frameworks.

NNLO QCD and NLO EW corrections. The theory
predictions at NNLO in QCD used in this work are based
on two independent calculations. One is the numerical
calculation described in Refs. [55,56], based on the
STRIPPER subtraction method [57-59] and implemented
in fastNLO tables [180,181]; the other one is described in
Refs. [60—-62], based on the gp-subtraction method [182]
and implemented in the computer program MATRIX [63,183],
that is publicly available.

The theory predictions utilized for the CMS1311 [26]
differential distributions which share the same bin reso-
lution of some of the ATL13lj [23] distributions, are
generated at NNLO with fastNLO [181]. The theory
predictions for the ATL13lj distributions resolved in terms
of the ATLAS bins, are instead obtained with MATRIX. To
optimize the calculation and minimize the CPU’s turn-
around time in the global fit, the MATRIX NNLO theory is
constructed through bin-by-bin NNLO/NLO K-factors
defined as K = (8(NNLO) ® E(NNLO))/(&(NLO) ® E(NNLO)),
where LNNLO) represents the corresponding NNLO PDF
luminosity. The NLO theory calculation is obtained from
fast lookup APPLGrid tables [179] generated with
MCEM [35,184]. A detailed comparison between the
NNLO theory obtained with fastNLO tables [180] and
that obtained with MATRIX, as well as a consistency check,
are in Appendix A 1.

The theory predictions relative to the ATL13had [24]
and CMS13]j [27,28] measurements in the global fit are
obtained with MATRIX in similar manner.

The EW corrections and their implementation are dis-
cussed in Appendix A 2. Overall, the impact of the EW
corrections on PDF determination is found to be negligible
given the current size of the experimental errors.

Impact of different central scales in the theory predic-
tion. It is interesting to explore the impact of different
choices for the central scale in the theory prediction for
the 17 differential cross sections at 13 TeV and make a
comparison with the experimental uncertainties. To this
purpose, we consider the CMS13]j measurements [28] with
137 tb~! of IL as they are the most precise data in this
analysis. In Fig. 1, we confront to the experimental data
with theory predictions for the m,; (left) and |y;| (right)
distributions calculated with the CTISNNLO PDFs and
with different scale choices. The theory predictions are
computed with central scales y = up = Hy/2 and Hy /4
respectively, represented by solid lines of different color in
Fig. 1. For both distributions, the agreement with data
deteriorates at large m;; (mg; 2 1.5 TeV) and large |y
(lys| Z 1.5), although it is better in correspondence of
Hy /2. These two CMS13]j measurements are very sensi-
tive to the gluon and play a major role in the global fit
which is discussed later.

In this work, independent fits with central-scale choices
Hy/4, Hy/2, and H; are examined. Differences in the
predictions obtained with these scale choices can be used to
quantify part of the theoretical uncertainty in the 7 theory
predictions in the global analysis.

Hessian profiling with the ePump framework. A prelimi-
nary assessment of the impact of new measurements on
existing PDFs sets before performing the global fit can be
done by using different tools relying on a variety of statis-
tical procedures based on the Monte Carlo or the Hessian
method. Examples of these are: epump (error PDF updating
method package) [146,147], Hessian profiling [185],
Bayesian reweighting techniques [186—188], and the
PDFSense method [189].

We perform a preliminary investigation to assess the
impact of the 13 TeV t7on PDFs using the ePump package.
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FIG. 2. PDF correlation-cosine plots [193] as a function of the momentum fraction x for the ATL13had [24] measurements added on

top of the CT18NNLO baseline at Q = 100 GeV.

ePump allows one to obtain the updated best-fit PDF
and relative PDF errors using the Hessian-profiling
method. Previous studies using ePump are presented in
Refs. [139,140,147,190-192]. ePump calculates the mini-
mum of the y? function within the Hessian method using
some approximations (e.g., quadratic dependence on the
parameters for the original data) which may restrict its
applicability in certain cases, especially in presence of
tensions among data (see related discussion in Sec. ITE
of Ref. [146]). ePump is used in this work as a fast and
powerful tool to assess the impact of new data on PDFs, but
it cannot replace a full PDF global analysis of experimental
data and deviations from the results obtained in a global
fit are expected, in particular, when subsets of data in
the baseline are incompatible (see Appendix C for more
details).

In Figs. 2 and 3, we present plots for the correlation-
cosine between experimental data and PDFs for various
differential distributions as a function of the parton
momentum fraction x for the ATLI13had [24] and
CMS131l [26] measurements, added on top of the CT18
baseline. PDFs in the various insets are represented by
different colors and each solid line corresponds to different
bins of the distribution under scrutiny. In both experiments,
the gluon PDF appears to be strongly correlated at large x in
the interval 0.05 < x < 0.4 for all distributions. The corre-
lation plots relative to the other experimental data consid-
ered in this work are very similar.

The results from ePump for the preliminary assessment of
impact of individual experiments are reported in Table III,
where they are shown for different values of the central
scale in the theory predictions, and can be compared to
those from the global fit which will be discussed later in
Sec. III. We study the quality-of-fit in terms of y?/ Ny and
use it as the criterion for an initial investigation of the data.

Looking at the y*>/N pt Values from ePump in Table III, we
note that the y; and pg, , distributions produce an
acceptable fit quality (with yp = up = Hy/2 or Hy/4)
among the ATL13had measurements, while for the HY
and m,; distributions y?/ Ny > 1.5 regardless of the scale
choice.

The y;; and y, distributions are the only two that can be
well described (for pp = g = Hy/2 or Hy/4) among the
CMS131l measurements, and the m; distribution is the only
acceptable candidate in the CMS13lj measurements as y;
cannot produce a good fit, regardless of the scale choice.

The ATL13]j case deserves more efforts because of the
two bin resolutions and the bin-by-bin statistical uncer-
tainties. In the ATL13]j measurements with the CMS bin
resolution, we observe that the y;, m; and y, distributions
produce acceptable ){2/Npt values in Table III, while the
pr . distribution produces y2/ Ny > 2, independently of the
scale choice.

We discuss the ATL13]j measurements with the ATLAS
binning resolution separately in Sec. 11D, where we
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FIG. 3.

analyze the results from ePump with and without inclusion of
bin-by-bin statistical correlations.

D. Statistical correlations in the ATLAS
lepton + jets data

The impact of bin-by-bin statistical correlations in the
ATL13]j measurements [23] available on the HEPData
[194] repository is first analyzed with ePump. The theoretical
predictions are obtained with the MATRIX computer pro-
gram as described in Sec. II C, with top-quark mass set
to m, = 172.5 GeV in the pole mass approximation. The
impact of central-scale dependence is analyzed for the three
different scales ugr = ur = {Hr,Hy/2, Hy/4}.

In Table II we report the y? /Ny values from ePump
obtained with and without inclusion of statistical correla-
tions. The implementation using bin-by-bin statistical
correlations is labeled as “WSC” while the one without
statistical correlations is “NSC.” In addition, we use the
notation adopted in the ATLAS publication where y&
denotes the boosted topology for the rapidity of the 7
system, while H% denotes the scalar sum of the transverse

momenta of the hadronic and Ileptonic top quarks,

7 _ had lep
Hy = pry + prye

To consistently account for the statistical correlations,
the WSC implementation adopts the ePump “error type 2”
option. This option corresponds to a prescription of y?
calculation in epPump, in which nuisance parameters, stat-
istical and systematical correlation matrices, can be read

1074 103 1072

T

Same as in Fig. 2, but for the CMS131l measurements [26].

from file as inputs. In this case, ePump treats the correlated
systematic uncertainties in terms of their absolute (rather
than percent) contribution to each data point, and therefore
as additive errors. The NSC implementation adopts the
ePump “‘error type 4" option, where the nuisance parameters
representation is used and correlated systematic uncertain-
ties are normalized to data.'

The “error type 2" and “error type 4 choices in ePump are
used to facilitate the treatment and inclusion of statistical
correlations in both ePump and the global fitting code (as we
shall see later) which uses the nuisance parameter’s y’
definition. Since we studied the impact of two different
scale choices (i.e., two theories), “‘error type 2” and “error
type 47 are easy to handle as there is no need to normalize
to two theories. The results from the global fits presented in
the next sections are obtained using the multiplicative
definition for the correlated systematic uncertainties, nor-
malized to theory predictions, in the y? definition (which

'"This choice can in principle introduce the D’Agostini
bias [195,196], where data fluctuations can result in a bias in
favor of experimental data points with lower central values. We
do not discuss this here because the overall impact of the bin-by-
bin statistical correlations of the ATL13]lj measurements is
negligible, and the same analysis is performed in the global fit
where the systematic error for each multiplicative term is
determined by multiplying the fractional uncertainty times the
theoretical prediction for that bin. (See Appendix C2 of the CT18
study [130].)
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TABLEIL y?/ Ny values for the ATLAS 13 TeV #7 production in the lepton + jets channel [23] before/after the epump updating of the
CT18 PDFs, with (WSC) and without (NSC) statistical correlation, and with central scales set to Hy/4, Hy/2, and Hp, respectively.

Scale Hy/4 Hy/2 Hy

Observable Ny WwSC NSC WwSC NSC WwSC NSC

mg 9 1.150/1.146 1.105/1.101 1.309/1.300 1.260/1.251 1.249/1.231 1.234/1.214
Vi 7 1.027/1.022 1.002/0.997 0.713/0.706 0.718/0.710 0.671/0.622 0.687/0.677
vB 9 1.153/1.147 1.087/1.081 0.861/0.851 0.855/0.845 0.853/0.838 0.862/0.847
HY 9 0.923/0.920 0.864/0.862 0.832/0.831 0.781/0.780 1.185/1.183 1.106/1.104
mg+yg 16 1.312/1.304 1.204/1.193 1.198/1.193 1.139/1.132 1.175/1.166 1.151/1.141
mg + y8 18 1.331/1.318 1.246/1.230 1.205/1.198 1.143/1.135 1.186/1.178 1.144/1.135
m; + HY 18 1.610/1.594 1.462/1.449 1.696/1.640 1.206/1.187 2.364/2.257 1.511/1.472
ya+ys 16 0.994/0.985 0.906,/0.900 0.703/0.692 0.633/0.625 0.663/0.651 0.581/0.571
v+ HY 16 0.950/0.942 0.892/0.886 0.648/0.645 0.625/0.622 0.761/0.758 0.725/0.721
v+ HY 18 1.531/1.521 1.255/1.247 1.152/1.147 0.967/0.962 1.130/1.127 0.961/0.956
mg+yq; +y8 25 1.098/1.085 1.002/0.991 0.925/0.919 0.864/0.858 0.906/0.900 0.855/0.848
mg +y; + HY 25 1.657/1.648 1.431/1.425 1.680/1.658 1.087/1.082 2.402/2.356 1.377/1.362
mg+yB + HY 27 1.694/1.687 1.424/1.417 1.780/1.766 1.162/1.157 2.480/2.447 1.475/1.464
yi+yE+HY 25 1.257/1.248 1.001/0.994 0.949/0.944 0.729/0.724 0.966/0.962 0.716/0.712
mg+yq+ y5 + HY 34 1.571/1.564 1.233/1.227 1.672/1.654 0.954/0.949 2.466/2.429 1.220/1.210

corresponds to “error type 17 in ePump).” For more details
about the ePump implementation, we refer the reader to the
online manual [197].

On the one hand, from the values in Table II we note that
regardless of the inclusion of statistical correlations and
scale choice, there is some tension between various dis-
tributions, e.g., m;; and H¥, mg; and y;z, and m; and yf;.
Taken individually, all of these single differential distribu-
tions produce acceptable y?/ Ny In the ePump environment,
tensions are amplified when statistical correlations are
included. In addition, we note that yz —l—Ht} produce a
net effect that is similar to that of y; 4+ m;+ yg + H ’T?
when they are statistically combined with the scale
choice Hy /4.

On the other hand, as illustrated in Fig. 4, the impact of
the bin-by-bin statistical correlations on PDFs is negligible.
In addition, even if the m, y;, y%, and H 5? distributions are
simultaneously included in ePump, the impact of these
distributions on the gluon is very small. As we shall see
in Sec. III, a similar behavior is observed in the true global
QCD analysis where the overall impact from statistical
correlations in the ATL13]j data is very small.

A general discussion on the importance of making
statistical models and the associated data publicly available
can be found in Ref. [198].

E. Single vs double distributions at the LHC 13 TeV

The ATLAS and CMS collaborations published several
measurements of top-quark pair production double

*The multiplicative approach for the correlated systematic
uncertainties in this choice suppresses the D’Agostini bias.

differential distributions at 13 TeV at both particle and
parton level. A question then arises about the optimal
strategy to be used to best exploit these new high-precision
measurements. That is, whether to wuse statistically-
combined single differential distributions, or double differ-
ential distributions directly. While a more exhaustive
analysis specifically related to this point is beyond the
scope of this paper and will be addressed elsewhere, here
we explore the impact on CT18 PDFs in both cases by
using ePump. As a case study, we consider the ATL13]j [23]
measurements. In particular, we investigate the impact on
the CT18 gluon PDF from adding two single-differential
(1d) distributions (e.g., do/dmg; and do/dy;) on top of the
CT18 baseline as well as the impact from the double
differential (2d) distribution d*c/dm;dy;;.

In Fig. 5 we illustrate the ePump results for the CT18
gluon in four different cases: (1) when the m; + y; 1d
distributions are added together on top of the CT18 baseline
(orange dashed curve), (2) the y,; distribution only is added
(green curve), (3) the m; distribution only is added (red
curve), and (4) the d’6/dmg;dy,; 2d distribution is added
(purple curve). The blue band represents the CT1SNNLO
PDF uncertainty at 90% CL. In this example, when the m;
and y; 1d distributions are individually added, or added
together on top of the CTI18 baseline, they generate
opposite pulls on the large-x gluon as compared to the
2d distribution. At Q = 1.3 GeV, the 2d distribution has a
preference for a softer gluon in the x 2 0.4 region, while at
Q =100 GeV this preference is in the x = 0.3 region. In
both cases, the 1d distributions have opposite trends at large
x with a much milder effect.

Because of these opposite trends at large x, and because
the gluon PDF uncertainty is large in this region, where
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FIG. 4. Impact of bin-by-bin statistical correlations in the ATLAS lepton + jet channel measurements [23] on the CT18NNLO PDFs
with epump. PDF uncertainties are obtained at the 90% CL.
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FIG.5. Impactonthe CT18 gluon PDF from 1d and 2d distributions at ATLAS [23] at 13 TeV with epump. Here m; + y;; indicates two
1d distributions added on top of the CT18 baseline, while m,;y; refers to the inclusion of a 2d distribution. The blue band represents the
CT18NNLO PDF uncertainty at 90% CL.

there is essentially no data, we conclude that there is no  In particular, we illustrate the results of multiple global
obvious preference between the 1d m; + y; combination, QCD analyses at NNLO using the 1d absolute differential
and the 2d d>6/dm,;dy; distribution. Ultimately, the impact ~ cross sections from the ATL13had, ATLI13lj, CMS13ll,
from 2d and other multiple differential distributions must ~ and CMS13lj measurements individually added on top
be assessed in the more general environment of a global  of the CT18 baseline. We analyze the impact of these
PDF fit and explored against that of 1d distributions and ~ high-precision measurements on the gluon PDF and other
their combinations. This will be analyzed in a future work. ~ relevant PDF combinations, and compare the results to
the CT18 fit.

The setup of the global fits is the default one used in the

CT18 study, where we use the same tolerance criterion to
INDIVIDUAL SINGLE DIFFERENTIAL estimate the post-CT18 PDF uncertainties, and the same

DISTRIBUTIONS AT THE LHC 13 TeV PDF parametrizations. The inclusion of these new 13 TeV

In this section, we extend the analysis of the 13 TeV ¢ 7 data that place constraints on the gluon at large x would
data to the global fit and extract post-CT18 PDFs at NNLO.  require a further analysis of PDF parametrizations and in

III. GLOBAL QCD ANALYSIS: IMPACT FROM
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TABLE IIL

Results of the NNLO global QCD analysis for all the 13 TeV measurements from ATLAS and CMS

included one at a time, and in a combined manner with statistical correlations when these are available. Included are
also the y?/ Ny values from epump. The analysis is performed by adopting different central-scale choices for the #7

13 TeV measurements.

ePump Global fit

Exp Observable Ny Hy Hy/2 H;/4 Hy/2 Hy/4
ATL13had mg 9 1.75 1.57 1.60 1.53 1.47
HY 11 1.98 1.77 1.59 1.50 1.74
Vi 12 1.28 1.15 0.94 1.05 1.07
Pry, 10 1.30 1.19 1.12 1.20 1.33
Pr 8 1.13 0.84 1.05 0.84 1.59
CMS1311 Mg 7 3.46 3.07 3.14 3.12 3.23
Vi 10 1.66 0.97 0.68 0.94 0.67
D1 6 3.60 3.70 3.68 3.56 3.05
v, 10 1.33 0.94 0.87 1.00 0.69
CMS13]j Mg 15 1.49 1.38 1.81 1.20 1.67
Vi 10 6.47 6.24 6.42 6.01 5.88

ATL13]j CMS bins
mg 7 2.40 1.17 0.68 0.83 0.66
Vi 10 0.91 0.69 0.62 0.74 0.75
D1 6 2.34 2.01 2.47 1.35 1.43
v, 10 1.30 1.07 1.10 1.16 0.68

ATLAS bins without statistical correlation (NSC)
mg 9 1.55 1.12 0.94 1.27 0.92
Vi 7 0.91 0.74 0.80 0.76 0.90
vB 9 1.40 1.27 1.53 0.85 0.93
Hfo 9 1.35 0.91 0.93 0.81 0.80
mg+yqi+y8+ H¥ 34 1.87 1.28 1.46 0.93 1.06
ATLAS bins with statistical correlations (WSC)

mg 9 1.68 1.35 0.98 1.29 0.96
Vi 7 0.88 0.75 0.92 0.75 0.92
vB 9 1.06 0.87 1.01 0.86 0.99
HY 9 1.40 0.85 0.85 0.86 0.86
mg+yq;+y8+ HY 34 3.10 1.61 1.32 1.59 1.32

particular the study of a more flexible parametrization for
the gluon PDF. This requires substantial effort and an
extended analysis using more flexible PDF parametriza-
tions will be presented in a forthcoming study.

The value of the top-quark mass is set to m§P°‘e> =

172.5 GeV, and the strong coupling constant at the
Z-boson mass is set to a,(M,) = 0.118.

To find optimal combinations of measurements that
allow us to include as much information as possible and,
at the same time, minimize tension between observables,
we first perform analyses including the 13 TeV 7 datasets
from every single channel one at a time, in individual global
fits. Distributions are included in a combined manner only
for the ATL131j measurements where bin-by-bin statistical

correlations are studied in advance in ePump preliminary
assessments.

In addition, we consider different choices for the central
scale in the 13 TeV ¢f theory predictions and investigate
their impact. The quality-of-fit in terms of y?/ Ny (as well
as the same values previously obtained with ePump), are
reported in Table III.

The results of individual global fits using the 13 TeV
ATLAS and CMS 7 measurements in the various channels
are discussed below.

A. Impact from the ATLAS lepton + jets channel

We start by analyzing the impact from the ATL13]j
measurements [23] using the two bin resolutions, i.e., the
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ATLAS and CMS binning, published by the ATLAS
collaboration and available on the HEPData repository [194].
ATLI3Ij resolved with CMS bins. The ATLAS measure-
ments resolved in terms of CMS bins share the bin size with
the CMSI13Il data that have equal IL [26]. Bin-by-bin
statistical correlations are not available for this specific
binning resolution. Looking at the individual y?/ Ny, values
in Table III, the 1d distributions that are better described by
the theory are m; and y;, while the description of the pr,
and y, distributions is more challenging due, in part, to the
fact that they refer to reconstructed hadronically decayed
top quarks. We note that both the m,; and y;; distributions
have y?/ Ny < 1 independently of the choice of the central
scale in their theory predictions. The y; spectrum appears
to be more stable when the central scale is varied, with
7%/ Ny ~0.75 in both cases. The description of the y,
distribution is largely affected by the central-scale choice.
The m; and y; distributions provide us with most of the
information and introduce the least tension when they are
independently added on top of the CT18 baseline.

In Fig. 6 we compare the individual impact on the large-x
gluon obtained using the two bin resolutions in a global fit
at NNLO. Error bands with different hatching represent
PDF uncertainties at 90% CL, and the central-scale choice
in the 13 TeV 7 theory predictions is set to Hy/4 (results
are very similar for H;/2). We observe that the constraints
placed by the m; and y; distributions resolved with the
CMSI131l bins have pulls in opposite directions above
x 2 0.3. In particular, the m,; distribution prefers a harder
gluon while the y;; one prefers a softer gluon as compared
to CT18. Overall, the impact on the gluon PDF error is
small. As reflected in Table III, both distributions exhibit
Ve /Ny <1 with small variations when the central-scale
choice in their theory prediction is varied.
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ATLI13lj resolved with ATLAS bins. The impact from
both the individual and cumulative (in terms of bin-by-bin
statistically combined) 1d ATL13]j distributions, resolved
with ATLAS bins, is analyzed together with the impact of
statistical correlations. The most relevant information is
obtained from the mg;, y;, HY, and yg distributions for
which bin-by-bin statistical correlations are available. Their
2%/ N,y values from the NNLO global fit in Table III is of
order 1 or less for all distributions, regardless of the central-
scale choice in their theory predictions, with some deterio-
ration when the four spectra are statistically combined and
fitted together. This is expected as statistical correlations
impose further constraints in the fit. Correlated systematic
uncertainties are given in terms of the nuisance parameter
representation.

By looking at the m;; and y;; distributions in Fig. 6, we
observe that the pulls on the gluon at large x are in the same
direction, i.e., both m; and y; prefer a harder gluon at
x 2 0.4 and distortions are more pronounced for m;.
However, these distortions are milder as compared to those
obtained from the same distributions resolved with the
CMSI131l bins. The behavior of the gluon at large-x
constrained by the inclusion of the y2 and HY distributions
in the fit, is very similar to that of the m; and y;
distributions, respectively, and it is not shown here. The
individual distribution impact on the PDF uncertainty is
negligible also in this case.

Impact of bin-by-bin statistical correlations in the global
fit. In Fig. 7 we illustrate the impact on the gluon PDF from
the my, y;7, HY, and y distributions of the ATL13]j data
added together on top of the CT18 baseline, and added
together including statistical correlations. The gluon PDF is
shown at a scale of Q0 = 100 GeV to emphasize the impact,
while error bands with different hatching represent PDF
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FIG. 6. ATLAS lepton + jet channel. Impact of the m; and y; distributions on the gluon PDF in a NNLO global fit. Distributions are
shown for two different binning resolutions labeled by “ATLASBin” and “CMSBin” respectively. Error bands with different hatching
represent PDF uncertainties at 90% CL. The central scale in their theory predictions is set to Hy/4.
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FIG. 7. PDF impact of statistical correlations in the ATLI3lj data. Impact of statistical correlations on the gluon PDF in a NNLO
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with (green) and without (red) bin-by-bin statistical correlations. The error bands with different hatching represent PDF uncertainties at
90% CL. The central-scale choice in the 13 TeV 7 theory predictions is set to Hy/4.

uncertainties at 90% CL. Also here, the central-scale choice
in the 13 TeV ¢ theory predictions is set to Hp/4.
Considerations are similar for the scale choice Hp/2.
The left panel in Fig. 7 shows that statistical correlations
have a negligible impact on the gluon PDF errors. In the
right panel, we show distortions in the gluon central value
at large x in fits with and without statistical correlations.
The impact of statistical correlations is very small and
mostly localized at x 2z 0.6 where there is weak or
essentially no constraint from data. In addition, we observe
that when the four distributions are added together, their
effect on the gluon central value is diluted in the fit, and the
quality-of-fit improves (y?/ Ny ~ 1.3 in Table III) when the
central scale is set to H;/4 as compared to Hy/2, in
presence of statistical correlations. Without statistical
correlations, a good description of the combined spectra
is obtained by using either the Hy/2 (x> /N ~ 0.93), or the
Hr/4 (x*/ Ny ~ 1.06) scale choice, with a mild improve-
ment in the H;/2 case.

As discussed in Sec. II D, the small impact of statistical
correlations from the ATL13]j data is confirmed by ePump.
However, the observed trend of pulls on the gluon from
ePump in Fig. 4 is in the opposite direction as compared to
the global fit in Fig. 7. This is plausible, because the statis-
tical procedure to update PDFs and their errors in ePump
poses more restrictions as compared to a global PDF fit. In
addition, y*/ N may differ depending on the treatment of
the errors (i.e., the “error type” option) in ePump (see for
instance the y/N, pt values in Tables I and III). In Table III,
the ePump y2/ Ny values are obtained by using the “error
type 17 option, where uncorrelated statistical and system-
atic errors are given, and correlated systematic errors
(with percent correlation to each data point) are also given.

The correlated systematic errors are treated multiplica-
tively, i.e., by multiplying the percentages by the original
best-fit theory predictions for each data point.

The interplay between the two bin resolutions in the
ATL13]j measurements is further discussed in Sec. IV
where optimal data combinations are selected. The two bin
resolutions differ in number of bins and bin size. We have
cross checked the theory predictions in both cases, with
independent calculations from MATRIX [61,62] and the
NNLO version of £astNLO tables [180], and we find
consistency. Overall, we find that the gluon impact of the
ATL13lj measurements in the global analysis is negligible.

B. Impact from the ATLAS all-hadronic channel

The impact on the gluon when the ATL.13had measure-
ments [24] are added on top of the CT18 baseline is
illustrated in Fig. 8. The most relevant information in the
global fit is obtained from the y;, mg, H?, Pry,»> and pr,,
distributions which we study here. The y;, m;, and HY
distributions produce visible impact on the large-x gluon at
x 2 0.5. Pulls are all in the same direction and there is a
preference for a softer gluon at large x, with a more
pronounced effect from H% at x > 0.5.

A milder impact is observed for y; and m; at x = 0.6.
The pr,, and py,, distributions produce an almost identical
behavior, with most of the impact located at x = 0.5. The
constraining power of these data in this kinematic region is
limited by large experimental uncertainties that affect these
distributions.

For all distributions, the impact on PDF uncertainties is
negligible. The »?/ Ny in Table III is of order 1 for the y;
distribution regardless of the central scale choice in the
theory predictions. Moreover, the m;; and H' ’T’ distributions
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are in general not well described, while the y° /Ny for
individual fits using pz,, and py,, depends on the central-
scale choice. As before, correlated systematic uncertainties
are given in terms of nuisance parameters. As for the
ATL13lj data, the overall individual impact of the
ATL13had measurements is negligible.

C. Impact from the CMS dilepton channel

In Fig. 9 we illustrate the individual PDF impact of the
CMS 131l measurements [26]. The subset from which we
gather the most relevant information to constrain the gluon
is obtained by considering the y;z mg; y,, and pr,
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distributions. As discussed in Sec. II B, the correlated
systematic uncertainties for these measurements are pub-
lished in terms of the covariance matrix representation.
Therefore, we perform conversion to nuisance parameters
as discussed in Appendix D.

From the )(Z/Np[ values in Table III, the m; and pr,
distributions do not produce a good fit, regardless of the
central-scale choice in their theory predictions. This is also
confirmed by the results from ePump. The y; and y, spectra
are the distributions for which we obtain the best descrip-
tion with y2/ Ny ~ 1 using the central-scale choice Hr/2,
and with y? /Ny = 0.7 with central-scale set to Hy/4. We
note in particular that the fit quality for the y, distribution
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global fit. Error bands with different hatching represent PDF uncertainties at 90% CL. The central-scale choice in the 13 TeV ¢7 theory

predictions is Hy /4.
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is similar to that observed in the NNPDF4.0 global
fit ()(Z/Npt =0.52).

The gluon central value with central-scale choice Hy/4
in Fig. 9 is affected by the CMS13ll data in the x = 0.25
region with a strong preference for a much softer large-x
gluon as compared to the ATL13]j and ATL13had data.
However, the impact on the gluon PDF uncertainty is very
modest and comparable to that of the ATL13]j data.

In general, the y, and y; distributions are expected to
show less sensitivity to radiative corrections and m,
variations [199]. The y?/ Ny description of these measure-
ments in the global fit from Table III is overall good for
ATL13had, CMSI13ll, and ATLI13]j, with a very mild
dependence on the scale choice for ATLI13had and
ATL13]j resolved with CMS bins. However, the con-
straining power of these datasets is modest due to larger
errors as compared to the CMS13]j [28] data which are
obtained with higher IL.

D. Impact from the CMS lepton + jets channel

The CMS collaboration released two sets of measure-
ments in the lepton + jets channel, obtained with 35.8 fb~!
of IL [27] and with 137 fb~! IL [28], respectively. We focus
on the 137 fb~! measurements as they extend the previous
ones [27] and their precision is significantly improved. In
addition, we observe that they place stronger constraints
on the gluon in the global analysis, due to their improved
systematic uncertainties which results in higher precision.
Bin-by-bin statistical correlations are not available for these
measurements.

We study the individual impact of the m; and y;
distributions, which provide us with the most relevant
information among the CMSI3lj measurements in the

global fit. In Fig. 10, we illustrate the impact from these
two measurements on the gluon PDF.

From the »?/ Ny values in Table III, we observe that the
v distribution cannot be well described in either the global
QCD analysis or with ePump, with ;(2/Npt ~ 6 or more,
regardless of the scale choice. This can be in part ascribed
to tensions with the jet production data and the ¢f pair
production data at 8 TeV previously included in the CT18
analysis. However, another cause of disagreement may be
related to the correlated systematic uncertainties associated
to these measurements. We observe that even by varying
the scale in the theory prediction, the y,; distribution seems
to have a preference for a too soft gluon as compared to
jet data. A thorough study of the fit quality of the y;
distribution would also require an investigation of amended
versions of the CT18 gluon parametrizations. This will be
presented in a forthcoming work. The m distribution
instead produces a better fit with a preference for a slightly
harder gluon in the 0.2 < x < 0.65 range as compared to
the y,; spectrum. Moreover, we note that the description
of m; improves when the scale in the theory prediction is
set to Hy/2.

We note that this dynamical scale choice is different from
the default H;/4 discussed in Ref. [199]. Throughout this
work, the criterion according to which the optimal central
scale for the theory prediction is chosen, is based on
improvements in the quality-of-fit.

In Fig. 10, we observe that these measurements have
stronger impact on the gluon uncertainty as compared to
those previously analyzed. This is mainly ascribed to a
better control of experimental uncertainties which in turn,
enhances the constraining power of these data. It would be
useful to examine the impact of bin-by-bin statistical
correlations, should they become available.
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IV. OPTIMAL COMBINATIONS OF 13 TeV TOP-
QUARK PAIR PRODUCTION MEASUREMENTS
IN THE GLOBAL ANALYSIS

The analysis of impact from individual 13 TeV #7
differential cross section measurements in various channels
at ATLAS and CMS, previously discussed in Sec. III,
allows us to select optimal combinations of measurements
from which we can extract maximum information to con-
strain the gluon PDF, and minimize tensions among data
in the extended baseline. The guiding principle for this
selection is essentially based on the quality of impact and
quality of description in the global fit, in terms of y>. That
is, we select those measurements that place effective
constraints and produce a good quality fit, and that do
not deteriorate the description of data in the preexisting
baseline.

Looking at the y*/N pt Values and central-scale choice for
the 13 TeV tf theory predictions in Table III, we observe
that the y,; distribution is well described (i.e., y*/ Ny~ 1)
in both the ATL13had and CMS13ll cases. We therefore
select the y;; distribution from these measurements.

We select the m;; distribution from the CMS13]j mea-
surements, because the y,;; one does not produce a good fit
o/ Ny > 5 regardless of the central-scale choice).

Because of the differences observed in the two bin
resolutions of the ATL13]j measurements, we consider two
separate cases: in one case we include the y,; distribution
with the CMS bin resolution, whose y? appears to be more
stable against central-scale changes in the theory prediction
as compared to m; (see Table III); in the other, we include
the mg, y;, y3, and HY, distributions added together without
statistical correlations as the latter produce negligible
impact on PDF uncertainties. In addition, this greatly
simplifies the global analysis.

Therefore, we identify two optimal combinations
which we refer to as CT18 +nTT1 and CT18 + nTT2,

respectively. The CT18 4+ nTT1 combination includes the
ATL13had-y;, CMS131l-y,;, CMS13lj-m;, and ATL13lj-
v;; distributions (resolved in terms of the CMS bins),
while the CT18 + nTT2 combination includes the same
distributions from the ATL13had, CMSI13ll, CMS13]j
measurements, and the y; + y8 + m; + HY combination
without statistical correlations from ATL13lj, resolved with
ATLAS bins.

A. Main results from the post-CT18 global analysis
with extended baseline

The results of the NNLO global analysis obtained with
the nTT1 and nTT2 combinations are summarized in
Table IV, and illustrated in Figs. 14 and 15 where we
show the gluon PDF ratio to CT18, and the R, = (s + 5)/
(it + d) ratio. g(x, Q) and Ry(x, Q) are selected as repre-
sentative cases as they show the most visible impact from
the inclusion of the new data in the global fit.

In Table IV we compare the y? /N, pt Values obtained from
the CT18 + nTT1 and CT18 + nTT2 to CT18. There, we
only report the CT18 datasets that exhibit a noticeable
change in y?/ Ny The remaining CT18 datasets have the
same y*/N, as in Tables I and II in Ref. [130].

The CT18 NNLO fit [130] has N, = 3681 and y* =
4293 with y?/Ngys = 1.16. In the CT18 + nTTl1 fit, the
total number of points is N, = 3728 and the resulting total
x? from the global fit is > = 4341 when the central scale of
the 13 TeV ¢ theory is set to Hy/2, while we obtain > =
4346 when the same scale is set to Hy/4. In the CT18 +
nTT2 fit, the total number of points is Ny = 3752, y* =
4366 for the central-scale choice Hy;/2, and y* = 4376
for Hy /4.

Comparing the y? values of the individual experiments
to those of CT18 in Table IV, we observe that the most
noticeable quality-of-fit deterioration happens for both
nTT1 and nTT2, regardless of the scale choice, in the case

TABLE IV. Data sets of the extended NNLO global QCD analysis including the optimal combinations CT18 4+ nTT1 and
CT18 4 nTT2. Here we directly compare the quality-of-fit found for CT18 4+ nTT1 and CT18 + nTT2 vs CT18 NNLO on the basis of
7%/ N, and scale choices { Hy/2, Hy/4} for the central theory predictions of the 7 data at 13 TeV. We only report the CT18 datasets for

which the y?/N,, exhibits a noticeable change.

ID# Experimental dataset

Ny CT18 nTT1 nTT2 nTT1 nTT2

110 CCFR F}

[200] 69 1.1 1.1 1.1 12 12

545 CMS 8 TeV 19.7 fb~!, single incl. jet cross section, R = 0.7, (extended in y) [201] 185 1.1 1.2 1.2 1.2 1.2

573 CMS 8 TeV 19.7 fb~, ff norm. double-diff. top p; and y cross section [22] 16 1.2 1.2 1.2 1.1 1.1
580 ATLAS 8 TeV 20.3 tb~!, # p;, and m,; abs. spectrum [19] 15 06 07 07 07 07
521 ATLAS 13 TeV 36.1 fb™!, ¢7 abs. y,; cross section all-hadronic [24] 12 --- 1.0 1.0 1.1 1.1
528 CMS 13 TeV 35.9 fb~!, #7 abs. y,; cross section dilepton ch. [26] 10 --- 08 0.8 0.5 0.7
532 ATLAS 13 TeV 36 fb~!, 7 abs. y,; cross section 1+ j ch. CMS-bin [23] 10 --- 0.7 0.8
587 ATLAS 13 TeV 36 fb™!, 7 abs. y,;,m,;,yﬁ,H? cross sections 1+ j ch. [23] 34 ... 1.0 1.1
581 CMS 13 TeV 137 tb~!, ¢7 abs. m,; cross section 1+ j ch. [28] 15 --- 1.1 1.1 1.6 1.7
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FIG. 11.

of the CMS 8 TeV single inclusive jet cross section [201]
measurements, and for the CMS13]j m; distribution when
the scale in the 13 TeV {7 theory is set to Hy/4.

In addition, a different PDF suppression preference over
a wide range of x for both nTT1 and nTT2 is observed
between the LHCb 8 TeV Z — ¢~ e™ forward rapidity cross
section [202] and the CMS13]j m,; distribution. The LHCb
8 TeV measurements have an impact on the strange PDF,
anti-quarks (e.g., i, d), and their errors at both small and
large x. In particular, the # and d PDFs are impacted in
the 10™* < x < 1072 range. This interplay as well as that
between the top-quark and the jet data can be further
understood in terms of the L, sensitivity [203], that is a
statistical tool to explore the pulls from individual mea-
surements on the best-fit PDFs, and to identify tensions
between competing datasets. It is important to point out that
the use of the L, sensitivity in this study follows a different
approach because it is used to study PDF suppression
preferences using PDFs that are obtained after a global fit.

To illustrate the different suppression-pattern preference
between the new ¢7 and jet production data, in Fig. 11 we
present the L, sensitivity plot for the gluon PDF in the
CT18 4+ nTT1 fit. The plot relative to the CT18 + nTT2
gluon is very similar and we omit it here. The 72 = def in
the inset label refers to the default tolerance criteria adopted
in the CT18 analysis. From the gluon suppression patterns
in Fig. 11, we observe for example that the CMS13lj-m ;
and the CMS13ll-y; data have opposite trend with respect
to the CMS 8 TeV inclusive jet production data in the
x > 0.3 range, where CMS131j-m;; and CMS1311-y,; prefer
a softer gluon. We note that a positive value of Ay? in the L,
sensitivity plot, cf. Fig. 11, indicates the preference of
decreasing the gluon PDF. Namely, a positive sensitivity
indicates a negative pull on the corresponding PDF (see
further discussion in Ref. [203]). Another different sup-
pression-pattern trend is observed for the ATLAS 7 TeV

0.5 0.7 1

L, sensitivity study for the gluon PDF: 7 and jet production in the CT18 + nTT1 fit.

inclusive jet data, which prefer a softer gluon in the
1073 < x £0.05 range as compared to CMS13lj-m,; and
CMS131l-y5.

In Figs. 12 and 13, we illustrate the L, sensitivity for
the CMSI13lj-m; distribution and the LHCb 8 TeV
2.0 fb~!' Z - e~e™ forward rapidity cross section mea-
surements in the CT18 + nTT1 global fit. As before, the
same figures for the CT18 +nTT2 global fit are very
similar and we do not show them here.

In Fig. 12, we observe that the m, distribution in
CMS13]j has a strong preference for a softer gluon in
the 0.1 < x < 0.7 range, as compared to the LHCb 8 TeV
Z — e~ e™ large rapidity data, which prefer a harder gluon
in the same range. In addition, we observe a different
suppression preference for the u, d, i, d, and s quarks
across the entire x range, where in particular we note a
higher preference for softer u#- and #-quark PDFs in the
small-x (107 < x <1072) range by the LHCb 8 TeV Z
rapidity measurements.

These different suppression preferences have an impact
on quark ratios, in particular on R,. The L, sensitivity for
the R, ratio is illustrated in Fig. 13 where uy, dy and other
PDF ratios are also shown.’

The increase in the y? values in Table IV and the different
suppression preferences discussed above are in part
reflected by an increase in the uncertainty of the R, ratio,
as compared to CT18. This is illustrated in Figs. 14 and 15.
A more flexible choice for the strange-quark parametriza-
tion allowing s # 5 in the global fit, such as CT18As or
CT18As_Lat NNLO analysis with lattice QCD constraints
[204], may in general be beneficial to the description of the
data. However, the different suppression preferences for the
u, d, it, and d quarks across the entire range of x also play

*In the CT18 analysis s = 3, therefore R, = 2s/ (it + d).
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FIG. 12. L, sensitivity study to explore the interplay between the
rapidity cross section measurements (right).
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FIG. 13. Same as in Fig. 12, but for different PDF ratios.

an important role in the determination of the uncertainty
associated to R;.

The R, uncertainty is shown in the right plot of Figs. 14
and 15 for CT18 + nTT1 and CT18 + nTT2, respectively.
We note that the uncertainty increase in the 0.3 < x < 0.8
region has a different shape in both the CT18 4+ nTT1 and

054027

CT18 4 nTT?2 fits for the two different scale choices Hy/2
and Hy/4. The left plots in Figs. 14 and 15 illustrate the
resulting changes in the gluon PDF and its uncertainty, as
well as (small) variations induced by selecting the two
central scales Hy/2, and Hy /4, in the 7 theory predictions
at 13 TeV. For both scale choices we obtain a reduction in
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FIG. 14. Impact of CT18 +nTTl on the global QCD analysis at NNLO. Left: gluon PDF ratio to CT18 NNLO. Right:
R,(x,0Q) = (s +5)/(it + d). Error bands with different hatching represent different choices for the central scale in the 13 TeV 7
theory predictions: Hy/4 (green), and Hy/2 (red). PDF uncertainties are evaluated at the 90% CL.
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FIG. 15. Same as in Fig. 14 but for CT18 + nTT2.

the gluon uncertainty in the 0.2 < x < 0.5 range and above ~ CT18 + nTT1 and CT18 + nTT2 global fits are noticeable
in the extrapolation region, and a much less pronounced  in Figs. 14 and 15 as compared to CTI18. These are
reduction in the 2 x 1073 < x <5 x 1072 range. discussed in more detail in Sec. IV B.

We observe a preference for a softer gluon as compared
to CT18 in the 107! < x < 0.6 region. This constraint is  B. Interplay between top-quark and jet production data
mainly driven by the m;; distribution from the CMS13l] Top-quark pair production and inclusive jet production
data, with an improved description when the central scale is at the LHC place complementary constraints on the gluon
set to Hy /2. A data vs theory comparison for the CMS13lj  and other PDFs as these two processes overlap in the
m;; and y; distributions, obtained with CT18nTT1 and  Q-x kinematic plane. It is therefore interesting to further
CT18 + nTT2 PDFs, respectively, is shown in Fig. 25 in  examine the interplay between top-quark pair and jet
Appendix B. production data in NNLO global analyses with the CT18 +

While the quality-of-fit of the two combinations CT18 4  nTTI1 and CT18 + nTT2 combinations. In particular, we
nTT1 and CT18 + nTT2 is essentially the same as that of  analyze the individual constrains placed on the gluon from
CT18 with y?/Ngos ~ 1.16, small differences between the  these processes separately.

054027-19



ALIM ABLAT et al.

PHYS. REV. D 109, 054027 (2024)

To this purpose, we perform three main fits in each of
which we study the impact of different central scales in the
13 TeV 1t theory predictions. These global fits are per-
formed by using the CT18 baseline as the starting point,
where we remove either the jet or the 8 TeV 7 data, or both,
and add the nTT1 combination with scale choice Hy/2 or
H /4. The same fits performed with the nTT2 combination
produce similar results.

The complementarity and tensions of jet and top data has
also been analyzed before for 8 TeV top-quark pair produc-
tion measurements in the context of the PDF4LHC21
studies [203,205,206] as well as in the recent PDF analyses
in Refs. [130,131,134,207].

Global fits without inclusive jet data. In a first global fit,
which we label CT18 mlet, PDFs are obtained from the
CT18 fit by removing the inclusive jet production data. To
explore the impact of the new 13 TeV 7 combinations we
consider two variants of this fit including the nTT1 datasets
and where the theory predictions for the latter are included
with different central scales. These fit variants are: (i) the
CT18 baseline without QCD jets and with nTT1 datasets,
with central scale Hy/2, labeled as CTI18mlet+
nTT1-H;/2; and (ii) the CT18 baseline without QCD jets
and with nTT1 datasets, with central scale Hy/4, labeled
as CT18mlJet + nTT1-Hy/4.

We focus our attention on the gluon which is the PDF
receiving most of the impact. The results for the gluon PDF
and its uncertainties resulting from these global analyses
are illustrated in Fig. 16 where they are compared to the
CT18 gluon at Q = 100 GeV.

Looking at the PDF ratio plot in Fig. 16 (left), we
observe that removing the QCD jet data from the CT18
baseline (CT18mlet) results in an increase of the PDF
uncertainty at large x in the 0.1 < x < 0.5 range where there
is a preference for a harder gluon with a bump in the 0.2 <
x £ 0.6 region. Upon inclusion of the nTT1 combination in
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the CT18 mJet+nTT1-H;/2 and CT18 mJet+nTT1-H;/4
global fits, we observe a softer gluon in the x = 0.1 range,
regardless of the central-scale choice.

Comparing the gluon error bands in Fig. 16 (right), we
note that uncertainties are only marginally reduced when
nTT1I is included, with a small increase in the 0.06 < x <
0.15 region for scale choice Hy/4. This is due to small
tensions with several datasets in the baseline, in particular
the DO run I19.7 fb~! electron charge asymmetry A, with
pri > 25 GeV measurements [208], and the structure
function measurements F5 [209] and F¢ [210] from the
BCDMS collaboration. From an L, sensitivity study, one
can see that the latter have a preference for a harder gluon
PDF at large x as compared to the nTT1 data, while the DO
run II electron charge asymmetry A, data are sensitive to
the u- and &i-quark PDFs with opposite trend as compared
to BCDMS F4.

Global fits without tt data. In a second global fit, labeled
as CT18mTop8, PDFs are obtained from the CT18 fit by
removing top-quark pair production data (at /S = 8 TeV
only in CT18). As before, we consider two fit variants to
assess the impact of the 13 TeV 7 data, where the nTT1
combination is included with scale choices Hy/2 and
Hy/4 in the theoretical predictions for the nTT1 data
subset. These fit variants are labeled as CT18mTop8 +
nTT1-H7/2 and CT18mTop8 + nTT1-Hy/4, respectively.
The results for the gluon PDF are shown in Fig. 17 where
we illustrate the impact. This is complementary to that
in Fig. 16.

We note that when the 8 TeV ¢f measurements are
removed from the CT18 baseline, the impact is negligible
on both the central value and uncertainty of the gluon.
When the nTT1 combination is included, there is a prefe-
rence for a softer gluon at large x in the 0.15 <x <0.9
region. However, the impact on the gluon uncertainty is
negligible, as shown in Fig. 17 (right), regardless of the

T T T T T T T T

M g(Z, Q = 100GeV) 90%CL
CT18

I CT18mJet

1.20 g7 CT18mJet+nTT1-Hy/2

CT18mJet+nTT1-Hr/

Error Bands

0.80

0.70 |-
P R

10751073 1072
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FIG. 16. Global fit without jet data vs CT18NNLO. Left: PDF ratio to CT18. Right: error bands comparison.
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FIG. 17. Global fit without #7 data vs CTISNNLO. Left: PDF ratio to CT18. Right: error bands comparison.

scale choice. Moreover, we observe that the central value of ~ reduction in the gluon central value in the 0.2 <x < 0.6
the gluon in the nTT1 fits is harder as compared to the  region [compare the red solid line in Fig. 16 (left) to that in
CT18mlJet +nTTI1-Hy/2 and CT18mlet +nTT1-H;/4  Fig. 18 (left)].
fits. This is due to the impact of inclusive jet production Looking at the PDF uncertainties in Fig. 18 (right), we
data which prefer a softer gluon PDF in the large-x region. note only a small increase in the 0.15 < x < 0.4 range as
Global fits without QCD jets and ttf production. Finally, compared to the CT18mlet fit, which reflects the small
in a third fit labeled as CT18 mlet&Top8, PDFs are  impact of the 8 TeV 7 data in the CT18 fit. When the nTT1
obtained by removing both the inclusive jet and ¢ data ~ combination is included, the gluon central value becomes
from the CT18 baseline. The results of this fit are then softer in the 0.2 <x < 0.6 range similar to that of the
compared to the fit variants obtained by including the n'TT1 CT18mJet + nTT1-H;/2 and CT18mlet + nTT1-H;/4
data subset with central scale choice Hy/2 for the nTT1 fits with a reduction of the uncertainty in the 0.2 <x <
theory predictions labeled as CTI18mlet& Top8+ 0.5 range as compared to the CT18mlJet&Top8 fit [see
nTT1-H;/2, and to that obtained with Hy;/4, labeled  Fig. 18 (right)].
as CT18mlet & Top8 + nTT1-H; /4. The conclusions we draw by comparing the results of the
The results are shown in Fig. 18 where we observe that  three main fits discussed above is that inclusive jet data
the general trend is similar to that in Fig. 16. However, we  place stronger constraints on the gluon as compared to top-
note that the 8 TeV f7 data lead to an approximately 8%  quark pair production. This is mainly ascribed to the much
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FIG. 18. Global fit without #7 and jet data vs CTISNNLO. Left: PDF ratio to CT18. Right: error bands comparison.
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TABLE V. Same as in Table IV, but for the CT18mTop, CT18mlJet, and CT18mlJet & Top8 global fits.

ID# Experimental dataset Ny CT18mTop nTTl nTT2 nTTI nTT2
110 CCFR F} [200] 69 1.1 1.1 1.1 12 1.2
545 CMS 8 TeV 19.7 fb~!, single incl. jet cross section, R = 0.7, [201] 185 1.1 1.2 1.2 1.2 1.2
(extended in y)
521 ATLAS 13 TeV 36.1 tb~!, #7 abs. y,; cross section all-hadronic [24] 12 1.0 1.0 1.1 1.1
528 CMS 13 TeV 35.9 fb~!, 17 abs. y,; cross section dilepton ch. [26] 10 08 09 05 0.6
532 ATLAS 13 TeV 36 fb™!, 7 abs. y;; cross section 14 j ch. CMS-bin [23] 10 0.7 0.7
587 ATLAS 13 TeV 36 fb~!, 17 abs. y;,mz, y2, HY cross sections 14+j ch.  [23] 34 e 1.0 -
581 CMS 13 TeV 137 tb~!, ¢ abs. m,; cross section 1+ j ch. [28] 15 1.1 1.2 1.6
CT18mlJet CT18mlJet
110 CCFR F} [200] 69 1.2 12 12 12 12
573 CMS 8 TeV 19.7 fb~, {7 norm. double-diff. top p; and y cross section [22] 16 1.2 1.2 1.2 1.2 1.1
580 ATLAS 8 TeV 20.3 fb~!, ¢ py, and my; abs. spectrum [19] 15 0.7 07 07 07 07
521 ATLAS 13 TeV 36.1 tb~!, £ abs. y,; cross section all-hadronic [24] 12 1.0 1.0 1.0 1.0
528 CMS 13 TeV 35.9 fb~!, #7 abs. y,; cross section dilepton ch. [26] 10 e 06 07 04 05
532 ATLAS 13 TeV 36 fb~!, 7 abs. y;; cross section 1+ j ch. cms-bin [23] 10 e 0.5 e 0.6
587 ATLAS 13 TeV 36 fb~!, 7 abs. y,;,m,;,yg,H’T? cross section 1+ j ch. [23] 34 0.9 1.1
581 CMS 13 TeV 137 tb~!, ¢ abs. m,; cross section 1+ j ch. [28] 15 0.9 1.0 1.3 1.5
CT18mlJet
CT18mlet & Top & Top
110 CCFR F} [200] 69 1.2 12 12 12 12
521 ATLAS 13 TeV 36.1 tb~!, #7 abs. y,; cross section all-hadronic [24] 12 1.0 1.0 1.0 1.0
528 CMS 13 TeV 35.9 fb~!, 17 abs. y,; cross section dilepton ch. [26] 10 0.5 07 03 0.5
532 ATLAS 13 TeV 36 fb™!, {7 abs. y;; cross section 1+ j ch. CMS-bin [23] 10 0.4 0.5
587 ATLAS 13 TeV 36 fb~!, 17 abs. y;;,mz, y%, HY cross section 1+ j ch. 23] 34 e 100 - 11
581 CMS 13 TeV 137 tb~!, ¢ abs. m,; cross section 1+ j ch. [28] 15 0.8 1.0 1.2 1.

larger number of data points in the inclusive jet measure-
ments which tend to dilute the impact from #7 production.

However, the impact from the 13 TeV 7 production data
results in a softer gluon at large x, similar to that of the LHC
jet data, but with a very different degree of suppression.
In fact, the phase-space suppression in the hard scattering
contributions for these two processes is different and
generates different shapes and suppression in Figs. 16 (left)
and 17 (left). Moreover, we note that most of the gluon
suppression at large x is driven by the CMS13]j data with
137 tb~! of IL.

In Table V we summarize the most noticeable changes in
the y?/N, values, as described in Table IV, but for the
CT18mTop, CT18mlet, and CT18mlet & Top8 global fits.
Overall, the description of the new 13 TeV (7 data improves
after removing the 8 TeV f7 and/or jet data from the CT18
baseline. In particular, one can consider the CTI18 +
nTT1-Hp/2 global fit where the y?/N, = 1.1 for the
CMS13lj-m; data. In the CT18mlet fit the )(Q/Npt dec-
reases to 0.9 and in CT18mlet & Top8 +nTTI-HT/2
it further reduces to 0.8. Similarly, for the CMS13ll-y;
data, one finds y*/N,, = 0.8 in the CT18 + ntt1-HT/2 fit
and this reduces to )(Z/Npt = 0.6 in the CT18mlet &
Top8 + ntt1-HT /2 fit. In addition, an L, sensitivity study

is shown in Sec. IV, where Fig. 11 displays the impact
on the gluon PDF from both 77 and jet production data as
well as the different suppression preferences among the
experiments.

Finally, we observe that all of the changes in shape and
magnitude in the gluon central value from the impact of the
new measurements are within the 90% uncertainty band
obtained from the CT18 NNLO fit.

Differences between the nTT1 and nTT2 data subsets. To
conclude this section, we wish to discuss differences
between the nTT1 and nTT2 data subsets and their inter-
play with the 8 TeV top-quark data in the CT18 baseline. To
facilitate this analysis and better emphasize the differences,
we study the impact of the nTT1 and nTT2 data subsets on
the gluon PDF uncertainty in the CT18mlJet global fit,
where inclusive jet data are removed. The results of this
study are illustrated in Fig. 19.

In Fig. 19 (left) we observe an increase in the gluon
uncertainty in the 0.06 < x < 0.15 region when the central
scale in the nTT1 theory predictions is set to Hy/4. The
same increase is not present for the nTT2 combination in
Fig. 19 (right). This is one of the main differences which
emerges in the nTT1 combination containing the y;
distribution from the ATL13]j measurements resolved in

054027-22



EXPLORING THE IMPACT OF HIGH-PRECISION TOP-QUARK ...

PHYS. REV. D 109, 054027 (2024)

1.20

g T — ,
6 = 1006y 5o T
//
Crtsmper L
1.15 R
[ CTtsmdet X1/
1.10 L 772 CT18mIet-+nTT1-Hy A0
. o
(.
B 46
0 AR
g 105 o
: " D
M 1.00 sl
. e eeee
5 e
& AR
5 0.95 SSe AR
5o S
- N O
0.90 ) " VINIII99990,
e X
I O
NI
0.85 o
) oo e
I X0
RO
0.80 sl vl 0] ] A IS W
107°107% 1072 107! 02 04 07 1
X
FIG. 19.

Right: CT18 without QCD jets, and with nTT2.

terms of CMS bins that uses Hy/4 as the central scale in the
nTT1 theory predictions. This tension disappears when the
Hy/2 central scale choice is used.

By looking at the y?/ Ny values in Table IV, we argue
that this mild tension is generated in part by the CMS 8 TeV
19.7 tb~! single inclusive jet cross section, whose y? /N
increases from 1.1 to 1.2 (regardless of scale choice); in
part by the ATLAS 8 TeV 20.3 fb~! top-quark p;, and m;;
absolute distributions, with a y?/ Ny increase from 0.6 to
0.7 (regardless of scale choice), and finally, by the ATL13lj
data in nTT2 with a y*/ N,y increase from 0.7 to 1.1 when
the central scale goes from H;/2 to Hy/4, and by the
CMS13]j data in nTT1 and nTT2 with a y?/ Ny increase
from 1.1 to 1.6/1.7 when the central scale is reduced to
H /4. As already pointed out in Sec. III D, this indicates a
preference for the Hy/2 scale choice in the 13 TeV 7
theory predictions in contrast to the suggested H;/4 scale
choice discussed in Ref. [199]. In our global fits, the
optimal central scale for the 13 TeV 7 theory predictions is
chosen according to the improvements it produces in the
quality-of-fit.

It is also interesting to look at the L, sensitivity plots for
the ATL13lj measurements in the full CT18 + nTT1 and
CT18 + nTT2 gloabl fits which we illustrate in Fig. 20.
There, in the left panel we show the ALT13]j y;; distribution
resolved in terms of CMS bins. In the right panel, we show
the y;; resolved with ATLAS bins, combined with the yg,
HY, and m; distributions without bin-by-bin statistical
correlations. As already argued in previous discussions, the
ATL13]j bin-by-bin statistical correlations have negligible
impact and can essentially be ignored. We note that the two
different treatments of the ATL13lj measurements lead to
different preferences for the gluon and strange PDFs in the
0.2 < x £ 0.7 range: the ATL13]j y,; distribution resolved
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Interplay between 13 TeV and 8 TeV top-quark data in a fit without QCD jets. Left: CT18 without QCD jets, and with nTT1.

with CMS bins prefers softer gluon and softer strange PDFs,
while the ATL13lj combination has opposite behavior.

ePump optimization. To further investigate differences in
the CT18 +nTT1 and CT18 + nTT2 combinations, it is
interesting to identify eigenvector (EV) directions that have
maximal PDF sensitivity. The ePump framework allows us
to identify a reduced set of error PDFs that contain the
majority of the PDF dependence of the observables under
consideration. The procedure is entirely based on the
Hessian method and is documented in Ref. [146]. The
new eigenvectors contain exactly the same information as
the original eigenvectors, but are optimized so that a
smaller set of error PDFs can be chosen for use with the
set of observables to any required PDF-sensitivity. In turn,
this allows us to assess and validate the data that place the
strongest constraints on PDF errors.

In Fig. 21, we illustrate the behavior of the optimized
eigenvector directions for the CT18 + nTT1 and CT18 +
nTT2 combinations, while fractional contributions to the
PDF error from the leading eigenvectors for each individual
dataset are reported in Tables VI and VII. With ePump, we
find six optimized PDF error sets for both CT18 4 nTT1
and CT18 4 nTT2.

In the case of the CT18 + nTT1 optimized directions, we
observe that the three leading eigenvectors approximately
account for 99% of the PDF error band. Among them, the
largest contribution is from CMS13]j mg, with fractional
uncertainty of approximately 31%. The second largest
contribution is from ATL13had y; with roughly 25%,
and the smallest contributions are from CMSI13Il y; and
ATL13lj y; resolved in terms of CMS bins, both with
fractional uncertainty of approximately 22%.

In the case of CT18 4+ nTT2, the data with the largest
contribution is the ATL13lj combination of m; y;, yg, and

55, which account for approximately 47% of fractional
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FIG. 20. L, sensitivity of the various PDFs for the ATL131j measurements in the CT18 4+ nTT1 (left) and CT18 + nTT2 (right) global
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uncertainty. This is due to the larger number of data points.
The second largest contribution is from CMS13lj m; with
approximately 21%, and ATL13had y; with 16%. The
smallest contribution is from CMS13Il y,;, with fractional
uncertainty of 13%.

These differences in the treatment of the ATLI13]j
measurements prompted us to identify the two optimal
combinations CT18 + nTT1 and CT18 + nTT2, but over-
all they have mild impact in the global fits we have
analyzed.

TABLE VI. Fractional contribution of leading eigenvectors (EV) from ePump optimization for each dataset in the
CT18 + nTT1 combination. The second column shows the sum of fractional contributions from individual datasets.

CTI18 +nTTI1 (nTTI-Ny = 47)

Leading EV No. Leading EV (%) ATL13had CMS1311 CMSI13]j ATL13]j

1 65.80 16.96 13.42 22.00 13.42

2 31.64 7.96 7.24 9.20 7.24

3 1.69 0.49 0.47 0.27 0.47

4 0.79 0.10 0.14 0.42 0.14

5 0.07 0.02 0.01 0.02 0.01
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TABLE VIL

Same as in Table VII, but for the CT18 + nTT2 combination.

CTI18 + nTT2 (nTT2-Ny = 71)

Leading EV No. Leading EV (%) ATL13had CMSI131 CMS13]j ATL13]j
1 68.43 10.53 8.64 15.53 33.73
2 28.92 591 4.99 5.24 12.77
3 1.52 0.36 0.33 0.12 0.71
4 1.00 0.08 0.12 0.22 0.58
5 0.11 0.02 0.01 0.01 0.07

V. CONCLUSIONS

We presented a comprehensive study of the impact of
recent high-precision LHC top-quark pair production mea-
surements at /S = 13 TeV of collision energy on PDFs of
the proton, in particular the gluon, in global analyses at
NNLO in QCD. This extensive analysis of post-CT18 PDFs
is relevant for the next release of CTEQ-TEA PDFs which
will be challenged by the inclusion of high-precision forth-
coming measurements at the LHC for a multitude of
standard candle processes like top-quark pair production.

Besides the PDF impact of the 13 TeV (7 differential
cross section measurements from ATLAS and CMS, we
studied their interplay with inclusive jet production mea-
surements in global PDF fits.

Due to differences in the binning resolution of the 7
13 TeV ATLAS lepton + jet data, we identified two optimal
combinations of measurements that maximize the informa-
tion to constrain the gluon, and minimize conflict with the
other datasets in the extended baseline.

Overall, the impact of these measurements in reducing
the uncertainty in the gluon PDF is found to be mild.
However, their role is important as they constrain the
behavior of the gluon PDF at large momentum fraction x in
a way that complements that of inclusive jet production
data. In fact, the 77 and inclusive jet production processes
overlap in the Q-x plane, but their matrix elements and
phase-space suppression are different, and constraints on
the gluon and other PDFs are placed at different values of x.

We analyzed the impact of bin-by-bin statistical corre-
lations whenever possible, as well as that of central-scale
variations in the theory prediction for the 13 TeV top-quark
data. The criterion according to which a particular scale is
chosen, is based on the improvements produced in the
quality-of-fit description (y> description) in the global
analysis. We observed that the up = pur = Hy/2 choice
of the central scale improves the description of the 13 TeV
lepton + jet data at CMS with 137 fb=! of integrated
luminosity. These are the most precise data included in
this work and place stronger constrains on PDFs as
compared to the other measurements. Future analyses
and extensions of this work will include measurements

from ATLAS with similar or higher integrated luminosity
as well as implications due to novel PDF parametrizations.

The global analyses performed in this work have been
challenged by the interpretation of the correlated systematic
uncertainties published by the ATLAS and CMS collabo-
rations. The default treatment of correlated systematic
errors in the CTEQ-framework is in terms of nuisance
parameters. The top-quark pair production measurements
from the CMS collaborations have been recently published
in terms of the covariance matrix representation. We
performed conversion between the covariance matrix and
nuisance parameter representation using a similar strategy
to that used in the CT18 study. This allowed us to obtain
identical y? values in both representations. However, this
conversion is not unique. Detailed information on both
the covariance and nuisance parameter representations for
experimental errors is critical to fully exploit constraints
from the data in global QCD analyses for PDF determi-
nations, and is critical to perform a simultaneous determi-
nation of m;, a,, and the PDFs as well as their correlations
in future analyses.
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APPENDIX A: DETAILS OF THE THEORETICAL
CALCULATIONS

In this section, we provide more details about the
calculation of the theory predictions used in this work.
We point out again that global QCD analyses to determine
PDFs of the proton necessitate fast, precise, and accurate
theory predictions to be confronted to the experimental data
in the minimization procedure to reduce the CPU turn-
around time. For this reason, frameworks like fastNLO
and APPLGrid for the generation of fast tables are
indispensable tools.

1. NNLO QCD prediction benchmarks

As discussed in Sec. IIC, two independent theory
calculations for the top-quark pair production differential
cross section at NNLO in QCD have been used in this
work. One is obtained with fast tables [180,181] based on
the STRIPPER [57,58] subtraction method, that are
produced at NNLO with fastNLO. The other one is
obtained by using NNLO/NLO K-factors, where fast tables
for the NLO cross section in the denominator are generated
with APPLGrid [179] using the MCFM [35,184] program,
while the NNLO cross section in the numerator is com-
puted with the MATRIX program [60-62], based on the
qr-subtraction method [182]. Currently, there are no fast
tables available for MATRIX.

Comparisons between these two calculations are shown
in Figs. 22 and 23, where the theory is compared to the m,
Vi, ¥, and pr, distributions measured at CMS at 13 TeV in
the dilepton channel [26], and to the m, y4, pr,,, and H ¥
distributions measured at ATLAS at 13 TeV in the all-
hadronic channel [24], respectively.

For this case study, we use CT18 NNLO PDFs [130], the
central scale is set to yup = ur = Hy/4, and the top-quark

mass is mEpOle) = 172.5 GeV. These are our default para-
meters. In general, we find agreement between the two
calculations within 1% accuracy, which is sufficient for all
of the analyses in this work.

In the upper insets of each panel of Fig. 22, theory
predictions obtained with fastNLO at LO, NLO, and
NNLO perturbative orders for the absolute differential
distributions are compared to the CMS measurements.
Statistical and systematical uncertainties are shown sepa-
rately using error bars with different colors. In the lower
insets, we show NNLO/NLO K-factors for the two calcu-
lations. We note that for the y,, y; and p7, distributions the
overall NNLO correction is about 7%, except for the m,;
where the K-factor has larger variation ranging from 5%
to 12%. We observe agreement between MATRIX and
fastNLO at the percent level for all distributions, though
they agree better in the y; than in m distributions.

In the upper insets of each panel in Fig. 23, the theory
predictions that are compared to the ATLAS measurements
are obtained with MATRIX using default parameters.
Statistical and systematical uncertainties are displayed as
in Fig. 22. In the lower insets, we show the MATRIX NNLO/
NLO K-factor as well as the ratio between the AppGrid
theory prediction from MCFM and MATRIX both computed at
NLO. These NLO calculations agree within 1% accuracy. In
addition, we note that the leading transverse momentum py ;,

and HY distributions are affected by large QCD perturbative
corrections as their K-factors produce large variations.

2. NLO electroweak corrections

We explore the impact of the electroweak (EW) correc-
tions on the ¢f differential distributions at 13 TeV and
discuss their impact in our global PDF analyses.

EW corrections are computed as K-factors using the
multiplicative scheme as described in Ref. [113], which are
available in the repository [181]. These EW corrections
include contributions of order O(a2a) as well as sub-
leading ones, of order O(a,a?) and O(a?). Meanwhile, EW
corrections are also incorporated in MadGraph5_aMC@NLO
[111,211] which performs differential cross section calcu-
lations in an automated fashion, up to NLO in both
couplings. Recently, MadGraph5_aMC@NLO has been inter-
faced with the PineAPPL library [114] to obtain fast inter-
polation grids which include EW corrections up to O(a2a).
In addition, EW corrections for top-quark pair production
at hadron colliders are also included in McFm [115].

In Fig. 24, we illustrate EW corrections from Czakon
et al. [113,181], pineAPPL [111,114], and MCEM [115]
which are defined as multiplicative K-factors Kgw =
QCD x EW/QCD. The 13 TeV tf theory predictions for
the differential distributions are calculated using the
CT18NNLO PDFs, and use the same bins shared by the
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FIG. 22. Theoretical predictions for the m, y;, y;, and p7, distributions compared to the 13 TeV CMS measurements in the dilepton
channel [26]. The CT18 NNLO PDFs [130], scale choice uy = puz = Hy/4, and pole mass m'P® = 172.5 GeV are selected here as

default parameters.

ATLAS distributions in the lepton + jets [23] channel and
the CMS distributions in the dilepton channel [26].

While the two calculations produce almost identical
shapes in the various distributions, differences within 1%
or smaller are found, mainly driven by the subleading EW
corrections. In addition, we observe that the rapidity
distributions y, and y,; appear to be more stable against
EW corrections as compared to m,; and py,, with most of
the impact affecting bins at large rapidity.

EW corrections calculated using multiplicative EW
K-factors are explored in our global PDF analyses. We
essentially observe no sizable impact on either the central-
value PDFs or their uncertainties. The impact of EW
corrections in our PDF analyses is negligible given the
current size of the experimental errors and other theoretical
uncertainties affecting the calculation in the global fit.

APPENDIX B: CMSIj13 m; AND y; WITH
CT18+nTT1 AND CT18+nTT2 PDFs

In this section, we illustrate a data vs theory comparison
for the m; and y,; distributions at CMS 13 TeV in the
lepton + jet channel (CMS13]j) which we show in Fig. 25.
Here, the theory predictions are obtained with the CT18,
CT18 + nTT1 and CT18 + nTT2 PDFs after the global fit.
In both cases we observe a mild improvement when using
the updated PDFs, as compared to Fig. 1 As discussed in
this work, cf. Table IV, the 32/ Ny, for the my; distribution
in the CT18 +nTT1 and CT18 + nTT?2 fits goes from 1.4
down to 1.1 for the scale chosen to be H /2. This is mostly
due to an improvement in bin 8, 10, 12, and 13. However,
the theory for both distributions continues to overestimate
the data in the higher bins. As discussed in the main text,
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FIG. 23.  Theoretical predictions for the mg, yz, pr,,, and H 32 distributions compared to the 13 TeV ATLAS measurements in the all-
hadronic channel [24]. Here, default parameters are used as in Fig. 22.

the y; distribution cannot produce a good fit and therefore
is not included in this analysis.

APPENDIX C: ¢Pump VS GLOBAL FIT: GLUON
PDF FROM THE CT18 + CMSIj13-y;
BASELINE FIT

As pointed out in the original papers [146,147], the ePump
profiling method may not be reliable when the updated
central PDF deviates significantly from the baseline. In this
work, we have only used ePump as an auxiliary tool for the
selection of the optimal combinations of the datasets to be
analyzed via global fits. Therefore, in this work we do not
report the full updated results of ePump as compared to a true
global fit. The global fit is the main result of our PDF global
analysis. With that said, we have checked that the ePump

updated results agree well with the global fit for the optimal
combinations of the datasets.

As shown in Table III, the CT18 + CMSIj13-y,; data
cannot be fit well either by ePump-updating or a global fit,
which yields a large value of y? /Ny for describing the
CMSIj13-y; data. Hence, the CMSIj13-y; dataset is not
included in the optimal combinations nTT1 and nTT2, as
introduced in the main text. Here, we update the CT18
PDFs by including this data to the original CT18 dataset, as
an example, to compare the post-CT18 gluon PDF obtained
from ePump-updating to that from a global fit. In Fig. 26,
we show the impact of the CMSIj13-y; measurements
on both the central value and error band, and we also show
the nominal CT18 results. The ePump result for the gluon
central value in Fig. 26 (left) is very close to the result from
the global fit and the same is true for the error band in
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Fig. 26 (right). Namely, even for this dataset, with its

7%/ Ny value much larger than 1 the ePump update is still
found to be in good agreement with the result from a global
fit. A similar (or better) level of agreement is found for the
other datasets in the new nTT1 and nTT2 combinations.
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FIG. 26. Post-CT18 gluon PDF and its uncertainty in the CT18 + CMS13lj-y; fit. Bands with different hatching represent the ePump
update(red), and global fit results(green). The blue band is CT18 at 90% CL.

residuals (which will be defined later) with the correspond-
ing nuisance parameters. Under the assumption that both
these quantities are distributed according to their normal
distribution, which we refer to as A/ (0, 1), this can be used
to test the goodness-of-fit (see Refs. [212] and references
therein for more details). The experimental collaborations
at the LHC often present experimental uncertainties using
the covariance matrix representation (see the discussion in
Sec. II B). Therefore, to examine the normal distribution of
shifted residuals a conversion to the nuisance parameters
representation is required. This conversion is generally not
unique, especially when the statistical and uncorrelated
systematical errors are not fully specified, and when
correlated systematic uncertainties and their sources are
not explicitly known. In this case, a question arises about
finding the optimal strategy to factor the covariance matrix
and perform the conversion to nuisance parameters, and
select the optimal number N, of correlated sources that
captures most of the features of the true correlated sources
of uncertainty and does not introduce artificial fluctuations
in the y? calculation (see the discussion in Ref. [213]).

In this work, when the information on the experimental
uncertainties is not fully provided with the measurements
used in our analysis (e.g., the CMS131l, CMS13]lj mea-
surements), we express the covariance matrix in terms of
nuisance parameters representation by using a version the
X 4+ K decomposition, which is an iterative procedure
introduced in the CT18 study [130] to obtain the nuisance
parameter representation from the covariance matrix.
This allows us to numerically match the y? in the two
representations and obtain identical values. An extended
discussion of this problem, in which we consider alter-
native methods of performing the conversion from the
covariance matrix to the nuisance parameter represen-
tation, and study the problem of finding an optimal
representation for the independent experimental errors that
limits artificial fluctuations in the calculation of the y?
function, will be addressed in a separate work. Independent
discussions on the treatment of the experimental uncer-
tainty correlations in global PDF analyses can also be found
in Refs. [212,213].
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