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SOFTWARE SUPPLY CHAIN SECURITY

a continuous improvement cycle. By investigating and 
improving their usability, researchers can increase the 
likelihood that stakeholders will utilize these tools and 
ultimately establish a common understanding toward a 
more secure software ecosystem.

Open Source Versus Closed  
Source Conflicts
Large companies sometimes adapt open/libre source 
software (OSS) projects and may have internal changes 
to them that they maintain, update, develop, and never 
contribute back into the OSS space.14 This may also be 
true for dealing with vulnerabilities, and it incurs costs 
for companies as well as the OSS ecosystem where the 
software originated.

However, there are legitimate reasons for forking and 
maintaining in a closed environment: oftentimes, the 
OSS community may not want to develop in the direc-
tion that a large company requires (e.g., Google, Bor-
ingSSL). A company may look at its plate first instead of 
the whole upstream bowl.

There are tradeoffs because of the work required 
for maintaining each internal fork a company may keep 
internally—each one has to be kept up to date with 
security patches, inventoried, and kept on watch for 
vulnerabilities and plain errors being fixed upstream. 
While having an internal cache of external dependen-
cies brings benefits like keeping each dependency 
available even facing upstream disaster, they are cer-
tainly not for free and tend to break if left without care. 
That care may even be a full internal fork with in-house 
patches, but they too need to be maintained, making 
midterm costs skyrocket. Costs to interact with OSS—
one-time setup, repetitiveness—may be different for 
each project.

A deeper understanding of better cooperation 
possibilities may be more economical, provide more 
prompt reaction to security incidents, and be in 
the best interest of all parties overall. Centering the 
needs, challenges, and decisions of stakeholders in 
human factors research can help improve cooperation 
in this space.

“One Guy in Kansas”
Some OSS is so ubiquitous in the development and 
operation of IT systems that its existence is hardly 
noticed. Its absence, or even just unfixed bugs, could 
wreak large costs and other damages for big organiza-
tions. Surprisingly, some of that software was developed 
or is maintained by very few developers, colloquially 
known as “that one guy in Kansas.” This is specifically 
true for many open source projects, which are often 
done by default as hobbies, not contributing signifi-
cantly to the income of their main developers. 

R esearch into how to better support these small proj-
ects may have a significant impact on the security 

of the SSC. In conclusion, we need to consider human 
factors to secure the SSC, dependencies, and build 
systems. Recent attacks have demonstrated that devel-
opers are working on every link in the chain, making 
approaches that consider the human factor an impor-
tant step for effective SSC security. 
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