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Abstract—Radio dynamic zones (RDZs) are geographi-
cal areas within which dedicated spectrum resources are
monitored and controlled to enable the development and
testing of new spectrum technologies. Real-time spectrum
awareness within an RDZ is critical for preventing interfer-
ence with nearby incumbent users of the spectrum. In this
article, we consider a 3-D RDZ scenario and propose to
use unmanned aerial vehicles (UAVs) equipped with spec-
trum sensors to create and maintain a 3-D radio map of
received signal power from different sources within the RDZ.
In particular, we introduce a 3-D Kriging interpolation tech-
nique that uses realistic 3-D correlation models of the signal
power extracted from extensive measurements carried out
at the NSF Aerial Experimentation and Research Platform
for Advanced Wireless (AERPAW) platform. Using C-band
signal measurements by a UAV at altitudes between 30 and
110 m, we first develop realistic propagation models on air-
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to-ground path loss, shadowing, spatial correlation, and semi-variogram, while taking into account the knowledge of
antenna radiation patterns and ground reflection. Subsequently, we generate a 3-D radio map of a signal source within
the RDZ using the Kriging interpolation and evaluate its sensitivity to the number of measurements used and their spatial
distribution. Our results show that the proposed 3-D Kriging interpolation technique provides significantly better radio
maps when compared with an approach that assumes perfect knowledge of path loss. Specifically, the root-mean-square
error (RMSE) of the signal power prediction achieved by our proposed 3-D Kriging method is notably lower compared to
that of the perfect path loss-based prediction, especially when the height difference between measured and the target
locations is less than 20 m.

Index Terms— 3-D spectrum awareness, Aerial Experimentation and Research Platform for Advanced Wireless (AER-
PAW), antenna radiation pattern, I/Q samples, Kriging interpolation, long-term evolution (LTE), propagation modeling,
radio dynamic zones (RDZ), reference signal received power (RSRP), Universal Software Radio Peripheral (USRP),

unmanned aerial vehicle (UAV).

|. INTRODUCTION
S THE demand for advanced wireless communication

services continues to grow, efficient use of spectrum
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resources is becoming increasingly vital for future wire-
less technologies. Therefore, the development, testing, and
evaluation of effective mechanisms to improve spectrum effi-
ciency and sharing have become imperative. Although there is
a considerable body of literature that examines and analyzes
spectrum sharing using theoretical models and simulations,
there is a clear need to assess these approaches in real-world
deployment scenarios, taking into account realistic propagation
conditions.

In this particular context, the concept of radio dynamic
zones (RDZs) emerges as a new concept [2], [3], [4], where
geographical areas with dedicated spectrum resources are
managed and controlled in real-time to test new wireless tech-
nologies. This management is achieved through the sensing
of signals entering and leaving the zone [5]. RDZs serve
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as testing grounds for novel spectrum sharing concepts and
emerging technologies aimed at improving spectrum effi-
ciency. In RDZs, it becomes crucial to ensure minimal or no
interference to nearby incumbent users of the spectrum. Such
receivers may include terrestrial receivers as well as aerial
receivers, e.g., for coexistence with unmanned aerial vehicles
(UAVs) and satellites. The use of radio environment maps
(REMs) [6] presents an effective approach for constructing
dynamic interference maps within an RDZ, which can be gen-
erated for each location and frequency of interest. REMSs can
be generated by collecting signal power data from deployed
sensors and incorporating their corresponding location infor-
mation [7]. However, it is often impractical to position sensors
throughout the entire RDZ area. Instead, signal power at
unknown locations can be predicted using signal processing
techniques like Kriging [8], based on measurements from
nearby sparsely deployed sensors and exploiting the spatial
correlation of the signal.

In the existing literature, several studies have focused on
modeling the spatial correlation of shadowing in received
signals [9], [10], with experimental measurements provided
in [11] and [12]. The application of Kriging for generating
radio maps of signal power has been validated using both
simulated and real datasets [13]. The potential of Kriging for
spectrum monitoring and interference management has been
explored in [14], while [15] extends Kriging interpolation
to spectrum interpolation and analyzes it using measurement
datasets. Spectrum occupancy monitoring of a 3-D volume
area by using a UAV combined with path planning has been
investigated in [16]. For ground-to-UAV communications in
suburban environments, path loss and shadowing have been
modeled based on measurement datasets [17], [18]. Addition-
ally, the spatial correlation along the linear trajectory of a UAV
has been investigated [19]. In our recent works, we introduce
the RDZ concept and discuss its features and requirements [3].
Furthermore, we propose an out-of-zone signal leakage sens-
ing algorithm using Kriging in the 2-D plane of the RDZ [20].
Notably, to the best of our knowledge, the literature does not
address the use of Kriging to obtain a 3-D aerial radio map
based on measurements obtained from UAVs.

In this article, we propose to develop and use a 3-D radio
map to effectively sense signal leakage from an RDZ to
the receivers outside of the RDZ. We employ a UAV as a
mobile aerial sensor, collecting signal power measurements
from distinct receivers within the RDZ. The 3-D interpolation
of the collected signal power is performed using the Kriging
technique. The proposed method is thoroughly analyzed and
validated through a measurement campaign. The main contri-
butions of this article can be summarized as follows.

1) Modeling 3-D radio propagation: Considering a 3-D
spectrum sensing scenario, we develop and analyze a
path loss model that accounts for spatially correlated
shadowing, two-ray wireless propagation, and measured
antenna radiation patterns to accurately model 3-D radio
propagation. We integrate 3-D antenna measurements
obtained in an anechoic chamber and study improve-
ments in model accuracy when compared to using dipole
and omnidirectional antenna patterns.

2) Comparison with measurement data: We evaluate and
compare the accuracy of our proposed 3-D propaga-
tion models with the measurement data collected using
software-defined radios (SDRs) at various UAV alti-
tudes. This analysis provides valuable insights into the
performance and reliability of the proposed approach.
We show through simulations using real measurement
datasets that the root-mean-square error (RMSE) of the
signal power prediction achieved by our proposed 3-D
Kriging method is notably lower compared to that of
the perfect path loss-based prediction, especially when
the height difference between measured and the target
locations is less than 20 m.

The rest of this article is organized as follows. In Section II,
we present the system model for 3-D spectrum sens-
ing, radio propagation, and spatial correlation in an RDZ,
while in Section III, we introduce the Kriging-based sig-
nal interpolation method for generating a 3-D radio map.
In Section IV, we describe the details of our measurement
campaigns for obtaining I/Q signal samples at a UAV from a
long-term evolution (LTE)-based signal source on the ground,
and our measurements in an anechoic chamber for character-
izing the antenna radiation patterns. In Section V, we analyze
the effectiveness of the proposed 3-D path-loss models in
predicting the received signal power at different UAV altitudes
and locations. We present numerical results on Kriging-based
3-D radio map interpolation in Section VI and the last section
concludes this article.

I[l. SYSTEM MODEL
In this section, we present the models utilized for spectrum
sensing within an RDZ. Specifically, we consider a scenario
where an aerial spectrum sensor captures received signals
from a base station (BS). Radio propagation, correlation, and
antenna radiation pattern models are also presented.

A. 3-D Spectrum Sensing With an Aerial Mobile Sensor
An RDZ should protect incumbent users outside of the zone
by controlling and managing interference signals radiating
from inside the zone. The incumbent users may include smart
devices and aerial vehicles, as well as sensitive scientific
passive receivers such as satellites and ground-based radio
astronomy receivers in radio quiet zones (RQZs) [21]. Our
envisioned RDZ concept is illustrated in Fig. 1. The real-time
spectrum sensing within the boundary of the RDZs is con-
ducted by deployed fixed/mobile ground and aerial sensor
nodes, which is an essential technique to manage dynamic
spectrum usage. The UAV moves across the RDZ space along
a multialtitude trajectory, capturing signal data throughout.
This article primarily focuses on the study of real-time
signal sensing in the volume of space to monitor the signal
leakage from RDZs. Mobile aerial nodes, in the form of
UAVs, collect signal power data as they follow predefined
trajectories. Subsequently, the RDZ system leverages the col-
lected dataset from the aerial nodes to generate a radio map
depicting the signal power surrounding the RDZ space. The
interpolation of this dataset facilitates the construction of a
comprehensive representation of signal power distribution.

Authorized licensed use limited to: Northeastern University. Downloaded on June 26,2024 at 15:58:17 UTC from IEEE Xplore. Restrictions apply.



9046

IEEE SENSORS JOURNAL, VOL. 24, NO. 6, 15 MARCH 2024

x*
v

Radio Dynamic Zone
incumbent T : h
users

. aerial sensor

@ Q@
incumbent
users

Fig. 1. lllustration of an RDZ with aerial and ground sensors and users.

In particular, we investigate a single BS and a single aerial
sensor scenario by using an experimental dataset collected
by a UAV. The significance of using UAVs for obtaining
3-D spectrum measurements is noteworthy since any spectrum
measurements collected exclusively from the ground will not
be able to characterize spectrum occupancy at higher altitudes
due to complex propagation conditions in 3-D space.

B. Radio Propagation Model
The location of a BS and a UAV can be represented by

le — (wbs’ wbs’ hbS)’ luaV(t) — (I/,uav, a)uav, huaV) (1)

where ¥, w, and h denote the latitude, longitude, and altitude
of the location. Although the location can be generally rep-
resented by x, ), z in 3-D Cartesian coordinates, we express
it by latitude, longitude, and altitude to use the information
given by GPS sensors. The time-varying location of a UAV
is given by 1'#V(¢). The horizontal distance and the vertical
distance between a BS and a UAV can be expressed as [22]

dn (1%, 1'%) = arccos (sin YU sin 2 + cos Y cos ¢
x cos(w® — w“aV)) xA Q)
dv(lbs, luaV) — |hbS _ huavl (3)

where A is the radius of the earth (/6378 137 m). Then, the
3-D distance between a BS and a UAV is given by

da—p (7%, 1) = v/ (%%, 19)2 4 dy (I, 192 (4)
Next, the elevation angle between a BS and a UAV is
6 = tan”" (dv/dn). (5)

To develop a propagation model, we make use of a
first-order approximation and consider the rural environment
in which we collect measurements. In this scenario, we employ
the two-ray ground reflection model to represent the path loss
between a BS and a UAV. This model accounts for a line-of-
sight (LoS) path as well as a strong ground reflection path,
both contributing to the received signal as the two dominant
paths in an open area such as a rural environment. The path

Fig. 2. lllustration of the two-ray ground reflection model.

loss characterized by the two-ray ground reflection model can
be expressed as follows [23, Ch. 2]:

P Ltwm (le , luav)

_ (1)2 V/Gs (@1, ) Guav (1, 01)

4 d3_p

LoS signal

N T(0:)v/Gos(@r, 6r)Guay (@7, 6,)e 72T
ry+nr

(6

ground reflected signal

where Gps (¢, 0), Guay (¢, 0), A, and ¢ denote the antenna gain
of a BS, antenna gain of a UAV, wavelength, and azimuth
angle, respectively, 6, = tan~!((hP 4+ h'®)/dy) represents
ground reflection angle, and At = (27 (r; +r, — d3—p))/A)
indicates the phase difference between two paths. The distance
and the angle parameters in the two-ray ground reflection
model are illustrated in Fig. 2. The ground reflection coef-
ficient with the vertically polarized signal is given by

g0 sin b, — /g9 — cos2 6,
g0 Sin 6, + /g9 — cos2 6,

where g is the relative permittivity of the ground and the value
depends on the type of the ground. Two signal components
in (6) are received and combined with a phase difference. If we
only consider the first LoS term in the path loss, we can obtain
the free-space path loss model, given as

Pl = (i)z Gbs(el)Guav(el)
4

d3-p
Using (6), the received signal power of a UAV in dB scale
can be expressed as

r=Pr—PLYY +w ©)

INCHES @)

2

®

where P14 and w denote transmit power and shadowing com-
ponent, respectively. The path loss term in (9) is converted to
dB scale. The shadowing term generally follows a lognormal
distribution and is modeled by a zero-mean Gaussian process
with a spatial covariance [9]. The correlation between received
signals at two different locations is generally characterized by
the function of the distance between those locations. We do
not take into account small-scale fading in the received signal
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since we assume that the effect is eliminated by averaging the ~ RSRP | poyp loss | ©OmRonent | spatial | "™ ET | Kkriging

samples within the proper time interval [11]. modeling correlation interpolation

C. Spatial Correlation Model of Received Signal

In this section, we focus on describing the correlation
function between the received signals at different locations
of a UAV. Since the spatial correlation primarily depends on
the shadowing component (w) in the received signal in (9),
we can capture the correlation between received signals (r)
using the correlation between the shadowing components
without loss of generality. It is well-known that the corre-
lation between two different locations is characterized by a
function of their physical distance. Typically, this correlation
exponentially attenuates as the physical distance between the
locations increases [11]. However, most existing works in
the literature primarily focus on terrestrial networks and do
not fully consider 3-D topologies. Due to this limitation, the
spatial correlation between two locations with different vertical
positions (heights) has not been extensively studied to our best
knowledge. Considering the unique characteristics of UAV-
based scenarios, where altitude plays a crucial role, it becomes
essential to investigate and understand the spatial correlation
between locations at different vertical positions.

We first model the spatial correlation as a function of the
vertical distance (dy) and the horizontal distance (d}). Then,
we define the correlation function between 3-D locations as a
function of both the vertical distance and the horizontal dis-
tance. The spatial correlation between two different locations
of a UAV, i.e., between [!* and l;av, can be expressed as

E [u) (l;‘a") w (l.‘;av)]

R(I™, l;aV) = R(dy, dp) = (10)

o
where 03} is the variance of shadowing. Once again, the pro-
posed correlation is the function of both the vertical distance

and the horizontal distance.

D. Antenna Radiation Model

The antenna gain effect of a transmitter and a receiver in
the received signal is captured in the path loss model in (6),
using Gps(¢, 0) and Gyay (¢, 0). In typical terrestrial commu-
nications, the antenna gain is simply modeled by a constant
gain. This is due to the fact that a dipole antenna is usually
characterized as an omnidirectional antenna radiation pattern
in the azimuth angle domain, or sectored directional antennas
make the antenna pattern mostly uniform in the azimuth
angle domain. However, air-to-ground communications require
considering the variation of the antenna gain in the elevation
angle domain, which is typically far from being uniform.
Therefore, we should consider the elevation angle-dependent
radiation pattern in modeling the antenna gain.

It is worthwhile to note that modeling of the 3-D antenna
radiation pattern and the spatial correlation in the 3-D air-
to-ground channel is necessary to design the Kriging-based
3-D radio map interpolation. Specifically, the received signal
power of a UAV consists of the transmit power, the path
loss, and the shadowing component in (9). To extract the

Gbs(zpﬂIGuav(wﬁ)
3D antenna
radiation patterns

Fig. 3. Block diagram of a procedure to apply Kriging interpolation from
the measured RSRP.

shadowing component from the received signal and calculate
the spatial correlation in (10), we need to know the path loss
term considering the 3-D antenna radiation pattern. In the end,
the semi-variogram is obtained using the spatial correlation,
which is subsequently used in the Kriging interpolation. The
detailed approach to obtaining the semi-variogram from the
spatial correlation and utilizing it in Kriging interpolation is
described in Section III below.

[1I. 3-D RADIO MAP INTERPOLATION USING KRIGING

In this section, we introduce an efficient radio map inter-
polation technique using Kriging [14]. This method utilizes
measurement data obtained from sparsely deployed spectrum
sensors within an RDZ, and allows us to estimate signal values
at unsampled locations based on the available measurements.
We first introduce how to calculate a semi-variogram, and sub-
sequently, introduce our Kriging-based interpolation approach
for 3-D RDZ scenarios. Different than the existing Kriging
techniques in the literature, we consider the 3-D geometry in
spatial correlation with a portable aerial sensor, which enables
us to interpolate the radio map in a 3-D volume.

As seen in Fig. 3, to implement Kriging interpolation,
we need to calculate the path loss and the spatial correlation.
We will study how to apply the proposed Kriging-based 3-D
interpolation in Section III, and we describe our measurement
campaign to collect the real dataset in Section IV, and then in
Section V, we analyze the measurement dataset based on the
radio propagation model and the 3-D antenna pattern. At the
end, in Section VI, we evaluate the proposed interpolation
technique based on the real datasets.

A. Semi-Variogram

In geostatistics, the semi-variogram represents the degree of
spatial dependency on different locations which is utilized in
Kriging interpolation. The semi-variogram between a UAV’s
locations [/, l;‘av is defined as

. ) 1 ) .
y (1) = Svar (r(@™) = r(11)). (11)
If the covariance function of a stationary process exists, we can
obtain the semi-variogram from the spatial correlation in (10)
as follows for our considered 3-D RDZ scenario [24]:

y (17, 1)

] 7]

02 c F: Fi P P
% (R ) + R ) - 2R )

o2 (1 — R(I™, 1;““)) =02 (1 — R(dy, dn))

w

12)

Authorized licensed use limited to: Northeastern University. Downloaded on June 26,2024 at 15:58:17 UTC from IEEE Xplore. Restrictions apply.



9048

IEEE SENSORS JOURNAL, VOL. 24, NO. 6, 15 MARCH 2024

where o is the variance of the shadowing term w in (9) as
defined earher, and R([;*, [!*) is as in (10). We assume 03) is
constant at a given set of locations while deriving (12).

B. Kriging Interpolation

The ordinary Kriging is the optimal prediction method in
squared-error loss from the observed data at known spatial
locations where the error of the spatial prediction of an
unknown location is minimized [24]. It interpolates the signal
strength of the arbitrary locations by using the linear com-
bination of the signal strength of the nearby locations. The
ordinary Kriging problem can be formulated as follows [14]:

: ~(quavy _ uavy)2
min ]E[(r(lo )= r(15)’] (13)
luav Z wir luav (14a)
M
Doui=1 (14b)

where /3% is a location to predict an unknown parameter,

wi (i =1,..., M) are weighting parameters, and M indicates
the number of nearby measured samples to use.

The above problem can be solved by following steps [14].
First, we convert the original problem to an equivalent
Lagrange expression

2

M
: F uav luav _ .
5| (16 Fre) |-+ 0)

15)

where « denotes the Lagrange multiplier. After a few steps,
the objective function in (15) can be reformulated as

M M M
0'3) +2 Z Mi]/(lgav, l;:laV) _ Z Z :Mﬂ/ luav’ l‘l;av)
i=1 i=1 j=I

—K(Zm - 1) (16)
i=l1

where y (1], l}’av) is as defined in (11). Finally, we can find
the optimal solution by the finding first derivative of (16) with
respect to i, ..., iy, which is given by

ZMJV luav luav —)/

We can also express (17) as a linear matrix equation as

(Y, ™)+« =0. (17)

(e 1)
(e 1)

V(l?av’lﬁv) 1 “1
p) 1| e

P ) ) 1| |
1 .. 1 0 K’

1)
1. 15m)
= 5 . (18)
(. 152)
1

Then, we can obtain the optimal /L‘{, e, ,u;’w from (18) and
interpolate the received powers at unknown location /j*" by

Z /’Lz luav

Note that accurate characterization of the 3-D semi-variogram
in (11) is critical for the interpolation in (19). Section IV
describes our measurements that will be used to characterize
the 3-D semi-variogram.

anV

(19)

V. MEASUREMENT CAMPAIGN OVERVIEW

In this section, we describe the details of our radio prop-
agation measurements. We present our measurement setup,
define UAV trajectory used, and describe our approach for
characterizing antenna effects.

A. Measurement Setup

The measurement campaign was conducted at the Lake
Wheeler Road Field Laboratory (LWRFL) site in Raleigh,
NC, USA, which is one of the two sites in the NSF Aerial
Experimentation and Research Platform for Advanced Wire-
less (AERPAW). The experimental area, depicted in Fig. 4(a),
can be classified as an open rural environment, ensuring LoS
conditions between a UAV and the BS throughout the entire
duration of the experiments. Fig. 4(b) and (c) presents photos
of the BS tower and the drone used during the measurement
campaign. The BS tower stands at a height of 10 m and
is equipped with a single dipole transmit antenna. On the
other hand, the drone is equipped with a vertically oriented
single dipole receiver antenna and a GPS receiver to accurately
track its position. To facilitate the measurements, the srsSRAN
open-source SDR software was utilized to implement an LTE
evolved NodeB (eNB) at the BS tower, as shown in Fig. 4(b).
The eNB continuously transmitted common reference symbols
(CRSs) during the measurement campaign.

During the measurement campaign, the drone collects raw
I/Q data samples using an SDR that is attached to it.
Specifically, the Universal Software Radio Peripheral (USRP)
B205mini from National Instruments (NI) is utilized as the
SDR device, both at the BS tower and on the UAV. For
post-processing the raw 1/Q data, we employ MATLAB’s
LTE toolbox. Within this toolbox, we calculate the reference
signal received power (RSRP) for each location of the UAV.
To ensure efficient processing and analysis, we collect 20 ms
segments of data out of every 100 ms. Within each 20 ms
segment, we extract a 10-ms duration for subsequent post-
processing. Throughout this article, the terms “received signal”
and “RSRP” are used interchangeably to refer to the measured
signal strength. The major specifications of the transmitter and
the receiver are listed in Table I.

Authorized licensed use limited to: Northeastern University. Downloaded on June 26,2024 at 15:58:17 UTC from IEEE Xplore. Restrictions apply.



MAENG et al.: KRIGING-BASED 3-D SPECTRUM AWARENESS FOR RADIO DYNAMIC ZONES

9049

(b) BS tower

(c) Drone

Fig. 4.  (a) Area where air-to-ground propagation data has been
collected in AERPAW. (b) Fixed node tower (30 feet high) that includes
the SDR serving as the LTE eNB. (c) Drone that carries the receiver
SDR.

TABLE |
MEASUREMENT SETUP FOR EXPERIMENTS

BS Tower (Transmitter)

Technology LTE

Tower height 10 m

Transmit power 10 dBm

Carrier frequency 3.51 GHz
Bandwidth 1.4 MHz

Antenna Dipole antenna (RM-WBI)
UAV (Receiver)

Antenna Dipole antenna (SA-1400-5900)

UAV heights {30, 50, 70, 90, 110} m

B. UAV Trajectory

We conduct the experiments multiple times by changing the
altitude (height) of the UAV from 30 to 110 m at increments
of 20 m. In each flight, the UAV flies an identical predefined
trajectory with a different fixed height. In particular, the UAV
flies on a zig-zag pattern through the experiment site, between
south and north waypoints, and it eventually flies back to the
starting point. The top view (at # = 110 m) and the 3-D
view of the UAV trajectories along with measured RSRPs are
illustrated in Fig. 5 for flight trajectories at 30, 50, 70, 90, and
110 m.

C. Antenna Radiation Pattern Characterization

The dipole antenna used in our experiments generally
exhibits omnidirectional radiation patterns in the azimuth
angle domain, but oval-shaped radiation patterns in the

RSRP (dBm)
-50

300 I 60
k 70
200 -
‘ -80
100 R
-" Y -90
| B
= OF return_ | 100
E —.
> 00t | -110
YR |
200l 8 120
\ 130
-300 X i ’ ¢
T L ¥ T 140
s
-400 ¥ 150
fly north
-500 : : : : : -160
-300 -200 -100 0 100 200 300
X[m]
(@)

-100

-110

-120

Height [m]

-130

-140

-150

-160
200 300 500

Y [m]

(b)

Fig. 5. Trajectory of the UAV and measured RSRP in RDZ experiments.
Multiple flights with different heights are plotted in the bottom figure.
(a) Top view of trajectory and RSRPs (h = 110 m). (b) 3-D view of
trajectory and RSRP.

elevation angle domain. The radiation pattern also varies
with the carrier frequency. We obtained the antenna pat-
tern specifications for the Rx dipole antenna (SA-1400-5900)
from the vendor’s specification sheet, and it shows a typical
donut-shaped dipole pattern that remains consistent across
different carrier frequencies [25]. Specifically, in the speci-
fication sheet, the antenna patterns for 1.4, 1.7, 2.4, 4.4, and
5.8 GHz frequencies are provided and all of them have similar
dipole patterns. Therefore, we adopted the 2.4-GHz frequency
antenna pattern from the specification sheet for our analysis.
However, the Tx dipole antenna (RM-WBI1-DN) exhibited
different elevation angle domain patterns depending on the
carrier frequency and had an asymmetric pattern that did not
guarantee omnidirectionality in the azimuth angle domain [26].
Furthermore, the specification sheet did not provide the radi-
ation pattern for the specific carrier frequency (3.51 GHz)
used in our experiments. To obtain the exact antenna radiation
pattern for the 3.51 GHz frequency, we conducted separate
measurements of the 3-D antenna pattern using an anechoic
chamber facility located at Wireless Research Center (WRC),
Wake Forest, NC, USA.
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Fig. 6.  Anechoic chamber setup for the 3-D antenna pattern mea-
surement and the Tx, Rx, and combined antenna patterns we used
for the analysis. (a) Anechoic chamber setup for Tx antenna pattern
measurement. The center point of the chamber is adjusted to the tip of
the antenna by the crossed laser lines. (b) Measured Tx antenna pattern
in Cartesian coordinates at 3.5 GHz (by the gain in linear scale). (c) Rx
antenna pattern for the elevation angle domain at 2.4 GHz (gain in dB
scale from the specification sheet). (d) Combined (Tx + Rx) antenna
pattern in 2-D angle domain in dB scale. Only the angle space in the
black rectangle is used for LoS between the BS tower and the UAV in the
experiment (6}), and the red rectangle is used for the ground reflection
angles (6r).

Fig. 6(a) shows a photo of the setup in the anechoic cham-
ber during the measurement of the Tx antenna’s 3-D pattern.
Fig. 6(b) displays the output of the antenna measurement,
visualizing the antenna pattern in 3-D Cartesian coordinates.
It can be observed that the antenna pattern is not purely omni-
directional in the azimuth angle domain, and the directivity in

the elevation angle domain is not straightforward. In contrast,
Fig. 6(c) shows the elevation angle domain antenna pattern
of the Rx antenna as provided in the specification sheet,
where the antenna pattern is specified as omnidirectional
with uniform gain in the azimuth domain. Fig. 6(d) illustrates
the combined antenna gain from the Tx and Rx antenna
patterns from Fig. 6(b) and (c), respectively, represented in
the azimuth and elevation angle domain. For all UAV heights
in our experiments, the LoS angles between the Tx tower and
the UAV were within the angle space covered by the black
rectangular area, while the ground reflection angles between
Tx tower and the UAV were covered by the red rectangular
area, which are illustrated in Fig. 2. This implies that the
antenna pattern used for the analysis is limited to the angles
within this space.

V. AIR-TO-GROUND PROPAGATION
MODELING AND ANALYSIS

In this section, we review how we post-process the data for
correcting errors in altitude reported by the UAV’s GPS. Sub-
sequently, we model the measured RSRP using different 3-D
propagation models that take into account two-ray multipath
model and 3-D antenna pattern.

A. Post-Measurement Correction of Altitude and RSRP

During the measurements, we encountered calibration errors
caused by limitations in the SDR hardware. Specifically, the
USRP mounted on the UAV exhibited a power level calibration
error, resulting in a constant offset power throughout the
experiment. To address this issue, we conducted a separate
experiment to measure and determine the offset at the USRP,
which was found to be 98 dB. Subsequently, we added this
offset to the calculated RSRP values obtained from subse-
quent experiments, effectively compensating for the calibration
offset.

Additionally, the GPS receiver carried by the UAV exhib-
ited an altitude mismatch. We observed an altitude drift of
approximately 6 m after the UAV landed, when compared
with the initial altitude of the UAV. To rectify this mismatch,
we applied a linear compensation approach (see [27, Fig. 6]).
This involved adjusting the altitude measurements such that
the altitude at the end of the flight matched the altitude
of the initial measurement. By applying this compensation,
we aimed to ensure accurate altitude data throughout the
experiment.

B. Antenna Radiation Pattern Effect in Path Loss
Analysis

In this section, we analyze the effect of antenna radiation
patterns on the path loss fitting to the RSRP from the experi-
ments. We consider three different antenna pattern setups for
comparison: 1) Tx and Rx 3-D antenna patterns described in
Section IV-C and Fig. 6; 2) the donut shape dipole antenna
pattern using the formulation for both Tx and Rx antennas;
and 3) constant azimuth and elevation antenna gain for both
Tx and Rx antennas. The dipole antenna pattern formula in
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Fig. 7. RSRP fitting with different path loss models and antenna patterns in time, distance, and elevation angle domains. (a) RSRP versus time
(measured antenna pattern). (b) RSRP versus 3-D distance (measured antenna pattern). (c) RSRP versus elevation angle (measured antenna
pattern). (d) RSRP versus time (dipole antenna pattern). (e) RSRP versus 3-D distance (dipole antenna pattern). (f) RSRP versus elevation angle
(dipole antenna pattern). (g) RSRP versus time (omnidirectional antenna pattern). (h) RSRP versus 3-D distance (omnidirectional antenna pattern).

(i) RSRP versus elevation angle (omnidirectional antenna pattern).
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Fig. 8. Relative fitting error between measured RSRP and the two-ray path loss model with different antenna patterns in time, distance, and

elevation angle domains. (a) Fitting error versus time. (b) Fitting error versus 3-D distance. (c) Fitting error versus elevation angle.

results obtained from the free space and two-ray path loss
models with different antenna patterns. It is observed that
the antenna pattern described in Section IV-C provides the
best fit to the RSRP curves, while the dipole pattern in (20)
results in the worst fit. Additionally, Fig. 7(a) highlights
that the two-ray path loss model performs better than the
free-space path loss model in capturing the deep fading of
RSRP.

the second case is given by [28]

cos (% cos 0)

Gbs(e) = Guav(e) = (20)

sin @

Figs. 7-9 provide a comprehensive analysis of the RSRP
fitting results using different antenna patterns and path loss
models in (6) and (8). In Fig. 7, the RSRP curves for a
UAV height of 70 m are presented, along with the fitting
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To further evaluate the performance, Fig. 9 presents the
cumulative distribution function (cdf) of the RSRP for the 70-
m height measurement, along with the fitting results obtained
from the path loss models and different antenna patterns. The
cdf of the two-ray path loss model with the antenna pattern
in Section IV-C matches closest with the cdf of the measured
RSRP, indicating a better fit. Fig. 9(b) shows the fitting error,
which is calculated by subtracting the measured RSRP from
the fit RSRP using the path loss models. It is observed that
the fitting error is the smallest when using the two-ray path
loss model with the antenna pattern in Section IV-C.

3D distance (m)

Fig. 10. Curve fitting for the RSRP measurements at different altitudes,
considering free-space path loss and two-ray (ground-reflection) model.

C. Path Loss Model Fitting With Measurement

Fig. 10 illustrates the measured and fit RSRP values as a
function of 3-D distance for different UAV heights ranging
from 30 to 110 m. We adopt measured antenna patterns in
Section IV-C. The fit curves follow the measured RSRP values
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Fig. 11.  Relative fitting error between measured RSRP and the
two-ray path loss model with different antenna patterns and heights
in distance domains. (a) Fitting error versus 3-D distance (mea-
sured antenna pattern). (b) Fitting error versus 3-D distance (dipole
antenna pattern). (c) Fitting error versus 3-D distance (constant antenna
pattern).

reasonably closely. It is worth noting that the two-ray path
loss model performs better in capturing the fluctuation of
signal strength due to the ground reflected path compared
to the free-space path loss model, especially when the UAV
height is low. In the logarithmic scale of the distance domain,
the RSRP is expected to decrease linearly. However, in the
short distance range, a concave curve can be observed. This
phenomenon is a result of the elevation-dependent antenna
gain and the dramatic change in the elevation angle at short

[EIshadowing (30 m)

[ shadowing (90 m)
=——Gaussian (90 m)
—— Left-skewed Gaussian (90 m)

——Gaussian (30 m)
——Left-skewed Gaussian (30 m)

Probability density function
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o o o o o o

-40 -20 0 20 40 -40 -20 0 20 40
Power (dB) Power (dB)

(a) (b)

Fig. 12.  Shadowing component from measurements and fit curves to
Gaussian and skewed Gaussian distribution, at (a) 30 and (b) 90 m UAV
altitude.

distances and high UAV altitudes. The 3-D antenna pattern
considered in the path loss models effectively captures this
effect, leading to more accurate RSRP fitting. Overall, the
results in Fig. 10 highlight the importance of considering the
elevation-dependent antenna gain and the 3-D antenna pattern
in accurately modeling and fitting RSRP measurements in air-
to-ground communications.

Fig. 11 shows the relative fitting error in the distance
domain for all heights with different antenna patterns. The
error by the dipole antenna pattern is relatively higher than
other antenna patterns, especially when the distance is around
100200 m due to the antenna pattern mismatch. We also
observe that the fitting error for the omnidirectional antenna
pattern is higher than the measured antenna pattern for a large
distance. Overall, the use of the measured antenna pattern
results in the best fit for the measured data.

D. Analysis of Shadowing Components From
Measurement

After we derive the two-ray path loss model, we can
extract the shadowing component by subtracting the path loss
model from measured RSRP using (9), as shown in Fig. 12.
The shadowing component is known to follow a Gaussian
distribution, and the measured shadowing distributions for
different UAV heights are compared to the fit curves. It is
observed that the measured shadowing distributions can be
modeled using a Gaussian distribution, though there are slight
deviations. In particular, the measured distributions exhibit
asymmetry with a heavier left tail compared to the symmetric
Gaussian distribution. To achieve a better fit, an alternative
approach is to use a skewed Gaussian (normal) distribution,
which allows for introducing a desired level of skewness to
the distribution [29]. The probability density function (pdf) of
the skewed Gaussian distribution can be expressed as

(oo

where ¢(-), ®(-) indicates the pdf and the cdf of Gaussian
distribution, respectively. The parameter « in (21) decides the
skewness of the distribution. If « is a positive real value,
it gives right-skewness, while left-skewness is introduced by
a negative real value. In addition, the mean, the standard
deviation of the shadowing, left-skewed Gaussian parameter o,
and normalized mean-squared error (NMSE) of model fittings
for all heights are listed in Table II. Note that the optimal « is

2y
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TABLE Il
MEAN AND STANDARD DEVIATION OF THE SHADOWING COMPONENT
FOR BOTH MEASUREMENT AND GAUSSIAN FITTING CURVE,
AND NMSE OF MODELS FITTING

UAV Mean Stapdz_lrd o NMS.E NMSE
height deviation (Gaussian) | (skewed)
30 m —4.26 dB 7.14 dB -2.13 0.0314 0.0027
50 m —4.57 dB 6.45 dB -2.26 0.0370 0.0020
70 m —0.34 dB 6.53 dB -2.57 0.0437 0.0036
90 m —0.32 dB 6.90 dB -2.08 0.0338 0.0028
110 m | —0.27 dB 6.83 dB -2.27 0.0302 0.0022

decided by minimizing NMSE. It shows that the distributions
and the value of variances in different heights are similar, and
we can assume a stationary process in spatial data.

VI. NUMERICAL RESULTS ON 3-D
SIGNAL INTERPOLATION
In this section, we will first study the horizontal, vertical,
and finally 3-D correlation in the measured data. We will use
the 3-D correlation to calculate the semi-variogram, which will
subsequently be used to analyze the 3-D interpolation accuracy
for various scenarios.

A. Analysis of Correlation Function From Measurement

1) Horizontal Distance Correlation: In this section, we ana-
lyze the spatial correlation using the AERPAW datasets
available at [1]. We obtain correlation functions between two
different 3-D locations by using measurements at different
heights, and we use exponential and biexponential functions
to model the correlations as discussed earlier. The mean and
standard deviation values are obtained by statistical analysis
in Section V-D and the measured RSRP values are utilized in
calculating the correlations. We analyze the spatial correlation
depending on the horizontal distance (dy) with a zero vertical
distance (dy) by using the experiment dataset. Since our
experiments fix the height of the drone for a specific flight,
the vertical distance between the samples in the same flight is
zero. The analysis of the correlation by the horizontal distance
is performed by the following steps.

1) Calculate the correlation among all samples in a flight,
excluding the samples during the take-off and landing
periods.

2) Sort the correlation from step 1) according to the hor-
izontal distance between the sample pairs. This will
ensure that the correlations are arranged in increasing
order based on the horizontal distance.

3) Average the correlations every 2 m. Start from the
smallest horizontal distance and group the correlations
within a 2-m interval. Calculate the average correlation
for each interval. Repeat this process for subsequent 2 m
intervals until covering all the correlations.

4) Perform steps 1)-3) iteratively for each height (30, 50,
70, 90, and 110 m). Then, we have correlations for each
individual height.

5) Average the correlation for every distance over all the
heights. Take the correlations obtained in step 4) for each

1
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Fig. 13. Correlation of RSRP measurements with horizontal and vertical
distances and curve fits with exponential and biexpontential models.
(a) Correlation of horizontal distance. (b) Correlation of vertical distance.

height and distance, and compute the average correlation
value across all heights for that specific distance.

The correlation between two samples w; and w; is calculated
by

(w; —vi)(wj —vj)

Ow,iOw,j

R ;= (22)
where v and o, denote the mean and the standard deviation
of the sample, which can be obtained from Table II. The
obtained correlation function and fit curves are shown in
Fig. 13(a). It is observed that the correlation is rapidly decayed
as the horizontal distance increases. Although the correlation
is generally modeled by an exponential function (also known
as the Gudmundson model) [11], the biexponential model [30]
fits better than the exponential model for our measurements,
which is given as

R(dy) = ae 1% 4+ (1 — g)e P2 (23)

where by and by are fitting parameters. We also observe that
the correlation distance is 4.5 m when the correlation is 0.5.

2) Vertical Distance Correlation: We calculate the vertical
distance correlation with a zero horizontal distance from
measurements which is opposite to Section VI-Al. Since the
trajectory of the UAV for flights at different heights is designed
to be identical (see Fig. 5), we can obtain samples of the
same 2-D location (latitude, longitude) with different vertical
distances. For example, if we want to obtain 20 m vertical
distance samples, we can use the dataset from the 30- and
50-m UAV flights and pick two samples from any overlapped
trajectory (one from the 30-m height, the other from the 50-m
height). The analysis of the correlation by the vertical distance
is conducted by the following steps.

1) Choose two different height measurements datasets, such
as the datasets from the 30- and 50-m UAV flights.

2) Remove data where the two trajectories are not fully
overlapped, using a threshold of dy > 3 m. This ensures
that we have data points with the same location across
the trajectories.

3) Calculate the correlations between the two samples with
the same location across the trajectories. Compute the
correlation coefficient for each pair of samples and
average them out. This will give you the correlation for
a specific vertical distance (e.g., 20 m) between the two
heights.
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TABLE IlI
CORRELATIONS BETWEEN DIFFERENT UAV HEIGHTS

[ 30m [ 50m [ 70m [ 90m [ 110m
30 m 1.003 [ 0.247 [ 0.080 | —0.024 [ —0.040
50m |[ 0.247 | 1.004 | 0.214 [ 0.057 | —0.002
70m |[ 0.080 | 0214 | 1.003 | 0.307 | 0.172
90m |[ —0.024 | 0.057 | 0.307 [ 1.001 | 0.409
110m || —0.040 | —0.002 [ 0.172 | 0.409 | 1.012

4) Repeat steps 1) to 3) iteratively for pairs of measure-
ments at different heights. For example, we can calculate
correlations for the 50- and 70-m flights, 70- and 90-m
flights, and so on.

In step 2), we exclude the samples that the trajectory is
undesirably not overlapped by checking GPS readings. The
correlations between different pairs of flights are listed in
Table ITI. We also present the obtained correlation function
from Table IIT and the fit curve in Fig. 13(b). It is observed
that the correlation function based on the vertical distance
fits best with the exponential model, which is expressed
as

dy
R(dy) = e %o ™ (24)

where the correlation distance is given by dcor = 11.24 m.

3) 3-D Distance Correlation: To analyze the correlation
when both horizontal distance and vertical distance are con-
sidered, we can process the dataset obtained from flights
at two different heights. By comparing the measurements
from these flights, you can determine the correlation between
two different 3-D coordinate locations. The processing steps
for obtaining correlation with 20 m vertical distance are as
follows.

1) Choose a pair of measurement datasets where the height
difference is 20 m. For example, select the dataset from
the 30-m height flight and the dataset from the 50-m
height flight.

2) Calculate the correlation between a sample from one
height (e.g., 30 m) and a sample from the other height
(e.g., 50 m) across all the samples in the datasets.

3) Sort the correlation from step 2) by the horizontal
distance and average the correlations for every 2 m of
horizontal distance.

4) Repeat steps 1) to step 3) iteratively by different pairs
of the measurement datasets of the height. For example,
you can repeat the analysis with the dataset from the
50-m height flight and the dataset from the 70-m height
flight.

By performing this iterative analysis for different pairs of
measurement datasets with varying height differences, we can
obtain the correlation values that capture the relationship
between joint horizontal and vertical distances. This analysis
helps in understanding how the signal strength correlation
varies with changes in both horizontal and vertical distances,
providing insights into the spatial characteristics of the wire-
less channel.

The 3-D distance correlation results with 20 and 40 m

vertical distances are shown in Fig. 14. We model and fit

0.4

Measurement, dv=20 m
085 ¢ ——Fitted curve, d =20 m

03 F + Measurement, d =40 m

- - —-Fitted curve, d =40 m

Corrleation

201 I I I | | I I I I )
0 50 100 150 200 250 300 350 400 450 500

Horizontal distance (dh) (m)

Fig. 14. 3-D distance correlation and fit curve by the proposed model
where vertical distance (ay) = 20, 40 m.

TABLE IV
FITTING PARAMETERS by, bo IN (25) DEPENDING
ON THE VERTICAL DISTANCE

dv b1 b
Om | 0.02815  0.2474
20m | 0.05988  0.03574
40 m | 0.06998 0.045

the correlation of joint horizontal and vertical distance by
combining the correlation functions of the horizontal and the
vertical distance in (23) and (24). The proposed correlation
model in 3-D space is expressed as

dy

R(dy. dy) = e~ %@ (ae_b‘dh . a)e—”zdh) (25)

where a = 0.3, and b;, by are tuning parameters. Note that
when dn = 0, the model is the same as (23), while when
dy = 0, the model is equivalent to (24). The fit values of
b1, by depending on the vertical distance (dy) are listed in
Table IV.

B. Analysis of Semi-Variogram

In Section III-A, we introduce earlier the concept of semi-
variogram in (11) and derive the relation to the correlation
function in (12). We analyze the semi-variogram by measure-
ments results in Fig. 15 with respect to both the horizontal
distance and vertical distance. The measurement results are
directly obtained by the definition of the semi-variogram
in (11) and the analysis results come from the correlation
function in (25) which is then used in (12). The measurements
and our analysis from (12) are closely overlapped for both
distance conditions.

C. Performance Evaluation With Kriging

In this section, we evaluate the 3-D interpolation perfor-
mance of the Kriging technique described in Section III-B
using the measurement dataset. We adopt cross-validation-
based RMSE evaluation [15], which compares the predicted
RSRP with the measured RSRP to observe the error. In partic-
ular, the RMSE for performance evaluation can be expressed
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Fig. 15.  Measured semi-variogram and analysis by the correlation
functions in (23) and (24), with respect to horizontal distance (bottom
x-axis), and vertical distance (top x-axis).

as

No

1 A (rus an )2
RMSE = FZZ(r(lgfll_V)_r(l&di")) (26)

0

where Np denotes the number of samples for prediction.
In our evaluation, the 30-m height measurement samples are
predicted by 30, 50, and 70 m height measurement datasets.
The cross-validation-based evaluation is conducted by the
following steps.

1) Randomly select M samples from the measurement
dataset to use for the prediction. These samples will
serve as the training set.

2) Randomly select Ng samples from the 30-m measure-
ment dataset as the validation set for cross-validation.

3) Use the Kriging technique described in Section III-B to
predict the RSRP values for the Ny validation samples
based on the M training samples.

4) Calculate RMSE between the predicted RSRP val-
ues and the actual measured RSRP values for the
No validation samples. The RMSE is calculated
using (26).

5) Repeat steps 1) to 4) iteratively for a large number of
times, such as 10000 iterations and calculate the median
for the RMSE values obtained from the iterations. The
median value represents the overall prediction perfor-
mance of the Kriging technique.

In step 2), after randomly selecting M samples for pre-
diction, exclude those samples from the dataset chosen for
cross-validation. This ensures that the samples used for pre-
diction are not used for validation. In addition, when we
predict a sample by Kriging in step 3), when predicting
a sample using Kriging, consider only the nearby samples
within a certain distance threshold (rp). Limit the selection of
neighboring samples to those within the ry radius circle around
the target sample. These nearby samples will be used to predict
the RSRP value for the target sample. The snapshot of the
randomly chosen M samples from 50 m height measurement
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Fig. 16. Snapshot of the randomly chosen samples for Kriging.

and Ny from 30 m height measurement is described in Fig. 16.
The figure depicts the radius circle rg within which nearby
samples are used to predict the target sample. To provide
a benchmark for comparison, we consider the perfect path
loss-based 3-D interpolation. In particular, we assume that the
BS has perfect knowledge of the exact path loss and transmit
power for all locations. This represents the ideal condition for
prediction without utilizing spatial correlation. The RMSE by
the perfect path loss estimation is equivalent to the standard
deviation of the shadowing component from (9) and (26) as
follows:

RMSEpe = [E[(F = 1)*] = JE[w?] =0, @])

In Fig. 17, the RMSE performance of Kriging using mea-
surements at different UAV altitudes is presented. The results
show that the performance of Kriging varies depending on
the altitude of the measurements used for prediction. When
utilizing the 30- and 50-m height measurement data for
prediction, Kriging outperforms the perfect path loss esti-
mation. This indicates that Kriging can leverage the spatial
correlation present in the highly corrected data to achieve
better prediction accuracy. However, in the case of 70 m
height measurement, the perfect path loss estimation performs
better than Kriging. This suggests that the correlation at a
vertical distance of 60 m is too low to accurately predict using
Kriging.

In Fig. 17(a), it is observed that the RMSE generally
decreases as the number of samples used for prediction (N)
increases. However, when N exceeds 250, the performance of
Kriging with an ry value of 200 m is the worst among the
three different rO values considered. This indicates that while
a larger number of samples can improve performance, adding
low-correlated samples can degrade the prediction accuracy.
It is important to strike a balance and choose an appropriate
number of samples (M) and radius (rg).

Furthermore, in Fig. 17(b), the RMSE initially decreases
and then increases for ro values of 70, 100, and 200 m.
This suggests that if the correlation between samples is not
sufficiently high, increasing the number of samples may not
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Fig. 17.  RMSE of the prediction at 30 m UAV altitude from mea-

surements at 30, 50, and 70 m UAV heights by Kriging, which is
benchmarked by the perfect path loss estimation. (a) Prediction by
30 m height measurement. (b) Prediction by 50 m height measurement.
(c) Prediction by 70 m height measurement.

necessarily lead to improved performance. It highlights the
importance of considering both the number of samples and
the correlation when determining the optimal parameters for
Kriging prediction.

In conclusion, the choice of the number of samples (M) and
radius (rp) is crucial for achieving accurate predictions using
Kriging. Utilizing a larger number of highly correlated sam-
ples can improve performance, while including low-correlated
samples or selecting an inappropriate radius can degrade the
prediction accuracy.
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Fig. 18. 3-D radio map from Kriging interpolation using the measure-
ments at 30 and 50 m UAV altitudes. (a) Top view. (b) 3-D view.

D. 3-D Interpolation by Kriging

Fig. 18 displays the generated 3-D radio map of RSRP using
the Kriging interpolation technique with the available measure-
ment data at 30 and 50 m heights. The map provides a visual
representation of the RSRP distribution in the 3-D space. The
dome shape of the 3-D radio map provides valuable insights
into monitoring the signal leakage in the 3-D volume of the
RDZ. By examining the map, one can observe the spatial vari-
ations and signal strength levels within the monitored area. The
dense 3-D radio map obtained through Kriging interpolation
enables efficient analysis and decision-making related to signal
monitoring, interference management, and overall RF planning
within the monitored area. In particular, a spectrum monitoring
engine (SME) can estimate the received signal strength from
each signal served within the RDZ on the surface of the dome.
Subsequently, interference to sensitive receivers outside of the
RDZ can be extrapolated, and if exceed a threshold, interfering
signal services in the RDZ can take action (e.g., rescheduling
to a different band or reducing power).

VIlI. CONCLUSION
In this article, we introduce the RDZ concept which
efficiently manages and controls the spectrum usage by moni-
toring the signal occupancy and leakage in a real-time fashion.
To monitor the signal leakage from an area, we need to develop
a radio map of signal power surrounding the area, which is
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more challenging when considering a 3-D space. We propose
a signal power interpolation method in the 3-D volume that
uses Kriging. The correlation model between two different
3-D locations is designed and the semi-variogram is defined
and analyzed. In addition, we study the proposed 3-D Kriging
interpolation using an experimental dataset provided by the
NSF AERPAW platform. We fit path loss and shadowing
models to the RSRP measurements and study the performance
of the Kriging interpolation technique for various scenarios.
Our results show that significant gains are possible in received
power estimation accuracy by utilizing the 3-D correlation of
the data when compared with using only a path loss-based
power estimation.
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